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Project Title: Perturbed Parameter Ensembles using the OpenIFS 48r1 
atmospheric model in frame of the CleanCloud project 
…………………………………………………………………… 

Extended abstract 
Aerosol-cloud interactions (ACI) remain the largest source of uncertainty in past, present, and future radiative forcing, 
impeding credible climate projections. ACI effects are expected to change dramatically as we enter a post-fossil world, 
characterized by strong reductions in anthropogenic aerosol emissions but with increasingly larger impacts from natural 
aerosols. Although we expect cleaner clouds compared to today, ACI in this post-fossil state may considerably differ 
from preindustrial conditions, owing to shifts in climate and changes in sources region characteristics. The Horizon 
Europe funded CleanCloud project (Grant Agreement 101137639) will address the major gaps impeding robust ACI 
assessments, improve their representation in current and next generation kilometer-scale climate models , quantify and 
understand their regional and temporal effects, and how they will evolve in the transition to the post-fossil regime. To 
accomplish this, CleanCloud will  

1) carry out targeted field experiments in European climate hotspots;  

2) develop state-of-the-art algorithms and analysis tools to obtain new proxies and diagnostics for key ACI-
related processes;  

3) contribute to the calibration and validation of  upcoming satellite missions in coordination with the satellite 
community;  

4) improve and better constrain kilometer- and large-scale climate models using advanced machine learning, 
data assimilation and model calibration, confronting perturbed physics ensembles with existing and new 
satellite and in-situ data;  

5) assess the role of aerosols in the life cycle of convective systems, focusing on precipitation formation and 
the impacts on the hydrological cycle, and  

6) enhance the exploitation of data centres, measurement programs, international campaigns, laboratory 
studies, and models.  

With these, CleanCloud will profoundly strengthen European Research on climate change, significantly contribute to 
upcoming climate assessments, and benefit society through models that enable improved weather and seasonal 
predictions. CleanCloud runs from January 2024 to January 2027, and is coordinated by Dr. Im, who is also the PI for this 
special project. 

In order to constrain the uncertain processes in Earth system models (ESMs), and to reduce the uncertainties in climate 
projections, it is important to integrate observations from multiple sources with models. CleanCloud will follow the 
perturbed parameters ensemble (PPE) approach (Collins et al., 2011: Johnson et al., 2018; Yoshika et al., 2019: Figure 
1) to constrain the improved CleanCloud target models, including EC-Earth4. The PPE approach involves perturbing the 
values of uncertain parameters within a single model structure, with the choice and range for the perturbed parameters 
determined. In some cases, different variants of physical schemes may also be switched in and out as well as parameters 
in those alternative schemes being varied. Any number of experiments that are routinely performed with single models 
can then be produced in “ensemble mode” subject to constraints on computer time. 

The key strength of the PPE approach is the ability to produce a large numbers of ensemble members in a relatively 
easy way. It is possible to control the experimentation and systematically explore uncertainties in processes and 
feedbacks. For example, it is possible to produce a set of ensemble experiments where the input forcing data (e.g. in a 
twentieth century simulation) is the same in each experiment, but the parameters which control, say, the aerosol-cloud 
interactions, are varied. Thus, the different sources of uncertainty can be isolated. It is also possible to explore a wide 
range of feedback processes in the model by “de-tuning” it, potentially revealing the impact of previous compensating 
errors.  
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Figure 1. PPE flow chats adopted from Johnson et al. (2018).  

The uncertain parameter space in CleanCloud will be constrained by new and/or improved satellite observations, of 
aerosol properties (e.g. CCN, size distribution, absorption, water fraction), cloud properties (e.g. droplet number 
concentrations, cloud phase), and precipitation from EarthCARE, METOP-SG, and PACE (Figure 2 & 3). For this, we will 
use existing instrument simulators that will be adapted for new observations where needed. We will also perform PPEs 
for selected sub-domains and periods over selected convective systems using the improved climate models, focusing 
on key microphysical parameters including updraft variance, secondary ice production, and liquid and solid precipitation 
initiation. PPEs are particularly suited for constraining model process parameters (Regayre et al., 2014). CleanCloud uses 
PPEs as data assimilation, which does not create optimal initial conditions as done in traditional data assimilation (e.g. 
4DVAR, ensemble Kalman filter/smoother), focusing more on optimizing concentrations/properties or emissions, but 
obtains an optimal constraint on model parameterizations, revealing their strengths, limitations, and best configuration, 
which are much more important to constrain for climate predictions than initial conditions. We will apply Bayesian 
inference to constrain scheme parameters and model structure using cloud and precipitation observations rigorously 
and systematically (Partridge et al., 2012). 

 

 
Figure 2. The parameters of interest for the PPE design. 

In this special project, we will use the OpenIFS/AC cycle CY48R1, which is part of the EC-Earth4 Earth system model 
(ESM), to perform PPE simulations, focusing on aerosols. We will perturb more than 20 parameters including emissions 
of individual aerosols and precursors (e.g. black carbon, sulfate, dust, and sea-salt), size distribution, wet and dry 
removal, etc. (Figure 3). 

Cloud-base aerosol 
concentrations and type 
using vertical profiles:
Ø Aerosol extinction, 
Ø Aerosol backscatter, 
Ø Aerosol depolarization

Vertical profiles and uncertainty:
Ø Cloud phase, 
Ø Ice water content, 
Ø Vertical motions, 
Ø precipitation rates, 
Ø particle size, 
Ø aerosol extinction

Better proxies for CCN (e.g. 
aerosol water content and dry 
size distribution):
Ø Aerosol absorption, 
Ø Aerosol number, 
Ø Aerosol concentration, 
Ø Aerosol size distribution 
Ø Aerosol refractive index
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OpenIFS/AC cycle CY48R1 is ECMWF's global numerical weather prediction model accessible to research institutes and 
universities. The OpenIFS/AC version incorporates new modules for atmospheric composition (AC) based on the CB05, 
CB05-BASCOE, and AER tropospheric chemistry scheme with OpenIFS dynamics. Details on OpenIFS/AC (version 
CY43R3) of this model is described in Huijnen et al. (2022), including runtime, pre- and post-processing scripts. The 
model requires the ecCodes GRIB library from ECMWF for input and output. The model uses input from the CAMS 
reanalysis input dataset of GRIB files and emissions from a set of various established CMIP6 standardized emissions 
inventories. Further OpenIFS CY48R1 documentation and can be found at: 
https://confluence.ecmwf.int/display/OIFS/Release+notes+for+OpenIFS+48r1#ReleasenotesforOpenIFS48r1-
ModelDocumentation. 

The first phase of the PPE simulations will focus on the year 2010, where previous PPEs are available from other models, 
such as in the AEROCOM PPEs. The second phase will focus on the year 2025, which will be the first complete EarthCARE 
year, providing additional constraints on aerosols and clouds, including their vertical distributions and types. Both 
phases will consist of two sets of simulations, one set for the pre-industrial (PI) period (1850), and one set for the actual 
“present day” period, which is either 2010 or 2025 depending on the phase. The PI simulations are necessary to estimate 
the effective radiative forcing, which is aimed to be constrained by the PPE. The first phase simulations for the PI are 
being setup and will start in 2025. We will perform AMIP-type simulations, where sea surface temperatures and sea-ice 
concentrations are prescribed, and winds are nudged towards ERA5 reanalyses. 

We estimate around 200 simulations. Assuming 2 days per a year simulation on one node, 200 simulations amount to 
21 000 000 SBUs. We therefore ask for 25 000 000 SBUs/year to be on the safe side, such as additional parameters that 
can come in later in the ensemble design or repeating some simulations due to technical reasons. We estimate 600 Gb 
space per year per simulation. Therefore, for 200 simulations we need a lot of space and therefore ask for 200 000 
GB/year disk space. We will transfer all the outputs to local servers to keep the space as empty as possible.     

 
Figure 3. Example of PPE parameters from the ECHAM-HAM model in the CleanCloud project. 

 

After the PPE simulations are completed, we will use the Gaussian Process (GP) emulator from Earth System Emulator 
package (ESEm; Watson-Parris et al., 2021). GP is a powerful non-parametric tool often used to emulate climate models 
to provide robust uncertainty estimates, particularly with limited training data (Eidhammer et al., 2024; Yoshioka et al., 
2019). We will use this emulator to statistically represent over 1 million model outputs across the 20-dimensional 

https://confluence.ecmwf.int/display/OIFS/Release+notes+for+OpenIFS+48r1#ReleasenotesforOpenIFS48r1-ModelDocumentation
https://confluence.ecmwf.int/display/OIFS/Release+notes+for+OpenIFS+48r1#ReleasenotesforOpenIFS48r1-ModelDocumentation
https://confluence.ecmwf.int/display/OIFS/Release+notes+for+OpenIFS+48r1#ReleasenotesforOpenIFS48r1-ModelDocumentation
https://confluence.ecmwf.int/display/OIFS/Release+notes+for+OpenIFS+48r1#ReleasenotesforOpenIFS48r1-ModelDocumentation
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parameter space, all bounded by their minimum and maximum limits. ESEm will produce annual mean data for each 
model grid cell (when comparing to observations, only taking into account co-located data in space and time). These 
samples allow a sensitivity analysis to quantify the variance of each component (Lee et al., 2011). 
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