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Extended abstract

Objective

The objective of this special project is to investigate the impact of model resolution (both atmosphere and ocean resolution) on the ocean dynamics in the tropical Pacific and North Atlantic Oceans, which are two essential regions affecting the global climate. To this aim we will perform both high (T511L91 ORCA025L75) and standard (T255L91 ORCA1L75) resolution coupled simulations with the EC-EARTH coupled climate model (Hazeleger et al. 2010) following the HighResMIP protocol (Haarsma et al. 2016).

Introduction

Our research interests mainly focus on the ocean dynamics in the tropical Pacific and North Atlantic Oceans. In the tropical Pacific Ocean, the El Nino Southern Oscillation (ENSO) is the most dominant interannual mode and the effects of ENSO not only significantly locally, for example, in South America (Sarachik and Cane, 2010), but also global scale through teleconnections (Philander 1990), such as effects on the precipitation in the Indian monsoon (Ropelewski and Halpert 1996). The importance of the North Atlantic Ocean to the global climate is also highlighted in several studies (Sutton and Dong, 2012; Dong et al, 2013; Burt and Howden, 2013).

However, the representation of key processes, such as, the ENSO phenomenon (Yang and Giese, 2013), the Atlantic Meridional Overturning circulation (AMOC) (Wang et al., 2014) is still biased in the coupled climate models. Recent studies have shown that high-resolution climate models are significantly improve the representation of important atmospheric and oceanic physical processes, such as the Atlantic meridional circulations (AMOC) (Stepanov, et al, 2015), the ENSO (Shaffrey et al., 2009), and the tropical Pacific circulations (Roberts, et al., 2009). The improvement due to high resolution is also shown in the global water cycle (Demory et al., 2014), as well as relevant features of the large-scale atmospheric circulation such as the jet stream (Lu et al., 2015), the Euro-Atlantic blocking (Davini et al. 2017a) the Madden–Julian Oscillation (Peatman et al., 2015), tropical cyclones (Jin et al., 2014).

The difficulties we face to have high resolutions simulations for studying climate science come from the high cost of computing time. Due to the expensive computing resources there are currently few simulations that cover a time scale long enough to allow the investigation of the impact of high resolution on the simulation of the main feature of climate variability. The High Resolution Model Intercomparison Project (HighResMIP) (Haarsma et al. 2016) applies, for the first time, a multi-model approach to the systematic investigation of the impact of horizontal resolution. It consists of a coordinated set of experiments designed to assess both a standard and an enhanced horizontal-resolution simulation in the atmosphere and ocean. The H2020 European Project PRIMAVERA is the framework in which many European Institutions carry out the climate simulations prescribed by HighResMIP. In PRIMAVERA 10 major research institutes, including AWI, CERFACS, CMCC, ECMWF, MetOffice, MPI and those part of the EC-Earth consortium (i.e. BSC, CNR, KNMI, SMHI) are committed to realize a multi-model ensemble of high resolutions simulations to assess
the impact of increased horizontal resolution on the simulation of the European climate for the recent historical period and the near future (1950-2050).

CNR has been using the EC-Earth model for climate simulations within the CMIP5 protocol and, more recently, has conducted the coordinated experiment Climate SPHINX (Stochastic Physics High resolution Experiments), a comprehensive set of forced (atmosphere only) ensemble simulations aimed at evaluating the sensitivity of present and future climate to model resolution and stochastic parameterization (Davini et al. 2017b; Watson et al. 2017). Climate SPHINX was granted by 20.4 millions of core hours from PRACE (the Partnership for Advanced Computing in Europe).

These simulations will help us to understand the impact of ocean and atmosphere resolution on the above mentioned phenomena and on other physical processes. Moreover, they will provide us tools to investigate the change of these processes and mechanisms due to both internal and external climate variability. Our simulations, which will be part of the ensemble carried out by the different partners of the EC-EARTH consortium will not only benefit to other partners that are involved in the project but also in a broad scale to all the climate scientists who are interested in high resolution climate coupled models.

**Experimental setup**

The experimental protocol follows the recommendation given in the HighResMip (Haarsma at al. 2016). In particular, all the integrations will start from “observed” datasets.

The initial condition for the ocean component of spin up comes from version 4 of the Met Office Hadley Centre “EN” series of datasets of global quality controlled ocean temperature and salinity profiles and monthly objective analyses (EN4, Good et al., 2013) over an average period of 1950–1954.

The initial condition for the atmospheric component is from ERA-20C (January 1950) from ECMWF.

The forcing includes the most recent CMIP recommendations (see table 1 in Haarsma at al. 2016). Since all the integrations start from “observed” fields, i.e. outside the model attractor, a 30-50 years of spin up (with constant forcing) are needed in order to reach a “quasi-equilibrium” before initiating the experiments. These spin-ups simulations (performed elsewhere) will be used to initialize the coupled simulations listed below.

- **1950-CONST:** Coupled CTRL historical (standard and high resolution): control experiments with 1950 constant forcing, covering the period 1950-2050 for both standard (T211L91 ORCA1L75) and high resolution (T511L91 ORCA025L75).

- **1950-2014-TRANSIENT:** Coupled EXP historical (standard and high resolution): The forcing of coupled EXP experiments is transient forcing from 1950 to 2014 for both standard and high resolution like coupled CTRL.

- **2015-2050-FUTURE:** Coupled EXP future (standard and high resolution): Coupled EXP future is a continuation of Coupled EXP historical, forced with transient future scenario forcing RCP8.5 in the period 2015-2050.
Justification of the computer resources

The detailed simulations we are going to perform and the computing time we need are shown in Table 1. For year 2018 we will have about 100 years of both high and standard resolution coupled simulations. scaling tests on the ECMWF machine CCA show that for high resolution coupled integrations the model needs 250,000 SBU per year, while the same integrations at standard resolution require 30,000 SBU per year. Before starting productions we would need to perform some test and “soft” tuning, thus we ask for 5% more computing time to make sure we can safely complete the whole integrations. The same requirements will apply also to 2019. The total number of SBU we ask for is 59 millions SBU.

One year of high resolution will require 1.2TB for storage, depending on the chosen output frequency and on specific variables to be saved in the CMIP6 output protocols. One year of standard resolution will require 76GB. Therefore, in total we would need 127.6TB per year for the final outputs. However, we plan to transfer data to our local storage place during the production, meaning that we will ask for 80TB output storage for the year 2018, and 100TB for the year 2019.

Table 1 Planned simulations and needed computing resources.

<table>
<thead>
<tr>
<th></th>
<th>2018</th>
<th>2019</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1950-CONST</strong></td>
<td>~100 years</td>
<td>~100 years</td>
</tr>
<tr>
<td>High resolution</td>
<td>25 million SBU</td>
<td>25 million SBU</td>
</tr>
<tr>
<td><strong>1950-2014-TRANSIENT</strong> &amp; <strong>2015-2050-FUTURE</strong></td>
<td>~100 years</td>
<td>~100 years</td>
</tr>
<tr>
<td>High resolution</td>
<td></td>
<td>25 million SBU</td>
</tr>
<tr>
<td><strong>1950-CONST</strong></td>
<td>~100 years</td>
<td>~100 years</td>
</tr>
<tr>
<td>Standard resolution</td>
<td>3 million SBU</td>
<td>3 million SBU</td>
</tr>
<tr>
<td><strong>1950-2014-TRANSIENT</strong> &amp; <strong>2015-2050-FUTURE</strong></td>
<td>~100 years</td>
<td>~100 years</td>
</tr>
<tr>
<td>Standard resolution</td>
<td></td>
<td>3 million SBU</td>
</tr>
<tr>
<td><strong>Test runs</strong></td>
<td>1.5 million hours</td>
<td>1.5 million hours</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>29.5 millions</td>
<td>29.5 millions</td>
</tr>
</tbody>
</table>
Technical characteristics of the code to be used

The EC-EARTH model is a global coupled climate model, that is composed with the atmospheric circulation model based on ECMWF’s Integrated Forecasting System (IFS), ocean circulation model from the Nucleus for European Modelling of the ocean (NEMO; Madec 2008) version 3.6, and sea ice model from Louvain-la-Neuve Sea Ice model (LIM3; Fichefet and Morales Maqueda 1997). The coupler is based on OASIS3. The version we are going to use is based on EC-EARTH version 3.2.2. The configuration of standard resolution is ORCA1L75 for NEMO, which has horizontal resolution of 1 degree and 75 vertical levels, and T255L91 for IFS, which is 80 km horizontal resolution. For high resolution the configuration is ORCA025L75, which has horizontal resolution of ¼ degree and 75 vertical levels, T511L91 for IFS, which is 40 km horizontal resolution.

HighResMIP output has a specific format which follows the CMIP6 protocol. During production, we will have post-process procedure for the output based on CMOR3. In the EC-EARTH consortium one of the partners (KNMI) has been working on the integration of CMOR with EC-EARTH, mainly based on with CDO, Python, NCO, NETCDF.
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