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Abstract

Numerical weather prediction models are including an increasing number of components of the Earth system. In particular, every forecast now issued by the European Centre for Medium-range Weather Forecasts (ECMWF) runs with a 3D ocean model and a sea ice model below the atmosphere. Initialisation of different components using different methods and on different timescales can lead to inconsistencies when they are combined in the full system. Historically, the methods for initialising the ocean and the atmosphere have typically been developed separately. This paper describes an approach for combining the existing ocean and atmospheric analyses into what we categorise as a weakly coupled assimilation scheme. Here we show the performance improvements for the atmosphere by having a weakly coupled ocean–atmosphere assimilation system compared to an uncoupled system. Using numerical weather prediction diagnostics we show that forecast errors are decreased compared to forecasts initialised from an uncoupled analysis. Further, a detailed investigation into spatial coverage of sea ice concentration in the Baltic sea shows much more realistic structure given by the weakly coupled analysis. By introducing the weakly coupled ocean–atmosphere analysis, the ocean analysis becomes a critical part of the numerical weather prediction system and provides a platform from which to build ever stronger forms of analysis coupling.

1 Introduction

As of June 2018, the European Centre for Medium-range Weather Forecasts (ECMWF) has a coupled forecasting system for all timescales in that every forecast from the high resolution 10 day forecasts, the ensemble forecasts, the monthly forecasts to the seasonal prediction system runs an Earth system model. Specifically this means that there is a 3-dimensional ocean model and a sea ice model that runs coupled to the atmosphere, wave, and land surface components. Such a multi-component Earth system model needs initialisation of each of its components, and this manuscript is concerned with how the ocean and atmosphere are initialised together for the purposes of numerical weather prediction.

In order to advance numerical weather prediction, ECMWF is developing its modelling and its data assimilation towards an Earth system approach [ECMWF, 2016]. When forecasts of medium-range to longer-range are the focus, components of the Earth system that are typically slower than the atmosphere become more important. This is both in terms of their presence in the model and an accurate specification of their initial conditions [Bauer et al., 2015]. Such components include the ocean and sea ice, but also the land surface, waves, aerosols, and how they interact with each other and the atmosphere [Maclachlan et al., 2015]. Figure 1 represents the various components present in the system.

The land surface and waves are fully established components of the ECMWF systems. Aerosols are treated separately within the Integrated Forecasting System (IFS) as part of the Copernicus Atmosphere Monitoring Service (CAMS). The ocean has been used in the IFS for seasonal applications since 1997 [Stockdale et al., 1998], for monthly forecast since 2002 [Vitart, 2004] and in the Ensemble Forecasts (ENS) from the initial time step since 2013 [Balmaseda et al., 2013, Bauer and Richardson, 2014]. In late 2016 an interactive sea ice model was added to the ENS. Only now are these components starting to interact with the atmospheric analyses.

In order to make the most of the Earth system approach in a forecast, the components should be somehow consistent with one another. If the different components are not internally consistent they are sometimes referred to as unbalanced. This lack of balance can lead to fast adjustments in the system in the initial stages of the forecast in a phenomenon known as initialisation shock. Initialisation shock can be reduced by initialising the various components together via coupled data assimilation [Mulholland et al., 2015].

Much of the literature on coupled assimilation has focused on initialisation of forecasts for seasonal to
decadal timescales. For example the Japan Agency for Marine-Earth Science and Technology (JAMSTEC) have a fully coupled 4D-Var system used for experimental seasonal and decadal predictions [Sugiura et al., 2008, Masuda et al., 2015, Mochizuki et al., 2016]. The National Oceanic and Atmospheric Administration Geophysical Fluid Dynamics Laboratory (NOAA/GFDL) have a coupled assimilation system based on the ensemble Kalman filter (specifically the ensemble adjustment Kalman filter) to initialise decadal predictions [Yang et al., 2013, Zhang et al., 2014]. The NOAA National Centers for Environmental Prediction (NOAA/NCEP) have a coupled assimilation system [Saha et al., 2014] for subseasonal and seasonal predictions, as well as reanalysis [Saha et al., 2010]. A prototype system was built in March 2016 in the Japan Meteorological Agency Meteorological Research Institute (JMA/MRI), designed to replace the ocean-only observation assimilation approach. The atmosphere component is updated every 6-hours by 4D-Var with a TL159L100 uncoupled inner-loop model, while the ocean component runs on a 10-day cycle using 3D-Var with an incremental analysis update. Experimentation with this system for coupled reanalysis and NWP is underway [Penny et al., 2017].

The U.S. Naval Research Laboratory (NRL) has a different focus to most centres, running a coupled model with most resources dedicated to the ocean component. Their global coupled model goes up to an ocean resolution of 1/25° and is initialised by separate assimilation systems. In the near future they plan to implement the interface solver of Frolov et al. [2016] to allow more coupling within the analysis.

Environment and Climate Change Canada (ECCC) have recently begun producing their global deterministic NWP forecasts using a coupled ocean–atmosphere model. This model is currently initialised separately in each of its components. The UK Met Office have a system to initialise global coupled NWP forecasts where the background for each component in a 6 hour assimilation window comes from the coupled model [Lea et al., 2015], although this is not yet operational.

Under the ERA-CLIM2 project ECMWF has piloted techniques for coupled ocean–atmosphere data assimilation that were applied in the context of reanalysis [Laloyaux et al., 2016, Schepers et al., 2018]. These are the Coupled European Reanalysis of the 20th century (CERA-20C) and the CERA-SAT reanalysis using the modern day satellite observation system. The assimilation method developed for CERA
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involved “outer-loop” coupling within the 4D-Var algorithm of the atmosphere and the ocean. This method has a high level of coupling in the analysis, which as Figure 2 shows, can mean that the whole NWP system can be degraded by model biases in the ocean component of the coupled model.

Figure 2: Impact of first implementation of outer loop coupling (quasi strongly coupled data assimilation) on high resolution global NWP. The presence of model bias in the western boundary currents of the ocean shows itself as degradations (red) to the 24 hour forecast scores of vector winds at 1000hPa. Results are obtained from IFS cycle 45R1 at a resolution of 25km (TCo399) with a 0.25° ocean, based on global outer loop coupling over the period 2017-06-01–2017-07-02.

As the first steps into coupled ocean–atmosphere data assimilation for NWP at ECMWF we have chosen to adopt a weaker form of coupled assimilation than in the CERA system.

Following a World Meteorological Organisation (WMO) meeting on coupled assimilation, Penny et al. [2017] defined weakly and strongly coupled data assimilation (and variations thereof). Their definitions were as follows:

- “Quasi Weakly Coupled DA (QWCDA) assimilation is applied independently to each of a subset of components of the coupled model. The result may be used to initialize a coupled forecast.”
- “Weakly Coupled DA (WCDA): assimilation is applied to each of the components of the coupled model independently, while interaction between the components is provided by the coupled forecasting system.”
- “Quasi Strongly Coupled DA (QSCDA): observations are assimilated from a subset of components of the coupled system. The observations are permitted to influence other components during the analysis phase, but the coupled system is not necessarily treated as a single integrated system at all stages of the process.”
- “Strongly Coupled DA (SCDA): assimilation is applied to the full Earth system state simultaneously, treating the coupled system as one single integrated system. In most modern DA systems this would require a cross-domain error covariance matrix be defined.”

Hence QWCDA might be thought of as uncoupled assimilation to initialize a coupled model. Observations in one component never influence the analysis of the other component. In WCDA, an observation of one component is not able to directly influence the analysis of the other component in the valid assimilation window. However, as a coupled forecast is used, the observational information gets propagated.
to the background used for subsequent analysis cycles, hence there is a lag by which observations can influence different components. The CERA system falls under the QSCDA category, where observations from each component can influence the analysis of the other within a single analysis window. SCDA is simply treating a coupled system as a multivariate assimilation problem and no special terminology or mathematical analysis is necessary.

In this paper we introduce a form of weakly coupled data assimilation which allows for the different timescales in the ocean and atmospheric analysis windows. The atmosphere and the ocean are coupled implicitly at a frequency of 24 hours, determined by the frequency of the slowest component to update.

The remainder of this paper is organised as follows. In Section 2 we describe the various components of the Integrated Forecasting System and describe both uncoupled and weakly coupled ocean–atmosphere assimilation strategies. The experimental design is described in Section 3. Section 4 shows and discusses the experimental results, and gives a detailed examination of local impacts to sea ice. Finally in Section 5 we look to the future developments of the weakly coupled data assimilation system at ECMWF.

2 IFS

The ECMWF Integrated Forecasting System consists of multiple components. The main component for it all is the upper atmospheric analysis. The dynamical model which propagates the analysis from one cycle to the next contains a limited number of components. They are the atmospheric model [ECMWF, 2017a,b], the land model [Balsamo et al., 2009], the lake model [Dutra et al., 2009], and the wave model [ECMWF, 2017c]. The atmosphere is represented on a 3D reduced Gaussian grid and its analysis is found by using 4-Dimensional Variational data assimilation (4D-Var) in incremental form. A number of outer loops are used and the minimisation is performed at increasingly high resolution. The number of outer loops and resolution of the inner loops is dependent on the resolution of the nonlinear model. The land data assimilation component is weakly coupled to the atmosphere. They share the same model to produce the first guess, and the state of the land surface and the state of the atmosphere are modified separately [de Rosnay et al., 2014]. Subsequent forecasts are initialised using the latest analysis of the atmosphere and the land surface. This is archetypal weakly coupled assimilation as defined previously. Currently the land surface has various components. The snow analysis is performed using a 2D-OI, as is the soil temperature analysis. Soil moisture is analysed using a Simplified Extended Kalman Filter (SEKF). Similarly to the land, the wave analysis is weakly coupled to the atmosphere. However, the first guess used for the wave analysis is not the same first guess that is used for the atmosphere. The first guess is the nonlinear trajectory of one of the outer loops of the atmospheric 4D-Var. Currently the final trajectory is used. This means that, in a given cycle, observations of the atmosphere will influence the wave analysis in that given cycle. The opposite is not true – wave observations will not modify the atmospheric state during that cycle. These observations will only modify the atmospheric state at the subsequent cycles due to the interactions in the forecasts that cycle the analysis.

The model that cycles the analysis does not contain a dynamical ocean model or sea ice model. For the purposes of this paper we say it is uncoupled, referring to ocean–atmosphere interactions. The lower boundary of the atmosphere needs to be supplied; the sea-surface temperature (SST) field and sea ice concentration (CI) field is required.
Observations

Over 40 million observations are processed and used daily with the vast majority of these coming from satellites. These include polar orbiting and geostationary, infrared and microwave imagers, scatterometers, altimeters, and GPS radio occultations [English et al., 2013]. In addition to the satellite observations there are in situ observations used from aircraft, radiosondes and dropsondes, as well as observations from ships, buoys, land based stations and radar [Haiden et al., 2018].

For the sea surface L4 gridded products are used to give global coverage of sea-surface temperatures and sea ice concentrations. The L4 product used is the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) [Donlon et al., 2012], a 0.05° resolution dataset that is solely observation based. For SST OSTIA combines satellite data from the Group for High Resolution Sea Surface Temperature (GHRSSST) and in-situ observations to produce a daily analysed field of foundation sea-surface temperature. Sea ice concentration fields in OSTIA are derived from the EUMETSAT Ocean Sea Ice Satellite Application Facility (OSI SAF) L3 OSI-401-b observations of sea ice concentration. Lake ice concentration observations that are outside of the domain of OSI-401-b are taken from an NCEP sea ice concentration product.

4D-Var, HRES and the EDA

The above observations are assimilated with the 4D-Var methodology (see e.g. Rabier et al. [2000]) that uses, amongst other details, hybrid-$B$ and a weak constraint term. A single high resolution (HRES) analysis and forecast is produced. The flow dependent component of the background error covariance matrix $B$ comes from an Ensemble of Data Assimilations (EDA) [Bonavita et al., 2012] that solves similar 4D-Var problems but at a lower resolution and with stochastically perturbed observations. The EDA currently runs with 25 members. The HRES analysis is performed twice daily over a 12 hour analysis window from 2100Z (0900Z) to 0900Z (2100Z). The 4D-Var is solved in incremental form with 3 outer loops, such that each inner loop minimisation is performed on a lower resolution grid. From each analysis a 10 day coupled ocean–atmosphere forecast is produced. For more details on the configuration see Haseler [2004].

OCEAN5

OCEAN5 is a reanalysis-analysis system with 2 streams - behind real-time and real-time. The 3 dimensional ocean Nucleus for European Modelling of the Ocean (NEMO) model and the Louvain-la-Neuve 2 (LIM2) sea ice model are coupled and used as the model for within OCEAN5. The OCEAN5 analysis is initialized from a behind real time ocean and sea ice coupled reanalysis, known as ORAS5 [Zuo et al., 2018] (see purple boxes in Figure 3). The variables temperature, salinity, and horizontal currents ($T, S, U, V$) are analysed using the 3D-Var First Guess at Appropriate Time (FGAT) assimilation technique. The length of the assimilation window varies from 8 to 12 days and is split into two chunks (see blue boxes in Figure 3), the first of which is 5 days long. In parallel, a separate minimisation is performed to analyse sea ice concentration using the same 3D-Var FGAT method.

Observations that are assimilated currently are in situ profiles of temperature and salinity, and satellite derived sea level anomaly and sea ice concentration observations. For SST a relaxation is performed towards the OSTIA SST product.

The ocean and sea ice analysis system requires forcing fields in the form of a surface wind field, surface
temperature and humidity fields, and surface fluxes. These come from the HRES analysis (and forecast for the final day of the OCEAN5 assimilation window). The surface fluxes consist of downward solar radiation, thermal radiation downwards, total precipitation, and snowfall. From the wave model the ocean requires forcing fields of significant wave height, mean wave period, coefficient of drag with waves, ten metre neutral windspeed, normalized energy flux into the ocean, normalized wave stress into the ocean, and Stokes drift. A full description is given in Zuo et al. [2018].

**Uncoupled approach/work flow**

From the above description, we can see that the HRES system can stand alone. It does not require any information from the OCEAN5 analysis. OCEAN5 on the other hand, requires forcing fields from an atmospheric analysis to operate.

Under this system, observations in the atmosphere will modify the atmospheric state. This change in atmospheric state will lead to a change in the forcing fields by which the ocean analysis is driven. This will lead to a change in the ocean analysis.

Observations of the ocean (unused by OSTIA, such as observations of currents) will not modify the atmospheric state as no information from the ocean model is propagated back to the atmosphere. This system as a whole can be thought of as a “one way” coupled assimilation system. The flow of information from the atmosphere to the ocean is depicted in the diagram in Figure 3 as orange arrows.

**WCDA**

We have seen that the atmospheric analysis requires the provision of an SST field and a sea ice field for use as its lower boundary condition. Similarly the ocean analysis requires a set of atmospheric forcing fields to drive the ocean only analysis.

To form a weakly coupled ocean–atmosphere data assimilation system, fields from the OCEAN5 analysis are used as the lower boundary conditions for the atmospheric analysis over the ocean, rather than taking directly fields from the external OSTIA product. This will mean that observations of the ocean and the sea ice which previously would only influence the ocean analyses will also modify the atmospheric analysis via the lower boundary conditions. The effect is not within a given assimilation cycle, but it is delayed.

Figure 3 shows the information flow between atmosphere and ocean. Consider an atmospheric observation on day 11 (within the highlighted region). This will change the analysis fields of the atmosphere on day 11, which will lead to the forcing fields that drive the ocean to change. Hence this observation will have an effect on the latest ocean analysis valid at the start of day 12 (which in this diagram has a 11 day window from day 1 to day 12).

Now instead consider an ocean or sea ice observation on day 11. This directly changes the ocean/sea ice analysis for that day, but as there is no feedback to the atmosphere until the end of the window, the atmospheric analysis for day 11 is unchanged. The impact of that ocean or sea ice observation is only detected by the atmosphere on day 12, when the updated sea ice analysis is seen as the lower boundary condition for the atmosphere (magenta arrow in Figure 3).

Recall the definition of Weakly Coupled DA (WCDA): assimilation is applied to each of the components of the coupled model independently, while interaction between the components is provided by the
Partial coupling

The analysis of SST and sea ice concentration from OCEAN5 may not always be better than the OSTIA product. In particular there are known deficiencies in the OCEAN5 analysis that can lead to degradations in forecast performance. For example in the extratropics the position of western boundary currents such as the Gulf Stream are known to be less accurate in the OCEAN5 analyses compared to OSTIA. Hence for WCDA, as with the model, the flexibility to take ocean fields only over specific regions and not globally has been developed.

The sub-optimality of the ocean analyses are due to a well known model bias in the ocean model which
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has been recognised already in the coupled model used to produce the 10 day forecasts [ECMWF, 2014, Mogensen et al, 2019a,b, Keeley et al, 2019]. The solution to this problem has been to use, for the model, a “partial-coupling” approach, where the tendencies, rather than the absolute values, of SST are passed to the atmosphere. The partial coupling is required at latitudes (> 25°) where the ocean model is unable to resolve eddies. Partial coupling can be described by the following equations.

\[ SST_{IFS}(t) = SST_{NEMO}(t) + \alpha(t) (SST_{REF}(0) - SST_{NEMO}(0)) \] (1a)

where \( \alpha(t) \) is a function of lead time with \( \alpha(0) = 1 \) decreasing to 0 by the end of the forecast. The reference field at initial time, \( SST_{REF}(0) \) is given by

\[ SST_{REF}(0) = \beta SST_{OSTIA}(0) + (1 - \beta) SST_{NEMO}(0), \] (1b)

where \( \beta \) is spatially varying and is depicted in Figure 4.

![Figure 4: \( \beta \) coefficient from (1b), indicating initial SST is taken from the ocean analysis in the tropics (20S to 20N) and OSTIA in the extratropics. The 5° transition regions can be seen as the bands consisting of intermediate colours.](image)

Equation (1) evaluated at \( t = 0 \) gives an initial SST field as

\[ SST_{IFS}(0) = \beta SST_{OSTIA}(0) + (1 - \beta) SST_{NEMO}(0) \] (2)

which is the SST from NEMO in the tropics and the SST from OSTIA in the extratropics. For WCDA we have therefore chosen to align the SST in the analysis with that used to initialise the forecast, i.e. following equation (2).

3 Experimental setup

A set of two experiments are conducted: the first a control which does not use weakly coupled assimilation, and the second an experiment with weakly coupled assimilation. Both experiments are based on IFS cycle 45R1. They run at a 9km global resolution (TCo1279), and both use the same uncoupled atmospheric EDA. The time period of the investigation is from 20170609 to 20180521. From each analysis a 10 day coupled ocean–atmosphere forecast is produced.

Control - uncoupled assimilation

The initial conditions for the ocean component are taken from an ocean only analysis which takes its forcing fields from the operational HRES system, i.e. the same resolution but atmosphere only and driven
by OSTIA boundary conditions. The atmospheric analysis uses OSTIA SST and CI fields globally as its lower boundary conditions.

**Experiment - WCDA**

An ocean analysis is run alongside the atmospheric analysis. The sea ice concentration field used for the lower boundary of the atmospheric analysis comes from the ocean analysis. Similarly the sea-surface temperature field comes from the ocean analysis, although this is restricted to the tropics only as described in equation (2) and Figure 4. That is, the SST comes from the ocean analysis between 20S and 20N, OSTIA outside of 25N(S), and a linear interpolation of the two in the 5 degree band from 20N(S) to 25N(S).

The atmospheric analysis is otherwise identical to the control run. Similarly, except for the forcing fields coming from the atmospheric analysis rather than the operational HRES system, the ocean analysis is identical to the ocean analysis used in the control experiment. A comparison of the WCDA experiment and the uncoupled control setup is shown in Figure 5.

![Figure 5: Schematic of experiment design. On the right shows the experiment, with the weakly coupled DA passing information between atmosphere and ocean analyses. On the left shows the control atmospheric analysis getting its SST and CI from the external OSTIA product, and the forcing field for the control ocean analysis coming from the operational HRES system.](image)

4 **Results and discussion**

For brevity we choose to show normalized differences in RMSE as a measure of forecast errors [Geer, 2016]. Normalised RMSE differences (dRMSE) for an experiment $e$ compared to a control experiment $c$ is defined as

$$d\text{RMSE} = \frac{||x_f(T : T + t) - x_a(T + t)|| - ||x_f(T : T + t) - x_a(T + t)||}{||x_f(T : T + t) - x_a(T + t)||},$$

where $x_f(T : T + t)$ and $x_a(T + t)$ refer to forecasts of length $t$, and analyses, valid at time $T + t$, and the norm $|| \cdot ||$ is the root mean square throughout number of samples through time.
Atmospheric performance

Figure 6 shows the impact of WCDA on atmospheric humidity and temperature. There are 3 distinct regions of impact - the tropics and the poles - coming from the separate influences of WCDA through tropical SST and SIC respectively. The areas of hashed shading indicate that the differences in forecast errors are statistically significant. It is clear that the impact from WCDA does not give long range impacts to the upper troposphere or to the spatial regions where WCDA is not active.

In the tropical region of Figure 6 we can see that the impact of the tropical SST is detected from the surface up to around 850hPa, in both temperature and humidity. The hashed shading show that these improvements, indicated by blue colours, are statistically significant. The maps in Figure 7 shows clearly that the improvement from SST is restricted to the latitudinal band for which the WCDA SST is active. Within this band there are variations in how much benefit we get from the WCDA. For instance with temperature at 1000hPa the strongest positive impacts are seen in the Arabian Sea, and the eastern Atlantic and Eastern Pacific (associated with cold tongues).

In the Arabian Sea there is evidence of improvement to other variables, such as to low level winds and significant wave heights (not shown). This indicates that the SST WCDA has improved the position of the summer monsoon which is a known difficult feature to forecast well. The regions of positive impact in the Atlantic and the equatorial Pacific are regions that tend to have high cloud cover. This persistent cloud makes observing the SST from satellites very difficult, and so it may be that the use of the ocean model within the OCEAN5 analysis system is able to effectively fill the observational gap.

In the polar regions we see significant improvements in forecast errors due to the weakly coupled assimilation. Figures 8 and 9 show that the improvements due to sea ice encompasses the entire extent of the sea ice cover, and are not simply confined to the ice edge. The influence of the WCDA SIC extends up to roughly 700hPa (Figure 6). This is further vertically than the impact of SST seen in the tropics. This can be explained by considering Figure 10 that shows the usage of microwave humidity soundings in the southern hemisphere. Such soundings are rejected over sea ice, and hence rejecting more contaminated soundings could lead to a more consistent atmospheric state in these regions. Further area averaged dRMSEs of forecast error are shown in the appendix.
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Figure 6: Latitude–pressure diagram of the normalised difference in RMSE between WCDA and control for humidity (top) and temperature (bottom) forecasts at 12h (left) and 24h (right) lead times, for the period 20170609 to 20180521. Hashed areas indicate statistically significant differences.
Figure 7: Spatial maps of the normalised difference in RMSE between WCDA and control for temperature at 1000hPa (top), skin temperature (middle), and sea-surface temperature (bottom) forecasts at 12h (left) and 120h (right) lead times (48 hours lead time for temperature at 1000hPa), for the period 20170609 to 20180521.
Figure 8: Spatial maps centred on the Antarctic of the normalised difference in RMSE between WCDA and control for 1000hPa temperature (top), 1000hPa humidity (middle), and sea ice concentration (bottom) forecasts at 12h (left) and 24h (right) lead times (120 hours lead time for sea ice concentration), for the period 20170609 to 20180521.
Figure 9: Similar to Figure 8, but focused on the Arctic.
Figure 10: Observation usage of MWHS-1 in the southern hemisphere for the WCDA experiment (black) and the uncoupled control (red).
Ocean performance

Surface Heat Flux: Damping

Figure 11: Monthly averaged ocean heat flux correction from the uncoupled analysis (red) and the weakly coupled analysis (black). This is split by region showing global (top left), the tropics (top right), the northern hemisphere extratropics (bottom left) and the southern hemisphere extratropics (bottom right).

Figure 11 shows the area averaged heat flux correction in the ocean analyses. This flux correction represents the strength of the relaxation towards the OSTIA SST product. One can see that the flux correction in the extratropics is broadly similar in both experiments, with only the northern hemisphere extratropics showing a slightly smaller flux correction in July and August in the WCDA experiment. However in the tropics the flux correction is consistently substantially smaller in WCDA than uncoupled. This shows that the SST coupling in the tropics is leading to an SST field that is more consistent than the uncoupled analysis, requiring less corrections. We postulate that this could be due to the improved timeliness of the SST that the atmospheric component uses (for the uncoupled analysis the OSTIA SST field is only available on the day after its valid time), however this requires a more detailed investigation that is outside the scope of this paper.

Figure 12 shows the area averaged surface temperature increments in the ocean from the uncoupled and
weakly coupled assimilation experiments. Similarly to Figure 11, the larger benefits from WCDA appear to be seen in the tropics with the coupling of SST, showing reduced increments compared to the uncoupled analysis. However in the northern hemisphere extratropics the weakly coupled assimilation increments are consistently smaller than the increments in the uncoupled system. For the southern hemisphere extratropics the picture is mixed and it seems like the 2 systems are behaving very similarly.
Operational impacts - Baltic sea detailed sea ice investigation

Here we take a detailed look at the spatial distribution of sea ice in the Baltic sea, a particularly challenging area for sea ice concentration analyses. Figure 13 shows different representations of the sea ice on 2018-02-17 from different sources. Figure 13a is a manually produced ice chart from FMI/SMHI showing sea ice concentration at the north of the Gulf of Bothnia, as well as in the eastern end of the Gulf of Finland. Figure 13b shows the available OSI SAF L3 sea ice concentration observations in the area. Note that because of the geography of the area observations are only available in the centre of the Gulfs - coastal contamination requires that those points near the coast be masked from the product.

Figures 13c and 13d show the sea ice from uncoupled assimilation and WCDA experiments. One can see that the uncoupled analysis effectively smooths out the L3 observations and does not capture the high ice concentrations along the northern coastlines. WCDA on the other hand does a much better job at capturing the structures seen in the manual ice chart. In particular the use of the background information coming from the dynamical model gives a much more realistic spatial distribution of the ice field. Figure 14 is similar but on 2018-03-05, the date of maximal sea ice extent in the Baltic sea for the 2017/2018 season.

5 Conclusions and future plans

This paper has investigated the impact of weakly coupled ocean–atmosphere data assimilation on the ECMWF forecasts. The WCDA approach allows components of the Earth system with different timescales and assimilation methods to be linked together. As an alternative to using purely observation based L4 products for the lower boundary of the atmosphere, with their associated latencies, WCDA allows dynamical models of the ocean and sea ice to fill in the gaps in observations and propagate fields to the appropriate time. The results presented show the use of WCDA improves the coupled forecasts in the regions near to the interface of those variables being coupled.

ECMWF's operational upgrade to cycle 45R1 in June 2018 saw the introduction of WCDA through sea ice concentration. The forthcoming upgrade to cycle 46R1 is scheduled to also couple tropical SST, as per the experiments shown in this paper.

As well as surface temperature and ice concentration information, the ocean analysis system can provide surface current information. Surface currents can be important for the assimilation of scatterometer data. Scatterometers measure backscattering coefficient of the ocean surface. This coefficient is a function of wind velocity relative to the ocean current. In the current usage of scatterometers at ECMWF we assume zero ocean currents, and so a WCDA system that has knowledge of the ocean currents should be able to better make use of scatterometer data.

There is plenty of scope to improve the partial coupling approach and its geospatial structure that determines the extent of SST coupling in the WCDA system. At the moment it is a simple function of latitude. It may be beneficial for this to be basin dependent. Given the model biases in the western boundary currents it may be beneficial to be different in the west and east of each basin.

These are the first steps in operational coupled ocean–atmosphere assimilation at ECMWF. A progressive approach towards implementation has been adopted, rather than introducing coupling in all variables in a single system upgrade. Whilst the weakly coupled approach is being developed, in parallel the outer loop coupling approach is being explored as a possible operational system which would give more immediate impact across the various Earth system components.

(b) OSI SAF 401-b product. Note missing data (grey) around coastlines due to coastal contamination in satellite retrievals of sea ice concentration.

(c) Uncoupled analysis. Note the Gaussian nature of the ice field centred on the available OSI SAF L3 observations.

(d) WCDA. Note the much more realistic structure and the good agreement with the manual ice chart.

Figure 13: A manual ice chart (top left) and sea ice concentration values in the Baltic sea on 2018-02-17 from OSI SAF L3 observations (top right), uncoupled analysis (bottom left), and WCDA (bottom right).
Figure 14: As Figure 13, but on 2018-03-05, the date of maximum sea ice extent in the region for the season.
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A Appendix: area averaged dRMSE of forecast errors

Confidence range 95% with AR(2) inflation and Sidak correction for 4 independent tests.

Figure 15: Area averaged diagram of the normalised difference in RMSE between WCDA and control for sea ice concentration in the southern hemisphere (left), tropics (centre) and northern hemisphere (right) for forecasts at lead times of up to 10 days.

Figure 16: As Figure 15 but for sea-surface temperature.
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Confidence range 95% with AR(2) inflation and Sidak correction for 4 independent tests.

Figure 17: As figure 15 but for atmospheric 2 metre temperature.
9–Jun–2017 to 21–May–2018 from 674 to 693 samples. Verified against own–analysis. Confidence range 95% with AR(2) inflation and Sidak correction for 4 independent tests.

Figure 18: As Figure 15 but for atmospheric relative humidity and stratified by level, 100hPa (top row), 500hPa (second row), 850hPa (third row) and 1000hPa (bottom row).
9–Jun–2017 to 21–May–2018 from 674 to 693 samples. Verified against own–analysis. Confidence range 95% with AR(2) inflation and Sidak correction for 4 independent tests.

Figure 19: As Figure 18 but for atmospheric temperature.