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Summary

* Overview of the Product Generation system
* The new Product Generation

* The new interpolation library : MIR

» The new requirements web interface

* Timelines
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Products Generation team

» Umberto Modigliani, User Support

Baudouin Raoult, Software Architect

Dragan Jokic, Products Team

Manuel Fuentes, Products Team

Paul Dando, User Support

Matthias Zink, Products Team

Axel Bonet, Integration Team

Marta Gutierrez, Data Services

Pedro Maciel, Development

 Tiago Quintino, Development
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Product Generation and Data delivery

« ECMWEF model (IFS) produces raw model output for global fields in the spectral space
(spherical harmonic fields) and physical space (reduced Gaussian grid, reduced lat/lon)

» Users interested in obtaining real time data for:
— individual fields : e.g. 2T/TP
— Other data representations: lat/lon, regular Gaussian grids

— Subareas, points, frames

* Product Generation:
— Model output + User requirements = User data files
« Data delivery system

— How the data gets to the user
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Overview Product Generation and data delivery system
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How big Is it?
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What is Product Generation?

* It's an HPC application , runs on the supercomputer

* It's in the time critical path: run IFS model, run Product Generation and start dissemination within
1 hour.

It's a large scale interpolation exercise (230 million products)

It's an intensive I/O application

Computationally:~300 nodes, 10% of the cluster

It's parallelised to sort out requests, interpolate , write output data

Run product generation with all our base time forecasts:
— 00Z/06z2/122 /1872
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Main drivers for new Product Generation system

» To address exponential growth of data production

» Migrate from an old interpolation software (EMOSLIB) which is very costly to maintain (in
manpower and bugs)
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Real Time data volumes growth projections
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MIR: The new interpolation library

* Meteorological Interpolation and Regridding Reduced Gaussian grid

— Application-driven

MARS, Product Generation, Metview (...)

* Architecture
— Multiple grid formats support (any-to-any)
— Configurable operations and defaults
— Linear algebra (CPU/GPU...) Unstructured grid

— Cacheable (memory-mapped, shared memory, file I/O)

 Collaboration between ECMWF Research and Forecast Departments
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MIR action plan

m transform H interpolate >9 crop area H apply frame >_’m

Spectral to spectral Reduced Gaussian
Spectral to grid to Lat/lon
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MIR: Product Generation action tree
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MIR: Product Generation simplified tree
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Performance gains MIR

* MIR spectral transforms are faster (up to x3)

* MIR global to global interpolations are faster (x2 ~x3)

T1279 spectral temperature to F1280 grid point Grid point 01280 to 0.1°x0.1°
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Performance gains Product Generation

* 1/0O processing has been optimised to write the output files.

» Load balancing processing tasks

Example: 6 tasks, 3 workers
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* Run times for new Product
Generation ~ 3 - 5 times faster

« Reduce computational load from
300 to 100 nodes
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User impact and known differences: MIR

» Values will be different (better)

Sub-areas inwards (MARS = Dissemination)

Sub-areas of reduced grids supported (MARS = Dissemination)

« Support for ‘staggered’ grids e e s e s e .
* No land-sea mask processing by default " * * ‘ ..
- No special treatment of precipitation " P
« Different distance computation (3D) ’ ’ ‘ ‘
— affects nearest neighbour method e e s s s s
— No singularities at poles AREA=89.5/0.5/-89.5/359.5,
* More user control over spectral-to-grid transformations GRID=1.0/1.0

For full details see:

https://confluence.ecmwf.int/display/UDOC/MARS+interpolation+with+MIR
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https://confluence.ecmwf.int/display/UDOC/MARS+interpolation+with+MIR

Differences in Temperature at 1000 hPa
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Mean absolute difference = 0.022411
Median absolute difference = 0.00987
Standard deviation = 0.047950

RMS of differences = 0.047950
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User impact and known differences: Product Generation

Different interpolation library:

— Different point count for specific cases of reduced Gaussian grid

Different ways in which the areas are encoded in GRIB headers

— Different precision, rounding , different longitude encoding in GRIB1

Constant fields ( will be encoded with bitsPerValue = 0)

Local definitions retained in GRIB1 for HRES (00/12)

For full details see:

https://confluence.ecmwf.int/display/UDOC/PGEN++PRODGEN+differences
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Implementation plan: Product Generation schedule

\
I Product Generation s~ 1 Full operational support for Product :
: with MIR alpha/beta )' generation with both MIR and I

|

| testing /| EMOSLIB

Operational Product Operational Product

Generation with MIR

v

1 3 months parallel run
<= —-
v v
July 2018 October 2018 November 2018 February 2018~
Alpha Testing  Beta Testing Full release Product Generation with

. Products produced with EMOSLIB decommissioned

either MIR or EMOSLIB

- Dissemination streams ‘mini Big Bang' Dates reflect current
gradually moved to MIR expectations and may
* Mars with Mir change in light of actual
progress made
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Changes to the Product Requirements Web interface
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For the future

* Much more data is on the way

More fields (parameters, levels, etc)

Improve current 1/O bottlenecks
— Rely on specialised storage systems (object-stores, SSD’s, etc)

— Stream model output from memory to Products Generation

Possibility to get the products as soon as they are produced
— Requires flexibility on client

— Still possible to use fixed schedule.

European Weather Cloud (EWC)

— Alternative to pushing data to users

— Bring user’s workflows close to ECMWEF data

Thanks!
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