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TOP500 Ranking of most powerful supercomputers
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HPC Challenges

• To be able to use the computing power of modern 
supercomputers, applications must exploit parallelism.

• Parallelism produce overhead (extra computation and 
communications) 
– “Overhead does not look a problem in my model” → But if the 

needs increase (i.e. higher resolutions), a bad implementation will 
be a problem in some point. 

– We need a method to evaluate the parallelism efficiency of our 
computational models.

• When the hardware change
• When the number of resources change
• When the model complexity change
• When the resolution change
• …
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HPC Challenges

• The necessary refactoring of numerical codes is given a lot of attention 
and is stirring a number of discussions. 
– Computational performance analysis and new optimizations are needed for actual 

numerical models.
– Study new algorithms for the new generation of high performance platforms (path to 

exascale).

• Several European institutions and projects working together in the 
same direction (ESCAPE → Dwarfs, ESiWACE → EsD’s, ETP4HPC…)

• Future H2020 where we will work → ESCAPE2, ESiWACE2, IS-ENES3
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HPC Challenges

The global ultra-high resolution EC-Earth climate model 
ORCA12-T1279 in action over the North Atlantic.

Sea-surface temperature and sea-ice concentration from the ocean 
component (NEMO, left panel) 

http://www.youtube.com/watch?v=JT4ZQAQf5yI
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HPC Challenges

Atmosphere:
IFS

Ocean+ICE:

Coupler:
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HPC Challenges

Atmosphere:
IFS

Ocean:

Coupler:
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Optimizing the Computational Model

High Performance Computing (Services and Research) applied to Earth 
System Modelling

● Knowledge about the mathematical and computational side of Earth 
System Applications

● Knowledge about the specific needs in HPC of the Earth System 
Applications 

● Researching about HPC methods specifically used for Earth System 
Applications

High Performance Computing (Services and Research) 
applied to Earth System Modelling

Weather and Climate Science

Computer Science
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Profiling Analysis

Base trace with MPI events for four time steps of IFS using 512 
processes.

Legend with the colors representation 
of the MPI functions
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IFS Benchmarking 

- IFSCY45R1, T1259
- Base Case:  702x6 (702 MPI processes, each one with 6 

OpenMP threads)
- 24 hours of simulation (validated to one 10 days simulation)
- Transfer sensitivity, Dimemas Ideal network, Bandwidth → ∞
- Strong scaling tests 

- (48x1, 48x2, 48x4, 48x8, 48x9, 48x18)
- (234x1, 468x1, 702x1, 1170x1)

- Hybrid implementation tests 
- (1403x3, 702x6, 468x9, 234x18, 117x36)
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Localize the Study Area

- General MPI profile+Histogram → localize your study area        

Some time steps

One time step

Complete execution
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Localize the Study Area

Grid Point Calculations

Transformations and 
Transpositions (Fourier + Legendre)

Spectral Calculations
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B

I can see your real form!



19

IFS Profiling Analysis

- Parallel and Communication efficiency, Global load balance → less than 85%?

Parallel Efficiency

Communication Efficiency
Global Load Balance

MPI profiling
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IFS profiling analysis

468 MPI processes

702 MPI processes

1070 MPI processes
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IFS Profiling Analysis
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Tracking MPI+OMP Strong Scaling
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Tracking MPI+OMP Strong Scaling

IPC: Instructions per Cycle
MPKI: Misses per 1000 Instructions

IPC

L1_MPKI L2_MPKI L3_MPKI

L1L2 L2L3
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How much Hybrid?
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How much Hybrid?

IPC: Instructions per Cycle
MPKI: Misses per 1000 Instructions

IPC

L1_MPKI L2_MPKI L3_MPKI

L1L2 L2L3
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Computational Efficiency

Total Cache misses < 100

Total Cache misses > 100

Useful Instructions Per Cycle (IPC)

Total Cache misses 
L3 per 1000 inst
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IPC< 1

IPC> 1
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IFS: MPI Events
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Parallel Computation Study

Load imbalance physical calculations
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Parallel Computation Study

Load imbalance physical calculations
Transformations and 
Transpositions (Fourier + Legendre)B

B
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IFS Profiling Analysis
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IFS Profiling Analysis
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IFS Profiling Analysis

Big number of comm_size calls and big number of 

isend/recv,irecv+wait_any calls
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Conclusions and possible Optimizations

• Physical computation load imbalance
– Produced by the different quantity of work depending on the 

latitude assigned in the domain decomposition
– Increase the overhead needed for MPI communications during 

the direct transformation/transpositions
– Dynamical Load Balance (DLB) using OpenMP tasks could 

solve the problem
– Overlapping during the computation creating blocks of latitudes 

inside one subdomain, these blocks could overlap physical 
calculations and transformation/transpositions.  
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• Semi-Lagrangian stage computation
– Low IPC (less than one)
– Unefficient methodology for the MPI communication among 

neighbors
– Dynamical Load Balance (DLB) using OpenMP tasks could 

solve the problem
– Improving the possible pack/unpack operations before/after 

sending  

Conclusions and possible Optimizations
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• Grid-Point Computation 
– Low IPC (less than one) in an area of only computation
– High rate of memory access fails
– Evaluate how the locality of the variables in this computation 

stage and improve it

• Other minor issues
– Big number of comm_size calls
– Redundant operations for asynchronal communications 
– Variables containing some information per MPI rank should 

solve the problem

Conclusions and possible Optimizations



www.bsc.es

Thank you!

mario.acosta@bsc.es



www.bsc.es

Thank you!

mario.acosta@bsc.es


