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Overview

Planning at NWS
® Coupled ensemble modeling
» NOAA Unified Modeling Committee whitepaper

» A Strategic Vision for NOAA'’s Physical Environmental Modeling
Enterprise

» 2017-2018 Roadmap for the 2017-2018 Roadmap for the
Production Suite at NCEP

» Strategic Implementation Plan
® NOAA — NCAR Memorandum of Understanding (MoA)

Coupled modeling
® The present and past
® The approach
® The progress
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Planning Overview
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A Hierarchy of Plans (1) A broad “strategy document” from the
NOAA Unified Modeling Committee

(UMC; under the auspices of the NOAA
Research Council); spans the entirety of
the NOAA modeling enterprise, inclusive

+Unified Modeling Committee: High-level NOAA Unified

Moccing Susnusy 3 of bio-geo-chemical, social and physical.
-Scope: NOAA (2) The NWS and OAR are developing a
' Strategic Vision Document looking out 10
years and bridging US Physical
\/ x4 Stiategle Vision fof-the US NatlopgiRyzica Environmental Modeling Enterprise with
nvironmental Modeling Enterprise )

*Horizon: 5-10 Years the hlgher level NOAA UMC effort.

S : US Envi tal Modeling Enterprise (Federal :
| o ooratod with Aoader 9 Enterprise (Federal || (3) Also emanating from an NWS-OAR

partnership, is a Roadmap document that
lays out how we can move the NCEP

\\

N\ : : ..
‘ *Roadmap for the Production Suite at NCEP PrOdL!Ctlon_ Suite tQV-VaI'dS the vision
| e o aErs described in the Vision Document.
*Scope: NCEP Production Suite (Unified Forecast System) . .
| ) | (4) At a practical level, the Strategic
/ " Implementation Plan (SIP), describes
y NOAA's concrete steps over the next 3

sStiategie Implementation | Plan years to build the Next Generation
, *Horizon: 0-3 Years L.
*Scope: NCEP Production Suite (Unified Forecast Global Prediction System based on the
e Unified Forecast System, beginning with
numerical weather prediction across
scales and in partnership with with the
community (all stakeholders).
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Unified Modeling Committee

NOAA-wide, long term
Under NOAA Research Councill
Policy rather than requirements

* ftp://ftp.library.noaa.gov/noaa_documents.lib/NOAA_UMTF/UMTF_overview 2017.pdf
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Strategic Vision

Physical modeling at NOAA, 5-10 year vision
AA level approval
Effort pre-dates UMC

Finalized, awaiting signatures

‘‘‘‘‘‘

Tolman, July 12, 2018 PDC18 @ ECMWF 6/37 ¥ & (¥



Strategic Vision: Key Elements

Focus on products supporting mission requirements

Unified modeling and data assimilation
® Coupled, ensemble based, reforecast and reanalysis
® Including pre- and postprocessing, calibration, verification

validation
FOCUS On Communlty mOdellng General research and development
o Related to NOAA's mission.
® Operations and research IR Rescarch Partners

Mission-oriented research and

Evidence-driven decisions decapment 0 mprovs
® Same standards for all who contribute

information services

Science and Technology

Transparent and robust governance g 0
p g 2 Years - Advances in M Requirement
® Service requirements LRSS Operational system RSN
development and
= . . implementation
® Technical requirements / solutions | "B
® Prioritization Scenceand technclogy
See SIP for community governance ..., cous vecein Strategic Vision Fig. 1
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Deconstructing the funnel

Past

}4— All of atmospheric and oceanic science and technology 4»{

20 Years

development to improve
NOAA'’s operational and
information services

5 Years -
Transition

Test_Beds

Advances in
Science and

Technology  WOIIETIIEISE )}
development and
implementation

2 Years -

General research and development

Related to NOAA’s mission.
Research Partners

Mission-oriented research and

Science and Technology

Requirements
and
Operational
Concepts

NOAA
Mission
Research and
Development

Current |

Operations |

Science and technology
specific to NOAA
operational and
information services
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Future

“ ”
eXte ma I General research and development
community Relted to NOAKS isin,

Research Partners

Mission-oriented research and
development to improve
NOAAS operational and

information services

Implementable
Resefrch

Science and Jechnology
Transition

Tesﬁ ieds

Community
Software
- Updates

Operational system

UCVCIUPIIICII;. (.‘HI\Jl
implementation

operations
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Strategic Vision: Temporal Domains

Unified Forecast System

Unified Coupled Model [¢ = = = = Unified Data Assimilation

e

Global Global Global Global Global

Regional Regional
refinement refinement

Down- Down- Regional Regional Regional
scaling scaling

Unified Forecast System =
Coupled Ensemble
+ Reanalysis + Reforecast

Strategic Vision Fig. 2
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Roadmap

Production Suite, 5-10 years
AA level approval
Effort pre-dates UMC

Finalized, awaiting signatures
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Moving from atmosphere focus to

Roadm ap - B g Picture holistic environmental approach

Roadmap Fig. 1

Production Suite ca. August 2016

... we will move to a product
tumicane | (RIS || L8 based system that covers all

limate Forecast Regional Waves Nearshore

System (CFS)

GFS, MOM4, GLDAS/

SLOSH
Noah Land, Sea Ice HWRF e )
- Ocean (RTOES). ESTOFS: Regional Bays | f h
i /::\);LRSC S0 Lakae Y p reS e n t e el I I e n tS O t e
: FVCOM)

Global Forecast ——2 Wil cl(usxér,:\:%u . . .

semiors | NAM/NAM-nests 28w productions suite in a more

Noah Land mode' NMMB ; *Delaware (ROMS) . . .

systematic and efficient way
Global Ensemble Forecast —H‘;:EPT—
> System (GEFS) Short-Range Ensemble
21 GFS Members Loz 2 menien e s! Air Quality
Y sy T

North American Ensemble Rasid Refvesh NGGPS (+ UDA) Product =

F t Syst High Res Windo apid Refres .
ST o1 [repsanpeing = Unified Forecast System (UFS) Couplec_i Ensemble

, Canadian Global Mode! 3 2
> global applications + Reanalysis + Reforecast
North American Regional National NEMS Aerosol Global High-Res RR_(HRRR)
Land Surface Data Climate Data Water Component (NGAC) Space 2
Assimilation System <- Assimil. Syst. Model —_— Weather WRF ARW UFS reg|0na| apps
Noah Land Surface Model Eta-32/NARR Noah-MP SR S ENLIL [
y, - ;

Courtesy Blll Lapenta

Whole
Atmosphere

Hurricane
nests

i

Hour or

Starting from the quilt of

WoFS
models and products wor)
created by the implementing R

L Air Qual.

solutions rather than
ad d reS S I n g req u I rem en tS LN UDA: Unified Data assimilation GFS: Weather Forecast System

SFS: Seasonal Forecast System RRFS: Rapid Refresh Forecast System
SSFS: Subseasonal Forecast System WoFS; Warn on Forecast System

Roadmap Fig. 2
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Roadmap: 5 year “end state”

Focus on transition to Unified System

Roadmap Table 2

Element Cadence Range Resol. Ens. Update RR
SFS 7d 9-15mo 50 km (g) 28 4y 1979-present
SSFS 24 h 35-45d 35km(g) 31 2y 20-25y
GFS 6h 7-10d 13 km(g) 26 ly 3y
RRFS 1h 18 h 3 km (1) 26 ly TBD
6-12 h 30h
6-12h 60 h
WoFS  5-15min  2-4h 1 km () 26 ly TBD
Analyses
Trad. 6-24h - Var. (g) - 6 mo N/A
RUA 15 min --- TBD (1) --- 6 mo
(g) Global
SFS= Seasonal Forecast System (r) regional
SSFS= Sub-Seasonal (Outlook) Forecast System Red: uncharted territory
GFS= Global Forecast System _
RRFS= Rapid Refresh Forecast System Changing use of WCOSS
WOFS = “Warn on Forecast” System Needing ~ 37 PFlop machine

Resolutions for atmosphere, other component models may have different resolutions

‘‘‘‘‘‘
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Roadmap: 10 year “best system”

Focus on becoming best in the world

Roadmap Table 4

Element | Cadence Range | Resol Ens. | Update  RR

S3FS 274(11 12511210 15 km (g) ?gg TBD | 1979-present
GFS 17-6h | 7-10d 5 km (g) 50 ly 3y
RRFS 1h 24 h 50 ly TBD
3h 48 h 1.5 km (1‘)
6 h 72 h
WoFS 5 min 2h 0.5 km (r) 50 ly TBD
Analyses
Trad. 6-24 h --- Var. (g) --- ly N/A
RUA 5 min --- TBD (r) ---

S3SFS= (Sub-) Seasonal Forecast System

GFS= Global Forecast System _
RRFS= Rapid Refresh Forecast System SFS / SSFS use single model

WOFS = “Warn on Forecast” System Needing ~ 730 PFlop machine

Resolutions for atmosphere, other component models may have different resolutions

‘‘‘‘‘‘
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Strategic Implementation Plan

SIP, execution at NCEP 1-3 year
Execution level approval / planning
Annual upgrade through SIP working groups

https://www.weather.gov/sti/stimodeling_nggps_implementation
A NN
Tolman, July 12, 2018 PDC18 @ ECMWF 14/37 A "/



NGGPS Goals and Objectives!?

Next Generation Global Prediction System

Design/Develop/Implement NGGPS global atmospheric
prediction model
® Non-hydrostatic scalable dynamics

Improve data assimilation and physics

Position NWS for next generation high performance
computing

Engage community in model/components development
Reduce implementation time

Increase effectiveness of product distribution
® Post-processing, assessments, and display

1From NWS Budget Initiative proposal to OMB

Tolman, July 12, 2018 PDC18 @ ECMWF 15/37 4% &
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SIP for Unified Forecast System

Common Goal: Single integrated plan that coordinates activities of
NOAA + external partners in common goal of building a national
unified modeling system across temporal and spatial scales

® NGGPS: foundation to build upon

® Activities include R&D, testing/eval, V&V, R20, shared
Infrastructure, etc.

Approach for SIP development:

® Began with existing core R&D partners to organize in functional
area Working Groups (WGSs) responsible for drafting respective
functional SIP components

® End product (in final coordination) will be SIP version 1.0, a 3-year
plan (FY 2018-2020)

® FY18 and following : SIP to be rolling 3-year plan to be updated
annually

Tolman, July 12, 2018 PDC18 @ ECMWF 16/37 @ X7



SIP Working Groups

Gq Unified Forecast System (UFS)

Steerlng Committee

Communlcatlons and Outreach
® Common messaging strategy

Convective Allowing Models (CAMs)
® Intermediate steps to CAM ensembles,
Warn on Forecast; test/eval w/community
System Architecture
® NEMS evolution; community approach
Infrastructure

® Standards/doc; CM; code repository; etc.
® Role of testbeds; regression testing; etc.

Verification & Validation (V&YV)

® V&V of ops forecasts vs. R&D testing/eval
® Unified/standard tools and data formats

New WG or addition (wrt NGGPS)
Augmentation of existing NGGPS group

Tolman, July 12, 2018

PDC18 @ ECMWF

Dynamics and Nesting
® FV3 transition on global wx/S2S/climate
® Nests for hurricanes (moving?)

Model Physics

® Common Comm. Physics Pkg (CCPP);

stochastic, scale-aware physics

Data Assimilation

® NOAA, NASA integ. w/FV3; coupled DA

® Joint Effort for DA Integration (JEDI)
Ensembles

® Strategy across scales; model uncertainty

Post-Processing
® Comm. PP infrastructure; std
formats/tools
Component Model groups
® Marine models + NOS coastal/bay models

® Aerosols and Atmospheric Composition
® Land Sfc Models (LSMs) + hydrology (OWP)



NOAA — NCAR MoA

NCAR - NWS - OAR

Tolman, July 12, 2018 PDC18 @ ECMWF
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NCAR — NOAA MoA

Letter of Intent for collaboration between NCAR, NWS and
OAR signed July 28, 2017

® “to develop a Memorandum of Agreement (MOA) that will describe
how both organizations will work collaboratively toward the design
and construction of a community unified modeling infrastructure. *

® |dentified benefits include
» Synergies
» Common repositories
» Access to NOAA operational models

Team for writing MoA formed in November 2017
® Full MoA text agreed upon by all three organization
® Now in NOAA final legal review

Tolman, July 12, 2018 PDC18 @ ECMWF 19/37 @ X7



The Present and Past

Tolman, July 12, 2018 PDC18 @ ECMWF

‘‘‘‘‘‘



present

Coupled systems
® Climate Forecast System (CFS v2)

GDAS
GSI

® HYCOM - CICE coupling

® Hurricane models (GFDL, HWRF)

Climate Forecast System

6hr

24hr

Atmospheric Model
GFS (2007)
T382 64 levels

LDAS

Land Model Ice MdlI SIS

Ocean Model
MOMv4
fully global

6hr
—n1 |ce Ext

M

1/2°x1/2° (1/4° in tropics)
40 levels

3DVAR

http://cfs.ncep.noaa.govicfsr

Tolman, July 12, 2018

VAR I
initialization
fields (from
NAVO)
T,S,U,V

Ice
concentration,
Ice drift, Ice
temp,

shortwave heat

flux through Ice

Ocean- Sea Ice fields exchanged via ESMF

PDC18 @ ECMWF

l

T,S,U,V, SSH, Ice
Drift,

Ice Thickness,

Ice Concentration

Outputs:

21/37 & "
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Operational HWRF

« High-Resolution (2km) near the 128 0]
_ o)
storm | | 501 c "\
» Advanced hurricane physics 40 41
. 201 |
Coupled to ocean model o|_HWRE - Intensity (kt) gfv\’:: Watchlll - Height (m)
« 1-way coupled to wave model 10/27 10/28 10/29 10/30 10/31 10/27 10/28 10/29 10/30 10/31

(July 11, 2018)

« Custom coupler, 3-way coupling is  03:00Z 10/27
being tested.

HWRF forecast of SANDY (18L); 1C:2012102600 valid at 00 h Pink: HWRF Model

120W 110w 100w 90w 80w 70W 60W 50W 40w 30w 20w
TEMP [SHADED, K] and HGT [CONTOUR] at 750 hPa

Three telescopic domains: 18km: 80x80°;
| 24 2 IS S (e Accurate intensity and structure forecasts from HWRF
—> Better wave and storm surge forecasts for landfalling
storms
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The Approach
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Basic approach : coupling

This Is not just a science problem
® Requirements for additional, traditionally downstream products
® “One-way” model coupling versus downstream model:

» Increases forcing resolution of downstream models while
reducing I/O needed to force models

» Creates a better integrated test environment for holistic
evaluation of model upgrades

» Less implementations
» Creates environment for investigating benefits of two-way
coupling. Enables two-way coupling if science proves benefit
Negative aspects of coupling:
® More complex implementations
® | ess flexibility to tailor product.
® Produce “too much”

Tolman, July 12, 2018 PDC18 @ ECMWF 24137 @ X7



Basic approach : coupling

Many potentially coupled model components already have

products in the production suite :

® Where no products exists, science suggests benefit of coupling
® For the hourly forecast range, all still TBD

® DA is also moving (internationally) to coupling
® Space weather making its way into operations

® Ecosystems (marine) being considered (not in table)

Y: present product

S: science benefit

R: unmet requirement
?. TBD

Subsystem Year | Month | Week | Day | Hour
Land / hydro Y Y Y S ?
Ocean / coast Y Y Y S/R ?
Ice Y Y S ? ?
Waves S Y Y Y ?
Aerosols S S Y Y ?
Space weather ? ? Y ? ?

Tolman, July 12, 2018

PDC18 @ ECMWF
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Basic approach : coupling “now”

Atmos. yes yes yes
Land/hydro inflow inundation
Ocean/coast inundation WClI climate
Ice yes
Waves fluxes
Aerosols climate
Space W. yes
Green boxes: light: tradition 1-wy downstream coupling
dark: two-way coupling in selected operations.
Grey boxes: fixed data, not dynamic coupling
Black text: presently in place.
Red text: science has shown impact

Tolman, July 12, 2018 PDC18 @ ECMWF 26/37 WY: @ ®



Roadmap: Architecture

ESMF/NUOPC/NE
MS architecture
enables unified
coupled modeling
and DA

Consistent with
broader NOAA
(UMC) and US
vision (National
ESPC)

FV3, CCPP, CICE,
MOM6 (HYCOM),
WW3, GOCART,

WRF-Hydro, JEDI,

Tolman, July 12, 2018

Workflow
Environment Job Specs
Scheduler

Pre

Prediction Proc

Packages Obs

Dbase
Initial

Condltkzns

Model
Background Obs

e

and DA Operator

Applications »
Distributions

H B
SRE
d E

Libraries I/O— GRIB, BUFR, ...

and Utilities

ESMF: “Language’
NUOPC: “Dictionary”
NEMS: “Book”

Post-Proc
Forecast
and Verif

Verif
Dbase

AppBuilder NEMS.x
t

\J
NEMS Drivers and Connectors

Mediators

etadta Database

Atmosphere Comp
A B Phys Driver

A

CCPP Physics

Experime

Main,
Space
Wx,

NUOPC Layer Other Libs

NEMSIO

ESMF

Courtesy NOAA NCEP System Architecture Working Group

PDC18 @ ECMWF
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Roadmap: Fully Coupled

Moving to coupled
Data Assimilation

Range of work
going from weakly
to strongly coupled
Data Assimiliation

Commitment to go
there, not mature
enough for hard
commitment

Joint Effort of DA
Integration (JEDI)

Tolman, July 12, 2018

Wave Data Assimilation

Significant
Waove
Helght

Wave data
wasimitation
(EnKr/jos)

Coupled Model
Sea ice Data Assimilation EnSGmb'e FOfecaSt

Coupled Model
Ensemble Forecast

v i

Coupled Ensemble
Forecast (N
members)

l Ensemble Analysis

L (N Members)

Shch macnbar. i
3
=
i
-

Land Information System

e

e
=
=

Roadmap Fig. 4

Courtesy Suru Saha
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The Progress
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Team Efforts (1): Ice, Ocean, DA

The CICE consortium
® Started in October 2016
® Moving toward community modeling framework
® |cepack release this week!

Ocean modeling with ALE models
® MOMBG6 can be seen as a first attempt to merge existing models

® NOAA /NWS moving to MOMG6 to merge MOM4 and HYCOM
applications

® Can we go to a single community framework (ESPC discussions)?

Moving toward coupled Data Assimilation

® JCSDA Joint Effort for Data Assimilation Integration (JEDI),
modular framework to streamline DA

® Agile code development techniques
® Marine-JEDI investments at NOAA

Tolman, July 12, 2018 PDC18 @ ECMWF 30/37 ¥ @



Team Efforts (Il) : Total Water

Total coastal water prediction
IS iIdentifeid as a major gap Iin
our capabilities.

Remember Harvey ....

Five themes in NOAA with
own programs and
authorizations,

Building first NOAA plan for
total coastal water prediction.

Requirements, solutions,
prioritization.

Tolman, July 12, 2018

Requirement | Auth./ Org/ Present Technical Aspects (req. / foci)
Theme Program Geogr. Focus
Ated 2D /3D Major Error Foci (other than
focus Sources coupling)
Tropical HFIP / Atlantic 2D Atm. forcing Ensemble Forcing /
Storm Surge | OWP / NHC | Coast, Gulf of uncertainty DEM
/MDL / Mexico,
EMC/ OCONUS
RFCs /
COASTAL
act
Extratropical | OWP/OPC | Continental 2D Forcing (atm + Bathymetry
Storm Surge /NOS/ US, AK, waves) / (+DEM), high
EMC / Puerto Rico, bathymetry fidelity 2D surge
RFCs / all US Pacific model
MDL Areas of
Interest
Coastal NOS CONUS - AK 3D Forcing (global 3D circulation
QOcean and - HI ocean, atm + modeling, ecosystem
Lake Models estuarine/ rivers) / forecasting
(Operational coastal (head bathymetry
Forecast of tide to
Systems) shelf) and
Great Lakes
Water Quality | Ecological Atlantic 3D 3D flow details / Coupling to 3D
forecasting, | coast, Gulf of contamination circulation modeling
HABHRCA | Mexico coast, sources / biology
Pacific
coasts, Great
Lakes
Inland OWP and CONUS, 2D/3D Forcings/ Water mass balance
National RFCs Hawaii, bathymetry modeling
Water Model Alaska,
Puerto Rico

PDC18 @ ECMWF
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Great Lakes Modeling (I)

« Partnership with NOS, OAR and NWS
» Higher spatial resolution models (FVCOM)
with extended forecast horizon

« Enable other types of
forecasts:
« HAB forecasting
(FY17)
* Ice forecasting (FY20)

« Wave coupling
~ ongoin
LMHOFS S ,g)
2019 :

HECOFS
2022

., 7

oty

S
4335

’,
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(1)

Great Lakes Modeling
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WAVEWATCH Ill — Adcirc coupling

COASTAL Act

IKE GFS05d_OC DA Wav IKE GFS05d_OC_DA Wav - Only tide
wind Date: 2008-09-09T01:00:00 Date: 2008-09-09T01:00:00
Max. Val. = 36.2 Max. Val. = 0.32

Preliminary findings
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= E

25 § 3 %
n
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@l Wlnd 10 km “s~ Surge 10 km ’~~
. ~A
IKE GFS05d_OC_DA Wav
hs Date: 2008-09-09T01:00:00
Max. Val. = 10.62 IKE GFS05d_OC_DA Wav - Only tide
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~
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Credit: S. Moghimi, A. Abdolali and Z. Ma
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Atm. — wave coupling

20

15

10

10 m wind speed [m/s]

NEMS DriverZO surface
10m wind
(u,v)

Will be used in next implementations
to move global wave model and
global wave ensembles into GFS and
GEFS (at least 1-way coupling).
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Atm. — ocean — ice coupling

® Air-sea fluxes are computed in FV3
® Regridding from FV3 to MOMG is done in coupler
® SST from MOMBG6 is used in FV3

® Sea ice fields are received by FV3, but are not used in FV3 yet
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