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Radiation in numerical weather prediction

Abstract

Radiation is a fundamental process that drives atmosphericflows at all scales, and is key to both
improving short-range surface temperature forecasts, andmeeting ECMWF’s strategic aim of push-
ing the boundaries of predictability at the medium-range and longer timescales. This paper provides
a detailed assessment of recent radiation developments at ECMWF and the priority areas where
progress needs to be made in the coming years. A particular focus is placed on the new ‘ecRad’ ra-
diation scheme that became operational in 2017 and will facilitate future developments. Five ‘Grand
Challenges’ for radiation in NWP are then presented: the surface (particularly coastlines, forests
and urban areas), clouds (particularly cloud structure, longwave scattering and 3D radiative effects),
clear-sky absorption (particularly the impact of aerosolson monsoon systems, and the water vapour
continuum), the middle atmosphere (particularly how reducing the large stratospheric temperature
biases has the potential to improve predictive skill on monthly timescales) and efficiency (particu-
larly optimizations in ecRad, and how future effort should reassess the balance between the spectral,
temporal and spatial resolution of the radiation calculations).

1 Introduction

Radiation is a fundamental process in the earth system, providing the energy that drives both the large-
scale circulation and smaller-scale processes affecting the weather experienced at the ground. While it
has always been the case that a good treatment of radiative transfer is a prerequisite for reasonable near-
surface temperature forecasts, ECMWF’s strategic aim of pushing the boundaries of predictability at the
medium-range, monthly and seasonal timescales puts additional stringent demands on the accuracy of
the radiation scheme. We require not only that the Integrated Forecasting System (IFS) has an excellent
climate, but also that the role of radiation in the evolutionand predictability of atmospheric weather
systems and regimes is well captured.

It is easy to identify specific troublesome locations and conditions where short-range near-surface tem-
perature forecasts are poor and where improvements in the representation of radiation, in concert with the
surface, boundary-layer and cloud schemes, can address them. Recent radiation changes have improved
forecasts at coastlines, and an ongoing area of attention ishow to prescribe the albedo of forests under
snow cover. A focus in the coming years will be urban areas, which are currently ignored in the IFS
(being represented as forest or grassland), yet are a WMO priority due to the impact on human health of
both the urban heat-island effect and urban pollution.

By contrast, identifying what radiation changes are neededto improve the predictability of weather
systems on longer timescales is much more challenging. We generally look to the radiation scheme to
produce a good model climate as a pre-requisite for improving predictive skill, but the difficulty is that
according tolarge-scalemetrics, the climate of recent versions of the IFS is alreadyexcellent. Seasonal-
and zonal-mean temperature biases are typically less than 0.5 K through most of the troposphere, which
is close to our ability to measure the bias, and is of the same order as the changes that occur when
switching from using prescribed sea-surface temperaturesto a fully coupled ocean model. Likewise,
global-mean fluxes at the surface and top-of-atmosphere areaccurate to within 1 W m−2. Establishing
such a good climate is undoubtedly helped by some compensation of errors between the radiation, cloud
and convection schemes, which means that introducing physically-based improvements to these schemes
can upset the balance and increase forecast errors.

But when we lookregionally, or above the tropopause, far larger biases emerge that are atleast partly
associated with radiation. In the troposphere there are persistent regional biases in the reflectance of
different marine cloud systems that implicates both the clouds in the model and the way they are handled
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in radiation. Errors in the distribution and optical properties of aerosols are increasingly being recognized
to degrade monsoon systems in the tropics. And large, persistent temperature biases in the stratosphere,
some of which are associated with errors in the treatment of ozone, are harming the potential predictive
skill we would like to see through stratosphere-troposphere interactions.

This paper provides a detailed assessment of both the radiation developments at ECMWF in recent years,
and the areas that need to be improved in future. It is a slightly updated version of a Special Topic Paper
presented at the 46th ECMWF Science Advisory Committee (9–11 October 2017). We start in section
2 with a review of the main developments in the treatment of radiation since 2000. A particular focus
is placed on the features of the new ‘ecRad’ radiation schemethat became operational in 2017. This
scheme has been designed to be modular, flexible and extensible, and in addition to its underpinning a
number of the topics explored in this paper, it is anticipated to provide the framework for the scientific
developments in radiation in the coming years.

Section3 then provides a brief assessment of the climate of the IFS, and its dependence on resolution and
coupling to the ocean. We focus particularly on the surface radiation budget and tropospheric temperature
biases. Sections4–8 then consider five ‘Grand Challenges’ for radiation in NWP:

1. Surface.Two-metre temperature is an essential forecast product, yet forecast errors (both random
and systematic) in some locations are unacceptably high, with radiation being at least partially to
blame. We show how large temperature errors at coastlines due to the coarse radiation grid may
be mitigated via the use of approximate updates to the broadband flux profiles. We then explore
the potential for improving the interaction of radiation with complex underlying surfaces, such as
forests and cities.

2. Clouds. The complex sub-grid structure of clouds presents multiplechallenges to radiative trans-
fer, and improving their interaction with radiation is confounded by the systematic errors in the
location and properties of clouds predicted by the model. Weshow the potential for radiative
biases to be revealed by careful comparison with observations, and describe improvements to
cloud–radiation interactions such as a better parameterization of horizontal sub-grid heterogeneity
and the ability to represent three-dimensional radiative effects in a global model for the first time.

3. Clear-sky absorption. While errors in clear-sky tropospheric shortwave absorption by gases and
aerosols are locally smaller than those due to clouds, they can systematically affect temperatures
over large areas and thereby modify regional circulation patterns. We present two examples.
Firstly, a recent significant upgrade of the aerosol climatology led to a significant improvement
in the Indian Summer Monsoon associated with a reduction in absorbing aerosol over Arabia.
Secondly, implementing recent findings that the water vapour continuum in the near infrared could
be significantly stronger than previously thought acts to reduce the cold bias of the tropical tropo-
sphere.

4. Middle atmosphere. The stratosphere provides a potential source of predictiveskill on monthly
timescales, but the downward influence of stratospheric phenomena such as sudden warmings on
the troposphere is known to be too weak in the IFS. This is likely to be related to the large middle-
atmosphere temperature biases in the free-running IFS. We show that monthly forecasts over Eu-
rope can be improved if the∼ 5 K polar lower stratosphere cold bias is fixed, and also demonstrate
how a sequence of radiation improvements can almost eliminate the warm bias (currently up to
20 K) in the upper stratosphere and mesosphere.

5. Efficiency. The historically high cost of the radiation scheme has led tothe need for it to be
called infrequently in time and space. Despite the use of approximate updates every timestep and
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gridpoint, the 3-h radiation timestep in the majority of operational model configurations is known
to degrade forecast skill. The rewrite of the radiation scheme has yielded a 31–34% speed-up,
and we also consider more significant optimizations in future, such as a radical overhaul of the
gas optics scheme with the aim of significantly reducing the number of spectral intervals without
compromising accuracy.

Finally, in section9, we provide an outlook for radiation developments in each ofthese areas over the
coming decade, and the likely timescale on which they will betackled.

2 A brief history of the ECMWF radiation scheme

2.1 McRad

The radiation scheme used at ECMWF in the 1990s originated from the University of Lille; this
scheme was described byMorcrette(1991) and the developments made in that decade were outlined
by Morcrette et al.(2008a). Table1 shows the changes made since 2000, a year that saw a major up-
grade to the longwave scheme with the introduction of the Rapid Radiative Transfer Model for GCMs
(RRTM-G; Mlawer et al., 1997). RRTM-G is a correlated-k model of gas absorption that was spon-
sored by the US Atmospheric Radiation Measurement programme and built on developments in both
line-by-line radiative transfer and a network of high quality validation sites. The longwave component
reproduced clear-sky fluxes to within a few Watts per square metre.

This was followed in 2007 by a major upgrade of the radiation package to ‘McRad’, which involved not
only incorporation of the shortwave RRTM-G model, but also the McICA scheme ofPincus et al.(2003)
to represent realistic cloud heterogeneity and overlap viaa stochastic cloud generator. A detailed de-
scription was provided byECMWF(2007), Morcrette et al.(2008a) andAhlgrimm et al.(2016). These
papers describe in detail the improvements in forecast scores and model climate forthcoming from the
introduction of McRad.

The larger total number of spectral intervals used by RRTM-Gmade it 3.5 times slower than the Mor-
crette scheme, necessitating the use of a lower resolution radiation grid (Morcrette et al., 2008b). In
2016, two schemes were introduced to remedy problems associated with calling the radiation scheme
infrequently in time and space. TheHogan and Bozzo(2015) scheme performs approximate updates to
the fluxes at every timestep and model gridpoint to correct for errors due to sharp temperature and albedo
transitions at coastlines (see section4.1), and the improved treatment of solar zenith angle described by
Hogan and Hirahara(2016) helped to reduce the stratospheric warm bias due to infrequent calls of the
radiation scheme (see section7.1). Later in 2016, the total solar irradiance was reduced by 0.4% to better
match satellite observations, and a prescribed solar cyclewas added (Hersbach et al., 2015), both with a
very small impact.

2.2 ecRad

A difficulty with McRad from a developmental perspective is that the various components of the scheme,
particularly the gas optics component (currently RRTM-G) and the solver (currently McICA), are com-
pletely intertwined, making it impossible to use it to test alternatives to these components in isolation.
This motivated the development of a new radiation scheme ‘ecRad’ (Hogan and Bozzo, 2016) that be-
came operational in 2017 (Cycle 43R3). As well as being 31% faster than McRad when run in the same
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Table 1: Time-line of the main developments in the ECMWF radiation scheme since 2000. See section2 for further explanation.

Cycle 22R3 23R4 25R1 26R3 28R3 32R2 35R3 41R1 41R2 43R1 43R3
Month/Year 6/2000 6/2001 4/2002 10/2003 9/2004 6/2007 9/2009 5/2015 3/2016 11/2016 7/2017
Package name Morcrette McRad ecRad
SW spectral bands 4 6 14 (RRTM-G)
LW spectral bands 16 (RRTM-G) Updated to latest RRTM-G
Liquid cloud optics Fouquart(1987), Smith and Shi(1992) Slingo(1989), Lindner and Li(2000) SOCRATES
Ice cloud optics Ebert and Curry(1993) Fu (1996), Fu et al.(1998)
Aerosol climatology Tanré et al.(1984) Tegen et al.(1997) CAMS
Ozone climatology Fortuin and Langematz(1994) GEMS MACC CAMS
Other gases Constant mixing ratio GEMS MACC
Solver Clear/cloudy regions McICA Reduced noise
Surface albedo ERBE 60-km MODIS 5-km MODIS
Frequency 3 h 1 h in data assimilation 1 h in HRES Approx. updates, better sun angle
Total solar irradiance 1366 W m−2 1361 W m−2 (± solar cycle)

Table 2: Comparison of efficiency-relevant parameters of the radiation schemes used at several NWP centres in their global forecast configurations, where HRES is
the highest resolution deterministic system and ENS is the ensemble system. Information on non-ECMWF models was kindlyprovided by Yu-Tai Hou, G̈unther Z̈angl,
Quentin Libois, James Manners, Paul Vaillancourt and ShojiHirahara. ‘Horizontal coarsening’ is the ratio of model to radiation gridpoints. The final row shows
estimates of the number of bands and g-points (pseudo-monochromatic spectral intervals) needed using the full spectrum correlated-k approach (FSCK), which can
be thought of as a lower limit to the number of g-points neededin the correlated-k paradigm. See section8 for further explanation.
Centre Radiation timestep (h) Horiz. coarsening Bands Spectral intervals Gas optics scheme (SW; LW)

HRES ENS HRES ENS SW LW SW LW
ECMWF 1 3 10.24 6.25 14 16 112 140 Mlawer et al.(1997)
NCEP 1 1 1 1 14 16 112 140 Mlawer et al.(1997)
DWD 0.4 0.6 4 4 14 16 112 140 Mlawer et al.(1997)
Météo France 1 1 1 1 6 16 – 140 Morcrette(1991); Mlawer et al.(1997)
Met Office 1 1 1 1 6 9 21 47 Edwards and Slingo(1996)
CMC 1 1 1 1 4 9 40 57 Li and Barker(2005)
JMA 1 1 (SW), 3 (LW) 4 4 16 11 22 156 Freidenreich and Ramaswamy(1999); Yabu(2013)
FSCK – – – – 2 1 ∼ 15 ∼ 32 Pawlak et al.(2004); Hogan(2010)
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configuration (see section8), its modular design makes testing of new ideas much easier.In principle,
different configurations of ecRad could be suitable for use in a wider range of atmospheric models, and
indeed it has already been implemented in Météo-France’slimited-area model Meso-NH.

Since the design of ecRad has facilitated the work describedin sections4, 5 and8, and will provide
the framework for further radiation developments in the future, we spend a little time here outlining the
structure of the scheme. Figure1 depicts the five components of ecRad and the flow of data between
them. We first outline the four components that work on the radiation grid (lying between the two dashed
lines in Fig.1). The gas opticscomponent computes the optical properties of gases in each spectral
interval, as well as the spectrally-resolved Planck function and top-of-atmosphere incoming solar radia-
tion. Currently only RRTM-G (Mlawer et al., 1997) is available, but it would be straightforward to add
alternatives in future (see section8.2). These arrays are passed to theaerosol opticscomponent, which
adds the contribution from aerosols. This component allowsan arbitrary combination of hydrophilic
and hydrophobic aerosol types whose optical properties arespecified at run-time via a configuration file.
The Tegen and CAMS aerosol climatologies are supported within this framework (see section6.1) and
it would be trivial to support alternative descriptions in future. Thecloud opticscomponent computes
cloud optical properties in each spectral band (rather thanspectral interval) and in addition to supporting
the same schemes used in McRad, it also supports theBaran et al.(2014) andYi et al. (2013) schemes for
ice clouds. Thesolvercomponent then combines the clear-sky and cloudy optical properties according
to the cloud fraction and appropriate assumptions about in-cloud heterogeneity and overlap, from which
the flux profiles are computed. Three solvers are available: McICA (Pincus et al., 2003), Tripleclouds
(Shonk and Hogan, 2008) and SPARTACUS (Hogan et al., 2016), the latter which represents 3D radia-
tive effects for the first time in a global model (see section5.3). The McICA solver in ecRad includes an
improved cloud generator (Hogan and Bozzo, 2016) that generates less stochastic noise in atmospheric
heating than the McICA solver in McRad, as demonstrated in Fig. 2. Each ecRad solver can optionally
account for longwave scattering, an effect only very approximately represented in McRad but which can
increase the longwave cloud radiative effect by 10% (Costa and Shine, 2006).

Regarding the treatment of the surface, ecRad in Cycle 43R3 uses a simple single-tile description as in
McRad, but Fig.1 depicts the planned introduction of asurface opticscomponent. This would act on the
model grid and take as input a physical description of multiple surface tiles, including ones with more
complex geometry such as urban areas and vegetated surfaces(see section4.2). It would compute the
grid-mean albedo and longwave emission seen by the atmosphere above, which would be interpolated on
to the radiation grid and passed to the solver. The downwelling surface fluxes output from the solver and
interpolated back to the model grid would then be used to workout how the radiation penetrates down to
the individual facets of the surface.

The offline version of ecRad is available for non-commercialuse under the terms of the OpenIFS license.

3 Climate of the IFS

Since radiation changes tend to primarily affect the climate of the model, this section provides a brief
assessment of the temperature and surface radiation biasesin recent operational cycles of the free-running
model, and the impact of resolution and coupling to the ocean. This puts the changes discussed in later
sections in context. The ‘standard’ free-running model experiment in this paper consists of four 1-
year simulations covering the period 2000–2004 at TL255 resolution (around 80 km) with 137 levels
and the radiation scheme called every hour. Coupled simulations are performed in experiments when
the tropospheric response is important, but uncoupled simulations are sufficient for testing changes that
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Figure 1: Schematic of the design of ecRad and the flow of data between each of the five components of the
scheme. Open-headed arrows show incoming data structures containing a physical description of the system, and
an outgoing data structure containing the flux profiles. Solid headed arrows denote groups of arrays containing
optical properties of the atmosphere or surface in each spectral interval.

affect only the middle atmosphere. Such simulations are sufficiently long to compute global-mean fluxes
to within 0.1 W m−2, but not to pin down fine-scale temperature changes. Note also that 1-year coupled
simulations are too short for the deep ocean to come into equilibrium with the atmosphere, but they
match ECMWF’s longest operational forecasting horizon, and are sufficient to capture the response of
the ocean mixed layer.

We start by considering the radiation budget. Top-of-atmosphere global mean fluxes do not provide an
independent test of the model as they tend to be used for the tuning of physical parameterizations, so we
focus on surface fluxes. Table3 compares the free-running IFS, ERA-Interim and ERA5 [whichuse the
ecRad, McRad andMorcrette(1991) radiation schemes, respectively], and the average of a large number
of coupled climate models, to the observational estimates of Wild et al. (2015). Over land, the climate
models tend to overestimate shortwave downwelling flux by onaverage 8 W m−2 and underestimate
longwave downwelling by 4 W m−2, but there is a large spread amongst the models. ERA-Interimand
ERA5 typically have around half the error of the mean of the climate models. When considering the
free-running coupled simulations with the latest IFS cycle, it is striking that shortwave and longwave
downwelling fluxes over land and globally all agree with the observations to within 1 W m−2. The un-
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Figure 2: Comparison of the noise in instantaneous atmospheric radiative heating rates: the (left) shortwave
and (right) longwave heating-rate profiles for a single 137-level IFS profile, comparing the McICA solver in the
McRad radiation scheme (with noise up to 5 K d−1), the reduced-noise McICA solver in ecRad, and the noise-
free ‘Tripleclouds’ solver (available as a more expensive option in ecRad). The grey shading indicates the cloud
fraction profile.
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Figure 3: The black contours show the annual-mean temperature from four 1-year free-running simulations of
Cycle 43R3 in the following configurations: (a) TL255 uncoupled, (b) TL255 coupled, and (c) TCo399 uncoupled.
The coloured contours indicate the difference with (a) ERA-Interim and (b–c) TL255 uncoupled. Note the different
colour scales.

coupled simulation is very similar. This gives us confidencethat we can study regional biases associated
with the surface and clouds in sections4 and5 in the knowledge that the global-mean radiation budget
of the model is in good shape. It is perhaps surprising that the free-running models outperform both
reanalysis datasets, but the radiation scheme was different in each case, and the reanalyses assimilate
neither direct cloud observations nor cloud-affected solar or infrared radiances. Therefore even though
temperature, pressure and humidity are strongly constrained in reanalyses, the cloud fields are entirely
model generated.

Figure3a compares the annual-mean temperature of the uncoupled IFSsimulation with ERA-Interim.
The tropospheric temperature bias is also very small (except for a cold bias in the tropical lower tropo-
sphere of up to around 0.5 K). Note that the tropospheric climate has not always been so good; many
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Table 3: Comparison of estimates of global-mean and land-mean surface fluxes (W m−2). The observational
estimates are fromWild et al. (2015), who used a global network of surface flux observations thatwere then
extrapolated to fill in the gaps using the pattern from 43 CMIP5 and IPCC AR5 climate models, the averages
and standard deviations of which are shown in the second line. The climate models were run from 1850 to 2005
and averages taken from the period 2000–2004. Two ECMWF reanalysis products are shown: ERA-Interim (see
Berrisford et al., 2011) and the more recent ERA5. The coupled and uncoupled IFS values are from four 1-year
TL255 Cycle 43R3 simulations. The final five rows are all 2000-2004 averages.

Global down Global net Land down Land net
SW LW SW LW SW LW SW LW

Observations 184.7 341.5 160.1 −56.7 184 306 136 −66
43 climate models 189±5 340±4 165±4 −58±3 192±10 302±7 141±8 −69±6
ERA-Interim 188.4 341.4 164.6 −56.6 187.6 304.0 140.1 −67.0
ERA5 188.2 339.2 163.8 −57.9 189.3 303.6 137.8 −67.1
Uncoupled IFS 184.5 339.3 160.6 −57.0 183.6 305.8 134.5 −65.6
Coupled IFS 184.3 340.6 160.4 −56.9 184.4 306.7 134.9 −66.0

model cycles over the last eight years have had a troposphere0.5 K colder. The polar lower-stratospheric
cold bias of up to 5 K is a long-standing feature in the IFS and is common to almost all global models; it
is discussed further in section7.2.

Figure3b shows that when the atmosphere is coupled to the ocean the tropical troposphere warms by up
to 0.8 K, replacing a slight cold bias by a slight warm bias. This is because the coupled model has warmer
sea-surface temperatures (SSTs) than the uncoupled systemwith prescribed bulk SSTs from OSTIA.

As mentioned in the introduction, the small tropospheric bias is likely helped by some compensation of
errors between different schemes. But it presents a challenge for introducing physically-based improve-
ments that change the bias, since even if they significantly reduce errors in a particular region or regime,
their impact on forecasts is judged by metrics such as root-mean-squared error that can be strongly sen-
sitive to bias. A solution is to recognize which parameters of the physics parameterizations are based
on sound physical principles or empirical evidence, and which are under-constrained observationally
and so have been set in order to minimize large-scale biases.Then, if necessary, improvements to the
physics parameterizations can be accompanied by tuning of the under-constrained parameters (such as
autoconversion rate or cloud-edge turbulent erosion) in order that they do not degrade the model climate.

Two further challenges related to the IFS climate should be mentioned. Firstly, Fig.3c shows a resolution
dependence of tropical lower-stratosphere temperatures;increasing resolution from 80 to 28 km leads to
a cooling of up to 1 K, and shorter experiments suggest that the higher resolutions used in medium-range
forecasting are a further 1 K cooler. Recent experimentation has revealed that this is because higher
resolutions resolve more waves, and more stratospheric wave breaking drives faster ascent in the tropical
stratosphere. This resolution dependence makes it more tricky to test improvements to the stratosphere
such as those discussed in section7.

A second challenge is that, as in many global models (Hobbs et al., 2016), the atmosphere of the IFS
appears not to conserve energy: when comparing top-of-atmosphere net radiative fluxes with surface net
energy fluxes, we find that it erroneously generates energy ata rate of around 2.3 W m−2 in the most
recent IFS cycles, regardless of resolution or whether it iscoupled to the ocean.Hersbach et al.(2015)
reported a figure of 1.6 W m−2 in the ERA-20CM 20th-century atmospheric model ensemble (based
on IFS Cycle 38R2). The cause of this is also not yet known, although it is unlikely to be a problem
with the radiation scheme since atmospheric radiative heating rates are computed from the divergence
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of the net flux profile, and consequently any net heating or cooling of the atmosphere should exactly
match the net radiative fluxes at surface and top-of-atmosphere.Mayer et al.(2017) highlighted the need
to account carefully for additional contributions to the surface energy budget from the moist physics,
such as melting snow (either immediately when falling into the sea, or the slower melting of snow over
land) and the fact that raindrops are usually colder than thesurface on to which they fall. In the IFS, the
heating or cooling of falling rain is currently ignored. An additional contribution to the lack of energy
conservation is that the semi-Lagrangian advection schemedoes not strictly conserve water vapour or
thermal energy. Clearly further work is needed.

4 Challenge 1: Surface

Screen-level temperature is probably the forecast productof most interest for users, but biases can be
large and have different causes in different locations. Section 4.1summarizes the regional biases in op-
erational 2-m temperature forecasts and explores in which situations radiation improvements can reduce
these biases. Then in section4.2 we describe the radiative changes needed to support a more radical
upgrade to the surface scheme. One anticipated upgrade is the introduction of an urban tile; despite
around half of the world’s population living in urban areas (and presumably a similar fraction of users of
ECMWF products), cities are currently represented as forests, grass or crops in the IFS. Forecast biases
then arise due to errors in moisture availability, roughness and heat storage, but urban areas also present
the interesting 3D radiation problem of computing the fluxesinto the various facets of the urban surface.
We have an efficient solution suitable for use in NWP.

4.1 Understanding 2-m temperature errors

Figure4 presents the operational forecast biases in daily minimum and maximum 2-m temperature in
winter and summer, and clear regional patterns are evident.The daily maximum temperature in many
tropical land areas is underestimated by around 2 K, while the daily minimum temperature in boreal
forest regions tends to be overestimated by at least 2 K. Averaging over the European and North African
region1, we find daily maximum/minimum temperatures in summer/winter all to be too low by 0.5 K,
except for the summer daily minimum which is too high by 0.5 K;these biases have been consistent in
operations for the last five years.

Such biases have complex causes, and at a particular location they can be down to problems with any
one of the radiation, surface, boundary-layer, cloud or convection schemes (Beljaars, 2017). In practice
we also need to contend with the representativity of observations, especially for stations in mountainous
areas that can experience unresolved orographic flows, and for which forecast errors are introduced when
interpolating or extrapolating the temperature in the model to the station height.

Although Table3 suggests that the surface radiation budget is accurate on a global scale, this hides
substantial regional errors, so we first investigate the extent to which errors in 2-m temperature are related
to errors in surface downwelling fluxes. Figure5 compares a decade of monthly-mean operational fluxes
to observations at two contrasting sites, while Fig.6 compares the diurnal cycle of 2-m temperature
at the same sites, composited over the last summer and winterin the timeseries. The downwelling
shortwave bias at Cabauw is very low while the downwelling longwave is underestimated by around
5 W m−2. The corresponding 2-m temperature is very well predicted,on average, being within 0.5 K at
all times in the diurnal cycle. This is encouraging but Cabauw is a flat rural site in a very well observed

125◦N to 70◦N, −10◦E to 28◦E
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(a) Maximum temperature, NH winter

(c) Maximum temperature, NH summer

(b) Minimum temperature, NH winter

(d) Minimum temperature, NH summer

Figure 4: Bias of daily maximum and minimum 2-m temperature from operational high-resolution uncoupled 36-h
forecasts against screen observations, for (top row) December 2015 to February 2016, and (bottom row) June to
August 2016.

region. Sapporo is a much more complex site: it is a large coastal city surrounded by mountains with a
very large annual snowfall. Shortwave is overestimated by 10 W m−2 in all seasons, while longwave is
underestimated by around 10 W m−2 in summer and 25 W m−2 in winter. This signal is easiest explained
by an underestimate in clouds; near-surface temperature isunderestimated by 2–4 K, and in winter this
signal could be a consequence of the large underestimate in longwave downwelling flux. However, the
tendency for the largest errors to be at night is also a signature of the urban heat island effect (Oke, 1982),
so the absence of urban areas in the model could also be partlyto blame for this cold bias. Recently,
2-m temperature became an additional ‘headline score’, so more emphasis will be placed on its routine
verification. In order to untangle the numerous factors thatlead to biases at particular locations, it will be
necessary to focus on ‘super-sites’ that measure not just 2-m temperature and downwelling fluxes shown
here, but also sensible and latent heat fluxes, and cloud profiles.

An example of a specific 2-m temperature error entirely due toradiation was the coastline problem,
whereby clear-sky nighttime forecasts at certain coastal gridpoints could be more than 10 K too cold.
This was identified as being due to the use of a coarser radiation grid: warm sea points were used to
compute upwelling longwave fluxes that were then applied over colder land points, leading to runaway
cooling. This was solved in IFS Cycle 41R2 (see Table1 for the dates when individual IFS cycles
were operational) with the implementation of theHogan and Bozzo(2015) scheme, which performs an
approximate update of the broadband fluxes every timestep and model gridpoint to make them consistent
with the skin temperature and surface albedo. Figure7 demonstrates the improved agreement with 2-m
temperature observations at a point on the coast of Norway. Note that not only did the scheme cure the
cold nighttime biases, it also cured warm biases at desert coastlines due to the sharp albedo contrast, and
improved the diurnal cycle at inland points in model configurations that call the radiation scheme only
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(a) Cabauw shortwave (b) Sapporo shortwave
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(c) Cabauw longwave (d) Sapporo longwave
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Figure 5: The bias (blue) and error standard deviation (red)of operational 72-h forecasts of surface shortwave and
longwave downwelling fluxes at Cabauw, The Netherlands (52.0◦N, 4.9◦E) and Sapporo, Japan (43.1◦N, 141.3◦E).
Observational data were provided by the Baseline Surface Radiation Network (BSRN) project.

(a) Cabauw June to August 2016 (b) Sapporo June to August 2016

0 6 12 18 24
Hour (UTC)

12

14

16

18

20

22

2
m
 t
e
m
p
e
ra
tu
re
 (

◦ C
)

Cabauw, WMOID=06348, T+24 to T+45 (00 UTC runs)

OBS

FCST

0 6 12 18 24
Hour (UTC)

14

16

18

20

22

24

2
m
 t
e
m
p
e
ra
tu
re
 (

◦ C
)

Sapporo, WMOID=46412, T+24 to T+45 (00 UTC runs)

OBS

FCST

(c) Cabauw December 2016 to February 2017 (d) Sapporo December 2016 to February 2017
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Figure 6: Diurnal composite of observed and forecast 2-m temperature at Cabauw and Sapporo in summer and
winter, for comparison with Fig.5.
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Figure 7: Comparison of TL639 00-UTC and 12-UTC 2-m temperature forecasts (at lead times of 24 h and 36 h,
respectively) against observations at Sortland, Norway (68.7◦N, 15.42◦E) for December 2012. The black line is
for a radiation grid with 6.25 times fewer gridpoints than the model, the blue line for radiation called at every
model gridpoint, while the red line is as the black but with the approximate update scheme ofHogan and Bozzo
(2015) applied at every timestep and gridpoint.

every 3 h.

Morcrette et al.(2008a) reported an upgrade of the snow-free land surface albedo dataset to use a
MODIS-derived climatology that prescribes separate albedos for direct and diffuse solar radiation in
two spectral regions. The impact on forecasts was rather weak, increasing mean 850-hPa temperatures
by only 0.08 K after 10 days. The resolution of the albedo dataset was improved in Cycle 41R1 (see
Table1), along with better snow-clearing. The next step will be to modify the scheme to account fully
for the dependence of albedo on sun angle (Schaaf et al., 2002).

The computation of snow albedo is also in need of improvement; Beljaars(2017) found that the largest
2-m temperature errors in Northern Hemisphere spring occurred over exposed snow (i.e. unshaded by
high vegetation). The treatment of snow in the IFS was described byDutra et al.(2010) and includes a
somewhat arbitrary treatment of the age of snow as an exponential decay in albedo with time, intended
to represent the effects of particle deposition. Another area that needs revisiting is the reduced impact
of snow on gridbox-mean albedo in forested areas, whichDutra et al.(2010) treated via a simple fit to
MODIS satellite data . The next section describes a much morephysically based method for accounting
for snow in forested areas in the radiation scheme.

4.2 Representing more complex surfaces

The IFS surface scheme currently describes the surface in terms of 9 tiles within which 20 land-use
types are possible, but the only information passed from this very detailed physical description to the
radiation scheme is a gridbox-averaged skin temperature and a modification of the albedo to account for
snow coverage. In order to represent more complex radiationprocesses in some of these tiles, the capa-
bility has been added to ecRad to work with the properties of individual tiles, rather than just gridbox
averages. This will support the planned addition of an urbantile in the surface scheme (Balsamo et al.,
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(d) Open forest canopy

(c) Urban canopy(b) Closed forest canopy

(e) Vegetated urban canopy

(a) Flat

Figure 8: Schematic of the five surface geometries supportedby ecRad in both the shortwave and longwave, in
order of complexity. Trees are assumed to permeable to radiation while buildings are impermeable. The red arrows
indicate the radiation exchanges that are handled explicitly in the scheme. The horizontal dashed lines indicate
the separation of air within the canopy and air in the lowest model level above.

2014); correct treatment of the 3D effects in street canyons would then underpin predictions of the ur-
ban heat-island effect. It will also enable rigorous treatment of 3D effects in forest canopies leading
to a more accurate dependence of albedo on sun angle, especially when there is snow on the ground
(as demonstrated below). This will enable not only better predictions of canopy and near-surface tem-
peratures, but also rigorous calculations of absorbed photosynthetically active radiation by the canopy,
and hence evapotranspiration and (in the case of the CAMS configuration of the IFS) carbon dioxide
uptake (Boussetta et al., 2013). It would also ensure radiative consistency with future improvements
to the treatment of leaf-area index (LAI); experiments havedemonstrated reduced forecast errors in 2-
m temperature when replacing the operational LAI climatology with near-real-time satellite estimates
(Boussetta et al., 2015), and testing of a prognostic LAI scheme is ongoing.

Figure8 depicts the five surface geometries envisaged, where ‘flat’ is obviously what we have at the
moment and ‘closed forest canopy’ uses the standard two-stream approach ofSellers(1985). The last
three types involve horizontal fluxes into the walls of buildings and between trees and clearings. It should
be stressed that adding this additional complexity in the radiation scheme would need to go hand-in-hand
with an upgrade to the surface scheme to add equivalent turbulent fluxes of heat and moisture, such as
via a resistance network (e.g.,Best et al., 2011). The use of a single layer to represent buildings and
trees can be thought of as the minimum degree of additional complexity needed to capture the main
effects of vertical surfaces on both radiative fluxes and fluxes of heat and moisture, and is comparable to
a recent implementation of urban areas in a global model byLi et al. (2016a). The aim is that the scheme
should require a minimum of additional physiographic variables, and the extra radiation calculations
through a vegetation or urban canopy would be comparable in computational cost to adding a single
extra atmospheric layer.

To solve the radiative transfer problem, we have adapted the‘SPARTACUS’ approach (SPeedy Algo-
rithm for Radiative TrAnsfer through CloUd Sides) originally for computing the 3D effects of clouds
(Hogan et al., 2016). The two-stream equations are solved for tree crowns and the open areas between
them, but with additional terms to represent lateral transport of radiation between these two regions and,
in the case of urban areas, into the walls of buildings. Theseterms are proportional to the area of the
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Figure 9: Evaluation of the SPARTACUS method to compute the shortwave radiative properties of an idealized
open forest canopy from the RAMI4PILPS intercomparison, inwhich trees are represented by homogeneous 10-m
spheres with an areal tree cover of 0.3 and a horizontally averaged leaf area index of 1.5. The optical properties
of leaves are appropriate for the visible (photosynthetically active) region, and the surface albedos used are (a)
0.122 and (b) 0.964. The fluxes have been normalized by the incoming solar flux at the top of the canopy. The
Sellers(1985) calculations were kindly provided by Tristan Quaife and Renato Braghiere. SeeHogan et al.(2017)
for further details.

interface between regions. This scheme requires very few geometric descriptors; for the ‘urban canopy’
and ‘open forest canopy’ types it takes just three: the canopy depth, the areal building/tree fraction, and
an ‘effective horizontal scale’ for the buildings/trees. Trees and buildings are implicitly assumed to be
randomly spaced and randomly oriented, which means there isno need for the empirical adjustments
used in the vegetation radiative transfer scheme ofPinty et al.(2006), and there is no explicit assumption
of a single street width (e.g.,Li et al., 2016a).

In terms of sourcing the physiographic data required, forest height and tree cover are available from
satellite (Simard et al., 2011; Hansen et al., 2003). Global urban data from satellite are generally limited
to urban fraction (e.g.,Schneider et al., 2009), but in combination with data on individual buildings (such
as shown in Fig.11a) for a limited number of cities, it should be possible to follow the example ofLi et al.
(2016b) and generalize properties to classes of urban area in a widegeographic region.

To test the validity of the SPARTACUS method for the ‘open forest canopy’, Fig.9 shows a shortwave
comparison with Monte Carlo calculations performed in the RAMI4PILPS intercomparison exercise
(Widlowski et al, 2011) with and without snow on the surface. The agreement is excellent for all predic-
tors: scene reflectance, absorption by the canopy, and the downwelling flux at the surface. This contrasts
with the poor performance of theSellers(1985) approach, which homogenizes the canopy horizontally
(representing it as a ‘closed forest canopy’ in Fig.8). Note that the Sellers scheme is used in state-of-
the-art surface models such as JULES in the Met Office global model (Best et al., 2011). Of particular
interest in Fig.9b is the strong dependence of scene reflectance on solar zenith angle. This behaviour is
not captured at all in the current albedo scheme, and yet forests with snow on the ground cover around
20% of land areas north of 20◦N in winter (Beljaars, 2017).

We next test this approach for urban areas. Figure10 depicts the three geometric variables calculated
from building data in London. We see that building fraction and mean building height are much higher
in central London than in the suburbs, but effective building size2 has very little variation; its mean value

2‘Effective building size’ is exactly analogous to the ‘effective cloud diameter’ introduced byJensen et al.(2008): it is the
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Figure 10: Building properties over London: (a) areal fraction covered by buildings, (b) mean building height, and
(c) effective building size. Distances are measured relative to Greenwich at 51.48◦N, 0.00◦E. The River Thames is
marked in black. The building database was provided by Emu Analytics.
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Figure 11: (a) Building geometries and heights for Central London measured relative to 51.28◦N, 0.0◦E (data from
Emu Analytics); (b) corresponding SPARTACUS calculationsof mean broadband shortwave fluxes into the roofs,
ground and walls, where the numbers in brackets in the legendindicate the area of each of these surfaces divided
by the horizontal area of the domain. The dashed lines provide the direct-beam solar fluxes. The calculations
used a mean building height of 16.7 m and an effective horizontal building size of 10.6 m. The atmosphere above
was the mid-latitude summer standard atmosphere with no clouds but a typical continental aerosol profile, and a
broadband albedo of 0.2 was assumed for all surfaces.

is 14.3 m but its standard deviation is only 2.6 m. While further work is needed to compute it for other
cities worldwide, the fact that it is approximately constant within a city suggests it is quite amenable to
parameterization, and it might be possible to assign the same value to all the cities in a large region, as
done byLi et al. (2016b). Figure11 demonstrates the calculation of mean solar fluxes into the roofs,
walls and ground for a 2×2 km region of Central London. The strong shading of street-level fluxes by
high buildings is clearly evident when the sun is low in the sky. This offers the possibility for coupling

diameter of a cylindrical building in an equivalent idealized city composed of equally-sized cylindrical buildings with the same
areal coverage and perimeter length as the actual city.
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with an urban energy-balance scheme in which not only could the heat storage by the three main urban
surfaces be computed, but separate forecasts of temperature could be produced at street level and roof
level. While this is still simpler than many detailed urban energy-balance schemes, it is commensurate
with the needs of a global model, and it was found byGrimmond et al.(2010) that simpler schemes
performed just as well as complex schemes when evaluated against observations.

An additional consideration for the future, particularly as the resolution of the model increases, is the rep-
resentation of 3D radiative effects in mountainous areas. These not only affect near-surface temperature
forecasts, as is apparent over the Alps in Fig.4, but also the triggering of convection. It was estimated
by Manners et al.(2012) that the effect of the orientation of the terrain on the interception of the direct
solar beam was around four times more important than the longwave sky-view effect in valleys, so the
shortwave problem should be tackled first. The technical challenge is that to treat the problem correctly
requires horizontal communication between columns, whichbreaks parallelism: if the surface in one
gridbox receives less incoming sunlight because it is tilted away from the sun then the excess sunlight
ought to be transported into the adjacent column. If this horizontal communication is ignored then strict
energy conservation is violated because the downwelling shortwave flux exiting the base of the lowest
atmospheric layer does not equal the downwelling flux seen bythe surface. This approach was taken
by Manners et al.(2012), although they commented that energy should be approximately conserved over
an extended region. A simple but strictly energy-conserving alternative that could be applied in the IFS
is to represent the orientation of the terrain with respect to the sun, and potentially also terrain shad-
owing effects, by dynamically adjusting the surface direct-beam albedo to ensure the correct shortwave
absorption by the surface; this way the energy excess (or deficit) would not be ignored but would go
into increased (or decreased) surface reflection. This technique could be applied at the resolution of the
model grid rather than the coarser radiation grid by incorporating it into the approximate-update scheme
(Hogan and Bozzo, 2015), in which the shortwave flux profiles on the radiation grid are modified to be
consistent with the high-resolution albedo on the model grid. If this approach shows a positive impact
then representation of the longwave sky-view effect could be considered as well (e.g.,Senkova et al.,
2007).

5 Challenge 2: Clouds

Accurate representation of the interaction of clouds in theradiation scheme is of foremost importance
both for medium-range weather forecasts, and for establishing a good tropospheric climate needed for
monthly and seasonal forecasts. The cloud scheme provides the radiation scheme with profiles of cloud
fraction and the mixing ratios of liquid cloud, ice cloud, snow and rain. But this leaves the radiation
scheme with a considerable number of assumptions to make, each of which can significantly change the
radiative impact of the cloud.

Where possible we want the assumptions made by the cloud and radiation schemes to be the same, and the
last decade has seen improvements in consistency, for example making snow active in radiation (Li et al.,
2014). Morcrette et al.(2008a) anticipated the development of a PDF-based cloud scheme, in which the
width of the cloud water distribution could also be fed to theMcICA radiation scheme. In practice, it has
not been deemed advantageous to make such a radical change tothe prognostic variables of the cloud
scheme, although recently we have tested the introduction of an empirical, diagnostic, regime-dependent
PDF width that is consistent between the cloud and radiationschemes (Ahlgrimm and Forbes, 2016).

Also in need of attention is the fact that there is currently very little consistency between the assumptions
made in the radiation scheme and in the forward operators used for assimilating cloud-affected radiances
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in the data assimilation system. For example, the microwaveand infrared operators assume clouds to be
maximally overlapped, while the radiation scheme assumes clouds to become more randomly overlapped
as their vertical separation increases.Geer et al.(2017) described the numerous other differences in
assumed cloud properties, so we do not discuss the issue further in this paper.

While the discussion of cloud-radiation interactions in this paper is concerned with improvingmean
behaviour, an important task in the ensemble prediction system is to improve the description of theun-
certaintyin instantaneous cloud properties, in order that the ensemble spread provides a good estimate of
root-mean-squared forecast error. At ECMWF, this is being tackled in the new Stochastically Perturbed
Parameterization (SPP) scheme, in which uncertain physical parameters describing clouds and other vari-
ables are perturbed differently in each member of the forecast ensemble. Additionally, improvements are
being tested to the older Stochastically Perturbed Parameterization Tendency (SPPT) scheme, by sep-
arating out the uncertainty in the heating-rate profile due to clear-sky radiative heating (which is quite
accurately predicted) from that due to clouds (which is muchmore uncertain). Since these advances were
described in detail byLeutbecher et al.(2017), we do not describe this work further here.

In terms of improving the cloud-related radiation errors inthe model, section5.1discusses the first task:
using a variety of observations to characterize the biases in the radiative impact of clouds, and trying to
determine to what extent they can be attributed to errors in the model cloud fields, or in their treatment
by the radiation scheme. Section5.2 examines each of the assumptions made by the radiation scheme
and recent work to improve them. Then in section5.3 we provide a first estimate of the impact of 3D
radiative transfer on the climate of a global model, made possible by ecRad being the first radiation
scheme in such a model to have the option to represent 3D radiative effects.

5.1 Separating cloud errors from radiation errors

Figure12 evaluates the top-of-atmosphere (TOA) shortwave cloud radiative effect (CRE; the net down-
ward flux at TOA minus what would be expected in clear skies) against the best estimate from the CERES
instrument3. The fact that the global-mean shortwave CRE agrees to within 0.5 W m−2 is not particu-
larly informative since this value is routinely used to assess and tune changes to the cloud, convection
and radiation schemes. Rather, it is the very substantial regional errors in shortwave CRE that highlight
the priorities for model improvement. An example of the impact of these errors on local forecasts was
shown in Fig.6, where near-surface temperature errors at Sapporo were believed to be at least partially
related to an underestimate in the magnitude of the CRE. The challenge from the point of view of radia-
tion development is to diagnose which errors are due to the underlying clouds in the model and which are
due to the way their interaction with radiation is treated. It is undesirable to mitigate errors in the cloud
or convection schemes by tuning the radiation scheme in a particular way, so the strategy is to make all
three schemes as physically and observationally based as possible, and to aim for consistency between
the assumptions made by the schemes, and then if needed to tune the under-constrained parameters such
as autoconversion rate or cloud-edge turbulent erosion.

Some of the regional shortwave CRE biases have a very clear source outside the radiation scheme. For
example, the underestimated reflectance of marine stratocumulus off the west coasts of the major con-
tinents is known to be due to the underestimated cloud amount, a bias shared by all the climate models
evaluated byCalisto et al.(2014). This bias has improved in the IFS over the last decade;Morcrette et al.
(2008a) reported that just after the implementation of McRad the maximum error in the Peruvian stra-

3Longwave CRE is not compared here because the observationalestimate uses nearby cloud-free profiles that are system-
atically drier, leading to systematic differences with themodel estimate that are difficult to account for (Allan and Ringer,
2003).
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Figure 12: Comparison of annual-mean top-of-atmosphere shortwave cloud radiative effect (TOA SW CRE) be-
tween the Cycle 43R3 model climate and the CERES-EBAF observations. The model runs consisted of four 1-year
free-running coupled simulations at TL255 resolution.

tocumulus sheet was 60 W m−2, but Fig. 12 shows that this has now been reduced to 45 W m−2.
Likewise, the underestimate in reflection over the SouthernOcean is common to many climate mod-
els (Bodas-Salcedo et al., 2014), but significant improvements have recently been made in the IFS by
increasing the amount of supercooled water in these clouds (Forbes and Ahlgrimm, 2014; Forbes et al.,
2016), and recent improvements in Cycle 45R1 have improved the bias even further (not shown).

Technical Memorandum No. 816 19



Radiation in numerical weather prediction

Figure 13: Bias in surface downwelling shortwave flux from (left) ERA-Interim and (right) ERA5 (W m−2) as
judged by the CERES satellite estimate, for the period June-August 2016.

Another example of a radiation bias likely due to the clouds in the model is the strong underestimation
of summertime surface downwelling shortwave flux over the Arctic Ocean (Fig.13). This has important
consequences for sea ice in the model, which does not melt enough in summer leading to large sea-ice
cover biases in seasonal forecasts. Comparisons to the well-equipped surface stations of the International
Arctic Systems for Observing the Atmosphere suggest that the bias is much weaker at the coast (Haiden,
2015). Sotiropoulou et al.(2016) attributed the bias to an overestimate in cloud occurrencein the model,
which is corroborated by comparisons with the CALIPSO satellite. Summertime Arctic clouds are fre-
quently mixed-phase, and are therefore particularly challenging to model (Forbes and Ahlgrimm, 2014),
but the improvement between ERA-Interim and ERA5 shown in Fig. 13 is encouraging. It should be
mentioned that the specification of surface properties is also a likely cause of forecast error, particularly
in the shortwave where sea-ice albedo is strongly modulatedby the presence of melt ponds. But there
are issues to address in the longwave as well:Feldman et al.(2014) investigated the impact of the fact
that the emissivity of the ocean is less than 0.89 at wavelengths longer than 20µm, while most models
assume much higher values (the IFS uses 0.99 for the entire longwave spectrum). This only impacts the
Arctic where the atmosphere is dry enough that micro-windows open up in the far-infrared spectrum, but
here the surface warming effect of lower emissivity was reported to be as much as 2 K. The Year of Polar
Prediction, which started in 2017, will provide an opportunity for a more concerted effort to diagnose
errors in polar forecasts and the extent to which these can beimproved through changes to the treatment
of clouds and radiation in the model.

There are other radiation biases whose source is less clear to diagnose, and therefore where more detailed
analysis of surface measurements is required. For example,Van Weverberg et al.(2015) provided a
methodology for using ground-based active and passive measurements to identify the source of 2-m
temperature forecast biases over the continental United States. Another example apparent in Fig.12 is
the overestimate of reflectance in the trade cumulus regionsthat cover a large fraction of the ocean. If
this is an example of the ‘too bright, too few’ error identified in many models byNam et al.(2012),
then one would expect these clouds to contain too much liquidwater, but satellite estimates can give
contradictory information. For example, at Hawaii the annual-mean liquid water path (LWP) in the IFS
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Figure 14: Transect of (black lines) model and (magenta lines) satellite data between (right site of plots) Los
Angeles and (left side of plots) Hawaii averaged over JJA 2013, along with (blue lines) ship-borne estimates from
eight legs of the MAGIC campaign. Note that the ship always set sail at the same time of day, so the ship-borne
measurements include the diurnal cycle of cloud properties, while the MODIS instruments on Aqua and Terra each
sample the clouds at just one point in the diurnal cycle.

is around 50 g m−2 which is 20 g m−2 too low according to the passive microwave estimates from SSMI
but 20 g m−2 too high according to MODIS. Intercomparisons suggest thatmicrowave-based LWP is
overestimated in partially cloudy conditions (Seethala and Horváth, 2010), but conversely, MODIS only
estimates LWP during the day and there is a significant diurnal cycle in marine boundary-layer cloud
properties.

Work is in progress to unpick the marine boundary-layer cloud problem further by bringing in crucial
ground-based measurements: Fig.14 shows a summer transect of model, satellite and ship-borne ob-
servations from the Californian coast on the right, throughthe transition region from stratocumulus to
cumulus, to Hawaii on the left. The top-left panel shows an underestimate of shortwave reflectance of up
to 60 W m−2 in the stratocumulus and an overestimate of around 20 W m−2 in the cumulus. The bottom-
left panel shows agreement between the daytime estimates oflow cloud cover from the satellite-borne
CALIPSO and MODIS instruments, and the minimum (daytime) values from the oscillating ship-borne
ceilometer estimates that span the full diurnal cycle. The model significantly underestimates daytime
stratocumulus cover near the Californian coast, but is close to the three observational estimates in the
cumulus regime, suggesting that the model does not suffer particularly from the ‘too few’ bias reported
by Nam et al.(2012). In terms of LWP (top-right panel), MODIS and the ship-borne measurements are
in agreement that stratocumulus LWP is too low while cumulusLWP is too high, providing the most
likely explanation for at least the sign of the shortwave CREbiases. However, the bottom-right panel of
Fig. 14 suggests that effective radius is underestimated in the cumulus regime, which would also cause
cumulus clouds to be too reflective. This ongoing study showsthe need to understand the uncertainties
in satellite estimates, and highlights the value of additional surface-based observations to characterize
model error. The following two sections discuss a number of candidate mechanisms that could play a
part in explaining radiative biases in cumulus and other cloud types.

More generally, further detailed studies using a wider range of observations are needed to target spe-
cific cloud biases in the model in different parts of the globe. The forthcoming EarthCARE satellite,
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Figure 15: Impact of various modifications to the radiation scheme on (top row) surface and top-of-atmosphere
net fluxes, and (bottom row) global-mean cloud cover and 2-m temperature. All modifications are cumulative in
the sense that they include all the other changes made down tothat point. They are computed from four 1-year
free-running coupled TL255 simulations, where the ecRad control is very close to thedefault configuration for
Cycle 43R3.

which combines sophisticated synergistic cloud retrievals and broad-band flux estimates from the same
platform, will provide a dataset that could enable this approach to be applied to cloud regimes glob-
ally. Geer et al.(2017) discussed ways to identify cloud biases in observation space using the all-sky
assimilation system.

5.2 Improving treatment of clouds in the radiation scheme

In this section we discuss recent and anticipated future work on the various assumptions that need to be
made to compute radiative fluxes in the presence of clouds. Toput the impact of these improvements in
context, Fig.15depicts the cumulative change that they produce in surface and top-of-atmosphere fluxes,
cloud cover and mean 2-m temperature. The ecRad control refers to a configuration close to Cycle 43R3,
so most of the changes presented could in principle be implemented operationally in the near future.

Longwave scatteringis neglected in the ECMWF model but has been estimated byCosta and Shine
(2006) to reduce outgoing longwave radiation by around 3 W m−2, which is around 10% of the top-of-
atmosphere longwave cloud radiative effect. It also makes the undersides of clouds partially reflective,
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and their reflection of upwelling longwave leads to greater longwave downwelling, and hence warming,
at the surface. In practice, there is a problem in McRad’s treatment of the longwave optical properties
of ice clouds that had to be reproduced in ecRad, because (as Fig. 15 shows) when it is fixed, the land
surface cools by 0.3 K, exacerbating the existing cold bias.To a large extent, fixing the problem and then
introducing longwave scattering returns the climate to a similar state to the control state. Nonetheless,
turning on longwave scattering increases the total cost of ecRad by only around 10%, so for improved
physical realism, the intention is to introduce it into a near-future operational cycle.

Cloud overlapdetermines the total cloud cover for a given profile of cloud fraction. It was found in
observations byHogan and Illingworth(2000) and others that cloud overlap has ‘EXP-RAN’ behaviour,
i.e. vertically contiguous cloud layers have a correlationthat decreases inverse-exponentially with their
separation, while vertically separated cloud layers are randomly overlapped. At the time McRad was
implemented, it was decided to use a cloud generator that implemented ‘EXP-EXP’ overlap (i.e. verti-
cally separated cloud layers are correlated) coupled to an overlap decorrelation length of 2 km, which
Barker(2008) found from CloudSat observations to predict about the right cloud cover using the same
generator. A couple of years later, the overlap decorrelation length parameterization ofShonk et al.
(2010) was adopted, which included a latitude dependence to fit cloud-radar observations at a number
of ARM (Atmospheric Radiation Measurement) and European sites. However, theShonk et al.(2010)
parameterization was derived to work with an EXP-RAN scheme, leading to an inconsistency between
the generator and the overlap decorrelation such that we should expect the IFS now to predict a cloud
cover that is too small for a given profile of cloud fraction. To match the assumption in McRad, an
EXP-EXP scheme is used in the default ecRad configuration in Cycle 43R3, but it would be desirable
to switch it to an observationally supported EXP-RAN scheme. Figure15 shows that the introduction
of true EXP-RAN overlap would lead to a reduction in net surface shortwave flux of 1.4 W m−2, an
increase in global cloud cover of 0.03, and a cooling of the land surface by 0.1 K. A further change that
could be considered for operations in future is to include the dependence of cloud overlap on wind shear
(Di Giuseppe and Tompkins, 2015).

Cloud heterogeneityis another important factor controlling the impact of the cloud field on radiation. It
may be characterized by the fractional standard deviation (FSD) of cloud water content or cloud optical
depth, and the operational assumption in McRad, carried through to ecRad, is that FSD= 1. Shonk et al.
(2010) reviewed a wide range of observational studies and found a large dependence on cloud type, but
a mean value of 0.75. Figure15 shows that the impact of reducing cloud heterogeneity to this value
is to make the clouds more opaque to solar radiation, with a reduction of surface net shortwave flux of
2.7 W m−2 and a further surface cooling of 0.1 K, on average.Ahlgrimm and Forbes(2016) performed
this experiment and reported regional reductions in annual-mean top-of-atmosphere net shortwave fluxes
of up to 10 W m−2. They also performed a detailed analysis of ground-based cloud observations from
the ARM programme, and parameterized FSD as a function of cloud fraction and total water content;
while showing that 0.75 was a reasonable average value, their parameterization captured the tendency
for higher values in tropical than polar boundary-layer clouds, and the tendency for lower variability in
overcast compared to partially cloudy situations. Their scheme also has the advantage of being consistent
with the FSD assumed within the cloud microphysics parameterization. It turns out that it is not only the
width of the water content distribution but the shape that isimportant:Hogan and Bozzo(2016) reported
that replacing the default gamma distribution by a lognormal (keeping FSD the same) cooled the land
surface by a further 0.1 K on average.

The combined effect of the introduction of more realistic cloud overlap and heterogeneity is to cool the
land surface by around 0.2 K; the pattern of the change in coupled climate simulations is shown in the
top-left panel of Fig.16. In fact the entire troposphere is cooled, the top-right panel showing that this is
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Figure 16: Impact on the ECMWF model climate of (top row) introducing realistic cloud overlap and heterogeneity,
and (bottom row) introducing realistic cloud overlap and heterogeneity as well as introducing 3D radiative effects.
The control against which both are compared is the ecRad configuration with longwave scattering shown in Fig.
15. The results are from 8 free-running 1-year coupled simulations at TL255 resolution.

as much as 0.5 K in the tropical upper troposphere. In uncoupled deterministic forecasts this would be a
degradation, and such a change would have to be accompanied by another modification that works in the
other sense. In coupled forecasts the tropospheric coolingwould act to counter the warming resulting
from the coupling (Fig.3b). The impact of 3D effects is shown in the lower panels of Fig. 16 and
discussed in section5.3.

Liquid cloud effective radiusis currently computed from liquid water content and dropletnumber con-
centration, the latter which is constant with height but hasa land/sea dependence, as well as a dependence
on near-surface wind speed in an attempt to represent the increased lofting of aerosols from the surface.
In practice, the value over sea does not exhibit realistic regional structure but rather has a value that is
approximately constant except for some variability that depends on the instantaneous near-surface wind
speed. The bottom-right panel of Fig.14illustrates the problem that this scheme fails to representthe ten-
dency to have lower effective radius towards the coast associated with advection of continental aerosol,
rising to higher values in the cleaner air of the open ocean. While recognizing that effective radius also
depends on in-cloud LWP, one possible improvement would be to make use of the hydrophilic aerosol
concentrations available in the aerosol climatology (see section6.1), which exhibits a realistic variation
with distance from the coast. If this resulted in a general increase in effective radius (as Fig.14suggests
it ought to) then it would act to warm the ocean surface and hence to counter the cooling effect resulting
from the improvements to cloud overlap and heterogeneity discussed above.Ice effective radiusalso
needs attention since the scheme currently in use was developed before the finding that many of the
aircraft observations on which parameterizations were based suffered from shattering on the probe inlets
that led to an over-counting of small particles.

Cloud optical propertiesare being revised in ecRad.Nielsen et al.(2014) reported that theSlingo(1989)
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Figure 17: (Left) Ratio of direct to total downwelling surface shortwave flux from ten years of observations at the
ARM Southern Great Plains site, for different ranges of low cloud cover (coloured lines) in conditions where no
mid- or high-level clouds were present. (Right) The same from the ECMWF operational model for the calendar
years 2011–2014 at 14 sites in the United States, Europe and Barbados.

parameterization of liquid cloud optical properties tended to overestimate optical depth, so ecRad uses
by default the same parameterization as in the Met Office radiation scheme SOCRATES4, which does
not have this problem. The ice optics schemes are currently from Fu(1996) andFu et al.(1998), but we
are testing theBaran et al.(2014) andYi et al. (2013) schemes, which account for more recent findings
that ice particles are optically ‘rough’.

Convective cloud and precipitationis currently ignored in the radiation scheme, but it has recently been
found necessary to include it in the forward operator for all-sky microwave radiances. The main uncer-
tainty is that the convection scheme does not predict the convective cloud and precipitation fraction, so a
somewhat arbitrary value of 5% is assumed. We hope to test itsinclusion in the radiation scheme in the
next few years. This would also help to bring the assumptionsin the radiation scheme and the radiance
models used in data assimilation into better agreement.

5.3 Representing 3D radiative transfer

One process missing from the radiation schemes of all operational weather and climate models is 3D
radiative transfer in the presence of clouds. This includesthe flow of radiation through cloud sides as
well as the horizontal transport within clear and cloudy parts of the atmosphere. For the purposes of
an atmospheric model, 3D transport can be split into two parts. The first part is the lateral exchange of
radiationbetweenmodel columns, an effect that is only just beginning to be explored as cloud-resolving
models with online 3D radiation schemes become available (e.g., Klinger et al., 2017). ECMWF is at
least a decade from the resolution at which this effect is likely to be important. The second part concerns
horizontal transportwithin a grid column, and can lead to biases in models of any resolution. In the
shortwave, the direct solar beam can intercept the sides of clouds, leading to an increase in reflection
when the sun is low in the atmosphere. In the longwave, emission from the sides of clouds leads to
increased downwelling at the surface during both day and night.

Downwelling solar radiation in the model is split into direct (unscattered) and diffuse (scattered) compo-

4SOCRATES is the Suite of Community Radiation Codes based on Edwards and Slingo
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nents, with the former being of most interest for the solar energy industry since solar panels are typically
oriented towards the sun to maximize interception of the direct beam. Figure17 presents observational
evidence that the lack of 3D radiative effects in the operational ECMWF radiation scheme can lead to
a significant overestimate of the fraction of surface downwelling radiation that is in the direct beam.
The effect is strongest in broken low-cloud conditions whenthe sun is low in the sky (large solar zenith
angle) since in the real world this leads to some of the directbeam intercepting cloud sides, an effect not
represented in the radiation scheme.

A method to represent 3D radiative effects in a large-scale model has recently been developed by
Hogan et al.(2016) in the form of the SPARTACUS solver, which is included as an option in ecRad.
Using SPARTACUS instead of McICA increases the total cost ofecRad by a factor of 4.5, so it is a long
way from being a candidate for an operational configuration,but it provides the capability to understand
better the source of the radiative biases in the IFS. It worksby solving the two-stream equations in the
clear and cloudy parts of a gridbox including terms that represent the flow of radiation through cloud
sides. These terms are proportional to the length of the perimeter of the cloud. Analysis of observations
and cloud-resolving model output bySchäfer(2016) suggested that the cloud perimeter length could be
parameterized in terms of cloud fraction and aneffective cloud scale, and that as a first approximation a
value of 1 km can be assumed for boundary-layer clouds and 10 km for all other clouds.

The final entry in Fig.15 shows the impact on the climate of the coupled IFS model of introducing 3D
radiative effects by switching the solver from McICA to SPARTACUS. We see that both net shortwave
and net longwave at the surface are increased by 2 W m−2, which leads to an increase in the mean 2-m
temperature over land of around 0.6 K. This more than counteracts the 0.2 K cooling associated with
more realistic cloud overlap and heterogeneity, and is a candidate mechanism to explain the surface cold
bias in operations (Fig.4). The bottom-right panel of Fig.16 shows that introducing 3D effects along
with more realistic cloud overlap and heterogeneity leads to a warming of up to 0.4 K in the tropical
upper troposphere.

Work is ongoing to validate SPARTACUS in a wider range of cloud types than the cumulus clouds
considered byHogan et al.(2016), and to improve the appropriate values of effective cloud size to use in
different parts of the globe.

6 Challenge 3: Clear-sky tropospheric shortwave absorption

While errors in the representation of the interaction of clouds and radiation are the source of the largest
instantaneous errors in radiative heating rates in the troposphere, errors in the interaction with aerosols
and gases can cause much smaller clear-sky biases that are nonetheless important because they act sys-
tematically over a large area. Aerosols and gases have traditionally been regarded as important primarily
for climate projections, but they can also impact the predictability of weather systems through a range
of mechanisms: changes to large-scale horizontal gradients of shortwave atmospheric heating lead to
changes to mean wind through thermal-wind balance, changesto the vertical heating profile affects tro-
pospheric stability and therefore convection, and atmospheric heating can act as a Rossby-wave source
that impacts the global circulation (Rodwell and Jung, 2008). We consider the impact of improvements
to aerosols in section6.1and to the shortwave water vapour continuum in section6.2.

As shown in Table1, the ozone climatology used in medium-range HRES and ENS configurations
has been upgraded several times to make use of the ozone analyses from GEMS, MACC and CAMS.
ECMWF(2007) anticipated the introduction of prognostic ozone in the radiation scheme, and indeed the
linear Cariolle ozone scheme was included in the SEAS4 seasonal prediction system leading to improved
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predictions of the Quasi-Biennial Oscillation. Similar results were found with the upgraded BMS ozone
scheme (Monge-Sanz et al., 2011). However, the impact on tropospheric variables has been found to
be slightly negative when tested in the SEAS5, monthly and medium-range systems. One factor is that
linear ozone schemes are not suitable for the troposphere and indeed long integrations of linear schemes
can lead to underestimates of tropospheric ozone by up to a factor of ten. The other problem is the cor-
rect initialization of stratospheric ozone: ozone initialconditions from ERA-Interim have been shown to
produce worse results than climatological initial conditions. Work is ongoing to resolve these problems,
but in the meantime SEAS5 and all the other operational forecast configurations use the same CAMS
climatology.

6.1 Aerosols

Aerosols represent the main source of uncertainty in both clear-sky tropospheric shortwave absorp-
tion, and in the magnitude of surface solar heating in clear-sky conditions. Rodwell and Jung(2008)
demonstrated the positive impacts on forecasts when theTanré et al.(1984) climatology was replaced
by Tegen et al.(1997) in the IFS. There is increasing interest in the impact of direct aerosol effects on
tropical monsoon systems (e.g.,Bollasina et al., 2011). The question that invariably arises is whether a
prognosticaerosol scheme is needed, as anticipated inECMWF(2007), or whether a climatology is suf-
ficient for the needs of NWP. The tests performed byMorcrette et al.(2011) andMulcahy et al.(2014)
suggested that while prognostic aerosols could reduce radiation and temperature biases on a regional
scale, the impact on forecast skill downstream was limited.In the case of the IFS, the computational
cost of the 11 prognostic aerosol species in the CAMS configuration of the model would be prohibitive
for use in NWP, which is why recent work has focused on improving the climatology. One possibility
to overcome this would be to use a coarser grid for the prognostic aerosols. Another would be to use
prognostic variables only for selected aerosol species anda climatology for the rest, where the likely
prognostic aerosol types would be dust (e.g.,Woodward, 2001) and biomass burning aerosol to capture
the effect of fires. Satellite observations of fires are already used to estimate aerosol emissions to ini-
tialise CAMS forecasts (e.g.,Flemming et al., 2017). However in the absence of a dynamical model to
predict fire evolution, emissions from fires are kept constant during the forecast integration. In the future
it may be possible to build on the existing scheme for forecasting fire danger developed for the Coper-
nicus Emergency Management Service (Di Giuseppe et al., 2016) and develop a dynamical fire model
with a stochastic fire ignition scheme that could trigger newfire events and/or extinguish ongoing fires
during the forecast. Such a scheme would be expected to have alarger impact at monthly to seasonal
timescales.

Cycle 43R3 saw the introduction of a new aerosol climatologybased on the CAMS reanalysis
(Bozzo et al., 2017). It provides a good example of how aerosols can affect tropical weather systems,
and how improvements could be made in future. The new climatology consists of monthly-mean con-
centrations of five main aerosol species divided into 11 types, and a significant improvement over the
Tegen climatology is that the radiative properties have been computed rigorously with the latest refrac-
tive indices in each band of the entire longwave and shortwave spectrum. The effect on an instantaneous
visibility forecast is shown in the top two panels of Fig.18. A further improvement is that the humidi-
fication of the hydrophilic aerosol species is now represented via a dependence of the optical properties
on relative humidity. The strong influence of humidity on visibility can be seen by comparing the bottom
two panels of Fig.18.

Global aerosol distributions in models are invariably compared to each other and to observations in terms
of aerosol visible optical depth, and indeed the CAMS aerosol analysis system assimilates optical depth
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Figure 18: Comparison of instantaneous high-resolution forecasts of surface visibility computed (top) using the
original Tegen climatology, (middle) with the new CAMS climatology, and (bottom) with the new CAMS climatol-
ogy but setting the humidity to 0%.

retrievals from MODIS. While the optical depth determines how much solar radiation reaches the sur-
face, the impact of aerosol on the atmosphere is often best understood by considering the change to the
absorptionoptical depth, since that is what determines the rate of atmospheric heating by shortwave ra-
diation. Unfortunately, this quantity is far less constrained by observations, and in the case of the CAMS
climatology we are reliant on the optical properties assumed for the aerosol types used in the CAMS
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Figure 19: Comparison of aerosol absorption optical depth from (top row) the CAMS climatology introduced in
Cycle 43R3 (Bozzo et al., 2017), and (bottom row) theTegen et al.(1997) climatology operational for the previous
14 years.

system. Figure19 compares the absorption optical depth between the old and the new climatologies.
The most significant change is the reduction of absorbing aerosol over Arabia in JJA, and the increase in
absorbing aerosol associated with biomass burning in central Africa.

The change over Arabia has a direct impact on the Indian Summer Monsoon flow (Vinoj et al., 2014),
which Fig.20c shows is too strong with the Tegen aerosol. By reducing the solar heating of the tropo-
sphere over Arabia, the strength of the Arabian heat low is reduced (compare Figs.20a and20b). This
in turn reduces the latitudinal pressure gradient at low levels between Arabia and the Indian Ocean, and
hence the strength of the westerly flow into India, as shown inFig. 20d. Bozzo et al.(2017) reported that
this halved the overestimate of West Indian rainfall.

The increase in absorbing aerosol over central Africa and into the Gulf of Guinea is also an interesting
story: during testing of Cycle 43R3 it was found that this caused a very localized warm bias of 0.5–1 K
at 850 hPa in JJA, which led to a conspicuous degradation of the root-mean-squared temperature error at
this location when evaluated against analyses. The problemwas solved by manually reducing the con-
centration of absorbing aerosol species in this region of the climatology by an annually varying amount
that peaked in summer at 65%. This change was subsequently found to bring the CAMS climatology
into closer agreement with both sparse AERONET sun-photometer observations and other aerosol mod-
els in the ‘AeroCom’ multi-model average. The reason for theoverestimate is believed to be too strong
a source of biomass burning aerosol in southern Africa in theCAMS system. This exercise highlights
the strong sensitivity of the analysis system to radiative perturbations, something that could be exploited
in future to help identify other systematic errors in the aerosol distribution and the underlying CAMS
system.

6.2 Water vapour continuum

Water vapour is the strongest absorber of solar radiation inthe troposphere, and much of the shortwave
heating that occurs in the lower troposphere is due to absorption by the water vapour continuum, which
accounts for the absorption between spectral lines. Despite its importance, the low optical depths of
these spectral regions make it very difficult to characterize accurately in the laboratory. The continuum
model used in RRTM-G and many other gas-optics schemes is ‘MTCKD’ version 2.5 (Mlawer et al.,
2012). However, various more recent laboratory measurements, notably from the ‘CAVIAR’ project,
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(a) Tegen climatology: geopotential (b) CAMS climatology:geopotential
Unit: m2/s2  Mean: -30.8  RMS: 42  Sig: 56%
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(c) Tegen climatology: zonal wind (d) CAMS climatology: zonal wind
Unit: 0.1m/s  Mean: 2.68  RMS: 8.73  Sig: 49%
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Figure 20: Geopotential and zonal-wind bias at 850-hPa for the period 1 May to 21 August 2016 over the northern
Indian Ocean for forecast day 5: (left panels) operational model using Tegen aerosol climatology, and (right
panels) after implementing the CAMS aerosol climatology. Bold colours indicate areas significant at the 5% level
using a paired T-test with AR(1) noise. Further details available in Bozzo et al.(2017).

have estimated continuum absorption at least a factor of 10 greater than predicted by MTCKD (see the
review by Shine et al., 2016). Rädel et al.(2015) performed simulations with the Met Office climate
model to show that replacing the CKD model (the predecessor to MT CKD) with CAVIAR increased the
all-sky solar absorption by 1.5 W m−2 in the tropics, but less in the drier extra-tropics.

To estimate the effect of this enhanced water vapour continuum in the IFS, calculations of the CAVIAR
self- and foreign-continuum absorption spectra (kindly provided by Igor Ptashnik) have been used to
scale the coefficients in each spectral interval of the MTCKD model in the IFS, but retaining the same
temperature dependence. The impact on coupled climate simulations is shown in Fig.21. Panel d shows
the increase in zonal-mean atmospheric shortwave absorption of up to 3 W m−2, larger than found by
Rädel et al.(2015) presumably due to their reference being CKD rather than MTCKD. Panels a–c depict
the widespread increase in tropospheric temperature, which in the tropics peaks in the upper troposphere
at 0.3–0.4 K (similar to the combined impact of cloud changesdepicted in the bottom-right panel of Fig.
16). Seasonal warmings in excess of 1 K are observed at the summer poles, due to the perpetual daylight
and the shallow solar incidence angles. At the surface, net shortwave is reduced by about the same
amount as the increase in atmospheric absorption, but the warmed troposphere emits more longwave
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Figure 21: Impact of changing the shortwave water vapour continuum model from MT-CKD to CAVIAR on (a–
c) tropospheric temperature, (d) shortwave atmospheric absorption and (e) 2-m temperature. The calculations
are from eight 1-year coupled TL255 climate simulations, and the error bars in the lower panels show the 95%
confidence interval in the annual-mean change.

downward, leading to the increase in 2-m temperature shown in Fig. 21e (the global-mean increase is
0.2 K).

To investigate the impact on medium-range forecast skill, 4-month (Nov 2015 to Feb 2016) analysis
experiments have been performed. Figure22a depicts the average temperature bias of the control exper-
iment at forecast day 8, showing the ubiquitous tropical cooling of around 0.5 K, but in this particular
year a summer-pole warm bias of around 0.7 K. The 0.1–0.2 K warming of the troposphere (Fig.22b)
improves the mean and therefore leads to a statistically significant 4% reduction in tropical root-mean-
squared temperature errors (Fig.22c), with a much more mixed picture in the mid-latitudes. Figure 22d
depicts the change in forecast skill as measured by the geopotential height anomaly correlation. There is
a 4% improvement throughout the troposphere at 30◦S, matched by a reduction in the vector wind error
by around the same magnitude (not shown). One hypothesis to explain this is that the tropical warm-
ing reduces the error in the meridional temperature gradient, which in turn improves the winds at this
latitude. The picture elsewhere is more mixed, with a degradation in the mid- and high-latitudes of the
winter hemisphere, although this signal has not reached statistical significance.

An additional analysis experiment has been performed for a shorter period of Northern Hemisphere
summer (11 May to 30 June 2016), and to a large extent the same pattern is seen in all variables shown in
Fig. 22, except with the sign of latitude inverted. The water vapourcontinuum example illustrates well
the point made in the introduction that the very good tropospheric climate of the IFS makes it difficult to
show improvements in forecast skill from improvements in the physics that have a small but systematic
impact on the large-scale temperature.
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(a) Temperature drift of control (K)

(c) Normalized diff. in temperature RMSE

(b) Temperature difference (K)

(d) Normalized diff. in Z anomaly correlation

Figure 22: Impact of CAVIAR water vapour continuum on 8-day forecast skill as measured using TCo399 analy-
sis experiments from 2 November 2015 to 28 February 2016, with the experiment and the control each evaluated
against its own analysis: (a) mean temperature drift of control forecast after 8 days, (b) CAVIAR temperature drift
minus control, (c) normalized difference in root-mean-squared temperature error (negative indicates an improve-
ment), and (d) normalized difference in geopotential height anomaly correlation (positive indicates an improve-
ment). The hatched areas in the lower panels indicate regions where the differences are statistically significant.

7 Challenge 4: Middle atmosphere

The stratosphere offers a potential source of predictability on monthly and seasonal timescales, but has
been historically rather neglected at ECMWF. Since November 2016 it has received much more attention
via the activities of the Stratosphere Task Force5 (e.g.,Polichtchouk et al., 2017), which has led to some
of the advances discussed in this section.

One proposed source of tropospheric predictability is fromthe Quasi-Biennial Oscillation (QBO, e.g.
Marshall and Scaife, 2009), an oscillation of the equatorial stratospheric zonal wind with a period of
approximately 28 months. After the annual and diurnal cycles, the QBO is the most predictable feature
of the atmospheric circulation, and its influence on northern hemisphere winter weather was argued by
Thompson et al.(2002) to be as strong as that of ENSO. It is driven by breaking gravity waves, which
have some sensitivity to the radiation scheme via its role insetting the stability of the stratosphere.
Section7.1 shows that the stratosphere is too statically stable due to alarge warm bias that increases
with height from the mid-stratosphere to the mesosphere. A combination of improvements that reduce
the shortwave heating rate are then shown to be able to almosteliminate this bias.

Another route to tropospheric predictability is through the downward influence of Sudden Stratospheric
Warmings (SSWs), which shows up clearly when reanalysis data are composited around SSW events
(Baldwin and Dunkerton, 2001). The evolution of SSWs in ECMWF monthly forecasts are amongthe

5The Stratosphere Task Force is a cross-departmental project at ECMWF running until the end of 2017, with the aim of
diagnosing and improving all aspects of the stratosphere inIFS analyses and forecasts. It involves close collaboration with Ted
Shepherd and Inna Polichtchouk of the University of Reading.
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Figure 23: Annual-mean temperature from four 1-year uncoupled TL255 137-level climate simulations of IFS
Cycle 43R1 (coloured lines), the Microwave Limb Sounder (MLS; black solid line) and ERA-Interim (black dashed
line). ERA-Interim has a large warm bias in the mesosphere and so is not shown above 1 hPa. The red line is
approximately equivalent to Cycle 41R1 and the light blue solid line to Cycle 43R3.

best compared to other centres, but the correlation with thetroposphere is significantly weaker than found
in reanalyses (Vitart et al., 2014). A contributing factor could be the large polar lower-stratospheric cold
bias seen in Fig.3a; biases in the meridional temperature gradient lead to errors in the position and
intensity of the subtropical upper tropospheric jet, whichin turn can affect the coupling between the
stratospheric polar vortex and the troposphere (e.g.,Garfinkel et al., 2013). In section7.2 we show
that artificially removing the lower-stratosphere temperature bias results in an improvement to monthly
forecast skill.

7.1 Upper stratosphere and mesosphere warm bias

Figure23 compares the annual-mean temperature from free-running uncoupled simulations of the IFS
with the Microwave Limb Sounder (MLS) instrument. The red line shows the climate of the model when
configured to be similar to Cycle 41R1 using a 3-h radiation timestep, which matches all operational
configurations except HRES. The top row of Fig.24 shows the latitudinal structure of the errors and
its dependence on season. The annual-mean warm bias is severe: up to 10 K too warm in the upper
stratosphere and 20 K in the mesosphere, with larger biases in individual seasons. We next consider the
sequential impact of five improvements to the physics and chemistry of the model that can reduce the
warm bias, shown by the coloured lines in Fig.23:

1. Replacing the ozone climatology derived from MACC with one derived from CAMS that is in
better agreement with observed concentrations (Flemming et al., 2017) leads to a cooling of the
stratosphere and a warming of the mesosphere simply becauseof a reduction of stratospheric ozone
and an increase in mesospheric ozone. This change became operational in Cycle 43R1.

2. Hogan and Hirahara(2016) found that the 3-h radiation timestep was responsible for awarm bias
of up to around 3 K, but that careful averaging of the solar zenith angle used in the radiation
scheme could reduce this to 0–1 K when compared to simulations with radiation called every
model timestep. This change became operational in Cycle 41R2. Hereafter, the coloured lines
shown in Fig.23use a 1-h radiation timestep.

3. The ecRad radiation scheme introduced in Cycle 43R3 uses an exact rather than approximate
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Figure 24: Mean temperature from the first and last IFS simulations shown in Fig.23: (top row) McRad scheme
with MACC ozone, and (bottom row) after multiple changes described in section7. The black contours show
temperature and the colours show the difference against a reference dataset consisting of the MLS climatology at
pressures of 100 hPa and less, and ERA-Interim at pressures greater than 100 hPa. The left column shows the
annual mean, the middle column the northern-hemisphere summer and the right column the northern-hemisphere
winter.

solution to the longwave two-stream equations, which has the effect of reducing extrema in
the temperature profile and specifically warming the tropopause and cooling the stratopause
(Hogan and Bozzo, 2016).

4. An additional factor that could be considered in future isthat ozone has a diurnal cycle, and
the radiative impact of ozone is dominated by the shortwave for which the daytime values are
important. To investigate the magnitude of this effect, an approximate diurnal cycle has been
introduced by approximately fitting the results ofStuder et al.(2014): at pressures lower than
0.4 hPa the daytime value is 25% lower than the midnight value, increasing to 3% more at 5 hPa
and then dropping back to have no diurnal cycle at pressures greater than 20 hPa. It can be seen to
have a small effect in the stratosphere but to cool the mesosphere by up to 4 K.

5. The version of RRTM-G used at ECMWF assumes theKurucz(1994) solar spectrum. More recent
measurements of the sun, particularly from the SORCE instrument, suggest a 7–8% lower ultravi-
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Figure 25: Zonal wind above the equator in a single 4-year uncoupled TL255 simulation, for (a) Cycle 43R1 with
ecRad but no sponge, and (b) as panel a but with the ultraviolet reduction and approximate diurnal cycle in ozone
discussed in the text.

olet output for the same total solar irradiance. Fig.23 shows that replacing the solar irradiance in
each of the RRTM-G bands with the recent climate data record of Coddington et al.(2016) leads
to a significant temperature reduction throughout the middle atmosphere, similar to the findings of
Zhong et al.(2008) for the Met Office model.

The solid green line in Fig.23 shows that the combination of these effects largely removesthe temper-
ature bias at pressures down to 0.1 hPa. The first three are already operational in Cycle 43R3 while the
last two (or refined versions of them) will be considered for future cycles. This still leaves a warm bias
of up to 10 K in the upper mesosphere. There is a strong ‘sponge’ in the model above the 0.1 hPa level
that explicitly suppresses upwardly propagating waves so that they are not reflected by the model top at
0.01 hPa. This sponge actually has a warming effect on the upper mesosphere, as shown by the dashed
green line in Fig.23 in which it has been turned off. Work is ongoing to design a sponge that adequately
suppresses waves without affecting temperature so much.

The latitudinal and seasonal structure of this final model configuration is shown by the bottom row of
Fig. 24. This is clearly a large improvement in the annual mean. Figure 25 shows that this cooling has
a small effect on the semi-annual oscillation in the mesosphere and the quasi-biennial oscillation in the
stratosphere, which implies that the impact on predictive skill in the troposphere is likely to be weak.
Further experiments exploring the impacts of various modelchanges on the dynamics of the middle
atmosphere are described byPolichtchouk et al.(2017).

Figures23b and24d indicate that even without the sponge, there is still a warmbias of 7 K at the
model top. This error may have a radiative component, for example due to the neglect of non-local-
thermodynamic-equilibrium (non-LTE) effects. There is also still a warm bias of up to 15 K in the winter
polar upper stratosphere (particularly in the southern hemisphere), presumably due to the biases in polar
night being unaffected by the five changes above that reduce solar heating. This is as likely to be due to
an overactive Brewer-Dobson circulation as to a radiative error. One area of future work that could bring
additional insight to radiatively-driven temperature errors would be to evaluate the solar tides in the IFS,
which observations show to have a diurnal amplitude of up to 3K at 1 hPa and up to 10 K at 0.01 hPa
(Huang et al., 2010).
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Figure 26: Percentage error of mean specific humidity in operational analyses compared to the MLS instrument
for (a) December 2012 to February 2013 and (b) June to August 2013.

If the middle-atmosphere biases can be significantly reduced then the door would be opened to consider
whether further benefit could be derived from higher vertical resolution or a raised model top, although
it should be stressed that such a change would be driven not bythe needs of radiation but by the need to
better represent the dynamical evolution of phenomena suchas the QBO. Raising the model top would
require the radiation scheme to be upgraded to represent non-LTE effects.

7.2 Polar lower stratosphere cold bias

Figure3a shows the annual-mean polar cold bias of around 5 K at 200 hPa. This is a very common
problem in global models (Gates et al., 1999), and has been present in the IFS for at least the last 25
years. It is barely affected by horizontal resolution, and it can be seen in Fig.24 that it is completely
untouched by the improvements described in section7.1. Its main cause is believed to be excessive
transport of water vapour from the troposphere to the polar lower stratosphere (Stenke et al., 2008),
presumably due to numerical diffusion from the advection scheme. The water vapour then emits too
strongly in the thermal infrared. In the case of the IFS, comparison of analyses and short forecasts with
both aircraft in-situ sampling (Dyroff et al., 2015) and MLS observations (Fig.26) reveals that water
vapour is indeed overestimated in the extra-tropics between 150 and 250 hPa (the latter being the lower
limit of MLS) with the largest overestimate being around a factor of four over the summer pole. It
appears that the analysis water-vapour biases are just as large as the forecast biases.

While it is outside the scope of this paper to solve the advection problem, we can ask what the impact
would be if it were solved by artificially modifying the humidity seen by the radiation scheme. Experi-
ments have been performed in which the humidity seen by radiation has been reduced by up to a factor of
three using the pattern shown in Fig.27, which almost completely removes the polar lower stratosphere
cold bias. The impact on monthly forecast skill is shown in Fig. 28, and indicates a positive impact
over Europe in all tropospheric variables, although only the signal in 500-hPa temperature has reached
statistical significance. There is a need to understand the mechanisms for this improvement, but at this
stage it appears not to be limited to better predictions of either SSWs (since improvements are also seen
in summer) or the North Atlantic Oscillation (since the NAO index itself is not significantly improved).
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Figure 27: Impact of artificially reducing humidity seen by radiation scheme: (left) multiplier applied to specific
humidity seen by radiation, and (right) change to annual-mean temperature in four 1-year TL255 simulations
(compare to the model bias in Fig.3a).

It should also be noted that the temperature bias in the zonalmean hides larger transient biases asso-
ciated with individual cyclones (not shown); it is possiblethat more predictive skill will emerge when
the source of the humidity bias is fixed leading to more accurate simulation of the zonally asymmetric
component of the radiative heating and cooling.

8 Challenge 5: Efficiency

There is a strong impetus at ECMWF to optimize the major components of the IFS, and radiation has
historically been regarded as one of the most expensive. However, in the HRES configuration of current
IFS Cycle 43R3 (TCo1279 resolution), the new ecRad radiation scheme is responsible for only around
5% of the computational cost of the forecast model. This figure is much less than the 19% reported
by Morcrette et al.(2008b) for the McRad radiation scheme when it became operational adecade ago
in Cycle 32R2 (TL799 resolution). Part of this difference is because ecRad isfaster than McRad, as
described in section8.1. But the majority is because the increase in horizontal resolution has been
accompanied both by a reduction in model timestep while the radiation timestep has been kept constant
at 1 h, and an increase in the ratio of model to radiation gridpoints from 6.25 to 10.24.

Going forward, the challenge is to configure the radiation scheme to provide the maximum accuracy and
hence forecast skill within an approximately fixed computational envelope. In section8.2it is argued that
the trade-off is currently skewed too much in favour of spectral resolution rather than temporal or spatial
resolution, and indeed we show that shortening the ENS radiation timestep from its current value of 3 h
results in a measurable increase in forecast skill. Section2 described a decade of progress in radiation
modelling, but because of the high spectral resolution of the underlying RRTM-G gas optics scheme,
neither McRad nor ecRad are fast enough to use in the simplified physics of the data assimilation system;
instead the tangent-linear and adjoint calculations are based on the old Morcrette radiation scheme. If the
option became available for ecRad to use a much faster gas optics scheme then it would be possible to
use it also in the data assimilation system, leading to greater consistency between the full and simplified
physics schemes.
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Figure 28: Scorecard indicating the change to monthly forecast skill over Europe and in the tropics (as measured
by the Ranked Probability Skill Score) arising from artificially fixing the polar lower stratosphere cold bias by
reducing humidity seen by radiation, between forecast weeks 1 (w1) and 4 (w4), for a range of model variables.
The scores are computed from 26 years of re-forecasts for February, May, August and November start dates (a
total of 104 cases).

8.1 Optimizations in ecRad

The rewriting of the radiation scheme presented the opportunity to introduce not only a much more mod-
ular structure, but also a number of significant optimizations. Figure29 is taken fromHogan and Bozzo
(2016) and compares the cost of the main parts McRad and ecRad. The main optimizations in ecRad are:

• Switching the fastest varying dimension to be spectral interval, rather than column (as in the rest
of the model physics). This is because conditional operations (which inhibit vectorization) depend
on the presence of cloud or whether the sun is above the horizon, and these are functions of column
but not spectral interval. This change makes all parts of thescheme faster, except for gas optics
since the original McRad code is still used for this part, andan additional permutation of arrays is
now required at the end. In principle this could be much improved in a future implementation of
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Figure 29: Comparison of the computational cost of various parts of the old ‘McRad’ and new ‘ecRad’ radiation
schemes in a 1-day forecast of the IFS at TCo639 resolution with 137 levels. All calculations performedafter
interpolation to the radiation grid are included. ‘Preparation’ consists of preparing the inputs to the radiation
scheme. This is followed by the four components of the new scheme but with the ‘Solver’ component divided into
the McICA cloud generator and then the radiative transfer calculations in the shortwave (SW) and longwave (LW).
In both runs the model was configured to process atmospheric profiles in batches of eight.

the gas optics model.

• McRad recomputed the cloud optical properties using the perturbed water contents from the
McICA cloud generator for each spectral interval (or g-point). A large speed-up is achieved by
instead computing the optical properties for each band (there being 8–9 times fewer bands than
g-points) and then simply scaling the resulting optical depths using the McICA cloud generator.
This change also reduces the stack memory usage in OpenMP threads of the entire model by a
factor of 2.5. Although this corresponds to a reduction of the total memory footprint of the IFS by
only 3%, a reduction of memory per thread is attractive for emerging future HPC architectures.

• The stochastic cloud generator has been rewritten to use farfewer random numbers, and is around
a factor of four faster (seeHogan and Bozzo, 2016, for details).

In this real-world benchmark, ecRad is around 34% faster than McRad, reducing to 31% when the com-
putational cost of interpolating to the reduced radiation grid is included. This suggests that an immediate
route to improving forecast skill for the same cost is to reinvest the saving by reducing the ENS radiation
timestep from 3 to 2 h. Figures30a and30c quantify the increase in skill in ENS resulting from such
a change. Unfortunately, when ecRad was introduced into operational Cycle 43R3, the cost saving was
needed to increase the ‘buffer’ between the time the operational suite typically finished and the deadline
for delivering forecast products to member states, so the ENS radiation timestep was kept constant at 3 h.

Another ongoing project will enable the radiation scheme (and potentially other components such as the
wave model) to be run in parallel to the dynamics (Mozdzynski and Morcrette, 2014). The expected
efficiency improvement of the whole model is expected to be oforder 5%, although the forecast impact
of the model seeing radiation fluxes lagged by 1–2 radiation timesteps needs to be assessed.
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(a) Temperature, 2 h minus 3 h (b) Temperature, 1 h minus 3 h

(c) Zonal wind, 2 h minus 3 h (d) Zonal wind, 1 h minus 3 h

Figure 30: Change to the 48-h Continuous Ranked ProbabilityScore (CRPS) in temperature (K) and zonal wind
(m s−2), versus latitude (◦N) and pressure (hPa) resulting from reducing the radiationtimestep from (left column)
3 h to 2 h and (right column) 3 h to 1 h. Negative values indicatean improvement of forecasting skill. To put these
numbers in perspective, the root-mean-squared error in 48-h tropospheric temperature is around 0.75 K and in
vector wind is around 3 m s−1. Therefore, a 0.03 K reduction in temperature CPRS is an improvement of around
4% and a 0.015 m s−1 reduction in wind CPRS is an improvement of around 0.5%. The ensemble forecasting
system consisted of 21 ensemble members at TCo399 resolution with 91 levels and 45 start dates in 2015 usingIFS
Cycle 43R1 (with ecRad as the radiation scheme) evaluated against operational analyses. Note that the apparent
increase in error in the stratosphere is believed to be due toa slight worsening of the temperature bias in the 91-
level model, and is not seen when evaluating the impact of radiation timestep in 137-level deterministic forecasts.

8.2 Balancing spectral accuracy with other aspects of the radiation scheme

The model responds to broadband fluxes, which the radiation scheme computes by integrating over
four dimensions:time, space, angleandfrequency. A trade-off therefore has to be made in how finely
each of these dimensions are discretized to maximize accuracy. Table2 compares the temporal, spatial
and spectral resolution of four global NWP models, and a striking difference is evident with ECMWF
favouring spectral over spatial resolution compared to theother centres.

Considering firsttime, since 2004 the radiation scheme is called every 1 h in HRES andevery 3 h in
all other model configurations. Calling the radiation scheme every timestep gives only a marginal im-
provement over calling it every 1 h, but every 3 h is significantly worse, which is hardly surprising given
that the path of the sun through the sky is then represented bytypically only four discrete angles. Im-
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Figure 31: Comparison of the effect of improving the spatialversus temporal resolution of the radiation calls,
using daily 43R3 forecasts at TCo399 resolution from 1 June to 30 September 2016. The quantityshown is the
fractional change to root-mean-squared error, so−0.01 indicates a 1% improvement. The top row shows 500-hPa
temperature errors and the bottom row 2-m temperature errors. The control run calls radiation every 3 h and on a
grid with 6.25 times fewer gridpoints. The black line shows the effect of reducing the radiation timestep to 1 h and
the red line the effect of calling it every gridpoint.

provements were made in Cycle 41R2 to mitigate some of these problems with negligible computational
cost: theHogan and Bozzo(2015) approximate update scheme adjusts the longwave fluxes to respond
to evolving surface temperature, theManners et al.(2009) scheme corrects surface solar fluxes for the
changing path length of the sun through the atmosphere, while theHogan and Hirahara(2016) scheme
averages solar zenith angle in such a way as to remove the 3 K stratosphere temperature bias due to
infrequent radiation calls. Nonetheless,Hogan and Bozzo(2015) reported that only half of the forecast
degradation associated with 3-h radiation was mitigated bythese changes; the remainder was associated
with the interaction of the changing cloud fields with radiation that could only be captured by calling the
scheme more frequently. This is quantified in the right panels of Fig.30. These results suggest that it
would be highly desirable to increase the radiation frequency to once per hour in all operational model
configurations.

Consider nextspace; the radiation scheme is run on a coarser grid by interpolating the model fields
using a 12-point stencil (Morcrette et al., 2008b). The resulting fluxes are then interpolated back onto
the model grid. The degree of coarsening can be quite severe;the TCo1279 HRES model runs radiation
on a grid equivalent to that of a TCo399 model, which has 10.24 times fewer points. Until Cycle 41R1,
this severely degraded the 2-m temperature errors at some coastal points, as described in section4.1,
but the problem was solved in Cycle 41R2 by theHogan and Bozzo(2015) scheme. So is it any longer
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as important to improve spatial resolution as temporal resolution? This is answered in Fig.31, which
considers improvements to a control model with the same coarsening as ENS: radiation called every 3 h
on a grid with 6.25 times fewer points. The red lines show thatif radiation were called at every gridpoint
(an increase in computational cost of a factor of 6.25), random errors in temperature would be reduced
by at best 1% but for only a day or two into the forecast. The black lines show that if radiation were
called every hour (an increase in cost of a factor 3) then improvements of up to 3% can be expected that
persist much longer into the forecast. This reveals that it would be far more useful to improve temporal
rather than spatial resolution in ENS, and indeed there might be advantage to further spatial coarsening
in order to be able to afford a 1-h radiation timestep.

Radiation can propagate at an arbitraryangle,so it is surprising that global models can get away with
using the two-stream equations in which only two discrete angles are considered for the diffuse radiation
field, plus the propagation of the direct beam in the case of solar radiation. More sophisticated radiation
models can treat an arbitrary number of streams,N, but as a rule of thumb the computational cost of the
solver is O(N3), so a four-stream solver would be eight times more expensive. Cheaper alternatives have
been proposed, for example theRäisänen(2002) scheme of simply tweaking the two-stream coefficients
to better predict shortwave fluxes when the sun is low in the sky. In the longwave,Fu et al.(1997)
proposed an approximation to four streams that increasing the cost of the solver by 80% compared to a
two-stream solver with scattering. But as discussed in section 5.2, the first step at ECMWF would be to
turn on longwave scattering in a two-stream context, increasing the cost of the longwave solver by 33%,
and the radiation scheme overall by 10%.

Finally we considerfrequency.Like most state-of-the-art GCM radiation schemes, RRTM-G uses the
correlated-k method for its spectral integration: within several broadbands,the complex gas absorp-
tion spectra are represented by a number of representativespectral intervals(also known as g-points)
that are treated monochromatically by the rest of the scheme. The first row of Table2 shows the total
number of spectral intervals required by RRTM-G, which is also used in the global models of DWD,
NCEP and (in the longwave only) Météo France. This scheme is very accurate in clear-sky conditions
(e.g.,Macfarlane et al., 2016), but it uses up to 3.7 times more spectral intervals than some of the other
NWP centres listed in the table. Since all subsequent parts of the radiation code use the same spectral
discretization, a reduction of the number of intervals scales the cost of the entire scheme. Part of the
problem is that RRTM-G has such a large number of bands; Table2 confirms the unsurprising fact that
more bands leads to more spectral intervals.Hogan(2010) demonstrated that for clear-sky longwave cal-
culations, thefull-spectrum correlated-kmethod (FSCK) could be applied, and that neither the variation
of the Planck function with frequency, nor the number of active gases, was a valid reason to introduce
bands. With only a single band covering the entire longwave spectrum, heating-rate accuracies of better
than 0.1 K d−1 should be achievable through most of the troposphere and stratosphere using only around
32 spectral intervals.Pawlak et al.(2004) showed that even fewer spectral intervals were required inthe
shortwave, although they proposed two bands to allow for thefact that cloud absorption is almost entirely
limited to the near infrared. Further work is required to extend longwave FSCK to clouds. We will also
investigate what can be learned from the fast single-band ‘ACRANEB’ radiation scheme (Mašek et al.,
2015) used in the HARMONIE limited-area model.

An alternative approach to speeding up the four-dimensional integration discussed above is to employ
some kind of sampling of one or more of the dimensions.Bozzo et al.(2014) tested a stochastic sampling
technique in which only around 12% of the spectral intervalswere computed in each call to the radiation
scheme, speeding the scheme up to the extent that it could be called at every model gridpoint or more fre-
quently in time. This was found to solve the coastline problem discussed in section4. The downside was
that it led to significant random errors in diagnosed surfacefluxes, which would be a problem for users
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such as the solar energy industry. In practice, the approximate update technique ofHogan and Bozzo
(2015) solved the coastline problem without generating noisy fluxes, so that scheme was implemented
into the operational model instead. Other sampling ideas that could be considered in future are to select
the more absorbing spectral intervals that are only important in the middle atmosphere and either treat
them with a cheaper solver (Li and Barker, 2005) or call them less frequently in time (Manners et al.,
2009).

9 Conclusions

Radiation is a key process in the ECMWF model, and improvements in the representation of radiative
transfer are needed to improve forecasts at all timescales,from short-range temperature forecasts to the
predictability of regime shifts in monthly and seasonal forecasts. As has been highlighted in this paper,
radiation interacts with many other parts of the model, and radiation developments need to be pushed for-
ward on many fronts in concert with improvements to the otherparts of the model. There is a particular
need to improve the consistency of assumptions made in the different schemes, and to exploit new obser-
vations to improve these assumptions and to understand possible compensating errors between schemes.
A unifying framework for tackling these disparate challenges is the new ecRad radiation scheme, whose
flexibility and efficiency will facilitate the scientific testing and implementation of the new ideas that will
enable us to meet these challenges in the coming decade.

This paper has explored a large number of potential improvements to the treatment of radiation, but
naturally not all can be taken forward with the same priority. We next provide an outlook for the work
highlighted in the discussion of the five challenges, and then summarize the likely order in which they
will be tackled.

1. Considering first thesurface,improving 2-m temperature forecasts in different regions requires a
careful unpicking of the role of the relevant processes, including radiation. While there is always
scope to improve the representation of surface albedo, suchas for snow-covered surfaces, the
current ‘single flat tile’ paradigm will never properly capture important effects in more complex
terrain. We have demonstrated an efficient new way to treat 3Dradiative effects in forest and urban
canopies and tested it in the offline version of ecRad. This offers the potential for more accurate
calculation of the reflection from forests with snow on the ground, as well as photosynthesis rates
if needed. The ability to compute the shortwave and longwavefluxes into the three main facets
of an urban environment will facilitate the development of an urban tile in the IFS, which would
also treat turbulent fluxes of heat and other tracers betweenthe urban surfaces and the boundary
layer above. Judging from the experience of representing urban areas in some other regional NWP
and climate models, this should lead to better forecasts forhalf the world’s population that live in
cities.

2. A list of desirable physically-based improvements to thetreatment ofclouds in the radiation
scheme was identified. The changes with no computational cost included adopting ‘EXP-RAN’
overlap, regime-dependent cloud heterogeneity consistent with the cloud microphysics scheme,
improved formulations of ice and liquid effective radius, and representing convective cloud in the
radiation scheme. With a 10% cost increase, ecRad also allows longwave scattering to be repre-
sented. Since these changes can have opposing effects on theradiation budget, the plan is to group
as many together at once before including in an IFS cycle. Although not affordable operationally,
ecRad also has the option to represent 3D effects for the firsttime in a global model. This will
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enable us to determine the importance of 3D radiative effects on the Earth’s radiation budget, and
if it is significant, to explore cheaper ways of approximating the impact in the operational model.
It should also facilitate better forecasts of direct shortwave fluxes for the solar energy sector.

3. Two modifications with very different effects onclear-sky shortwave absorptionwere tested. An
upgrade of the near-infrared water vapour continuum led to aweak but very widespread warming
of the troposphere; aside from slightly countering the coldbias in the tropical troposphere, it was
difficult to detect any robust improvements to weather forecasts. By contrast, an upgrade of the
aerosol climatology caused stronger but more localized changes to tropospheric heating, which
improved the low-level flow responsible for the Indian Summer Monsoon. It was also found that
the IFS analysis system is very sensitive to errors in the aerosolabsorptionoptical depth, a quantity
that is very poorly observed. This opens up an intriguing research question: can we use the model’s
wind and temperature biases in the vicinity of other monsoonsystems to diagnose locations where
the aerosol absorption is wrong? This would stimulate a deeper examination of whether the aerosol
sources or optical properties in the CAMS system need to be improved.

4. A concerted effort to improve themiddle atmospherein the IFS has been made by the Stratosphere
Task Force over the last year. In this paper we have shown thatthe extremely large warm biases
(up to 20 K) in the upper stratosphere and mesosphere can be largely removed by a combination of
improvements that reduce solar heating rates, the most significant being the use of an updated solar
spectrum with 7–8% less ultraviolet. However, we have also found that the stratosphere tends to
cool at higher horizontal resolutions (Fig.3c), a problem that needs to be understood and resolved
before the improvements can be implemented operationally.An even longer-standing error is the
polar lower stratosphere cold bias of∼5 K in both analyses and forecasts, due to radiation acting
on a very large overestimate of humidity. Artificially removing the temperature bias appears to
lead to more accurate monthly forecasts, so the next step is to find a physical solution to the exces-
sive transport of water vapour from troposphere to stratosphere, and to understand the dynamical
mechanisms by which a reduction in temperature bias leads toimproved predictive skill in the
troposphere.

5. Finally toefficiency,the relative cost of radiation has dropped by a factor of fourin the last decade,
giving it a comparable cost to the other individual physics parameterizations. A priority is to in-
crease the frequency of radiation calls to 1 h in all model configurations, which could be afforded
by using a gas optics model with significantly fewer spectralintervals than RRTM-G. This could
be achieved either by implementing an alternative existingmodel, or by taking on the more ambi-
tious task of developing the full-spectrum correlated-k idea at ECMWF. The modular structure of
ecRad makes it straightforward to support several gas-optics models (including RRTM-G), so that
different configurations of the IFS could choose a differenttrade-off between spectral resolution
and other priorities.

The priority to be applied to each of these items depends on their likely impact on forecasts, the time
needed to do the necessary research and implementation, andparallel developments in the other parts of
the IFS on which radiation improvements depend. The first items to be carried forward towards opera-
tional implementation are the package of physically-basedimprovements to the treatment of clouds, and
the modifications that reduce the middle-atmosphere temperature bias. On a similar timescale, we en-
visage the aerosol climatology to be upgraded as new reanalysis datasets become available from CAMS.
The development of an urban tile is envisaged to start in the next two years, at which time we would con-
sider an overhaul of the treatment of the surface in the radiation scheme, including possible 3D radiative
effects in urban and forested surfaces. Investigating faster gas-optics schemes would likely be started on
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a similar timescale. The introduction of orographic radiative effects would be tested closer to the time
when the next resolution upgrade will occur; a resolution of5 km is expected in 2025.
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