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Vienna, 17thof January 2017

ERA-CLIM2 General Assembly 2017

A. Vidard (Coupled Assimilation) ERA-CLIM2 General assembly meeting Vienna, 17thof January 2017 1 / 15



Coupled Data Asimilation: an opportunity

OA coupling is a complex matter with many sources of uncertainties

time/space non-confomity

interfaces may actually not be represented by any component

multi physics with different characteristics.

highly parameterised interface (Bulk formulae)

coupling methods

...

Some of theses uncertainties are unavoidable, some others are linked to the way we
implement things.
Coupled DA is an opportunity to account for or reduce them
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Coupled modelling systems
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Coupling methods
Usual approaches
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(Figs. 9(a,c,d,f)) to switch from the single ITCZ shown
in Figure 8 to a double ITCZ structure. Second, the ap-
pearance of a weak double ITCZ structure in SE (Figure
9(a,d)) is highly dependent on the choice of the horizontal
di↵usion coe�cient. The increased di↵usion coe�cient in
Figs. 9(b,e) impacts the moisture processes in a way that
convert the weak double ITCZ in the default SE run to a sin-
gle ITCZ peak. This brief assessment highlights the strength
of an idealized testing framework in order to shed light on
the physics-dynamics interactions. We suggest that this ap-
proach can also be used to analyze the e↵ects of di↵erent
physics-dynamics coupling strategies.

Ultimately and as discussed earlier, for a model of the
atmosphere to approximate a realistic climate, an ocean is a
necessary ingredient. In the above, simple prescribed SSTs
or slab oceans were used since the aim was to construct
models that are as constrained as possible. In practice, mod-
els with significantly more complexity are utilized, with as-
sociated physical parameterizations, data assimilation, and
other infrastructure. Coupling these components together
(the same holds true for the land surface models, chemistry,
etc.) is non trivial, as the following section will describe.

8. Intra model coupling

In this section, the focus is on intra-models coupling prob-
lems within the climate modeling system, where the cou-
pling occurs via an exchange of boundary conditions that
transmit fluxes through a physical interface (e.g. the air-
sea or sea-ice interface). A di�culty inherent to this type
of application is that many distinct physical processes at
di↵erent temporal and spatial scales, governed by di↵erent
physical/conservation laws, must be simultaneously consid-
ered as a whole. This di�culty leads to intertwined physical,
mathematical and numerical delicacies. For example, ocean-
atmosphere coupling covers a large range of aspects: pa-
rameterizations of atmospheric and oceanic boundary layers,
estimation of air-sea fluxes, time-space numerical schemes,
matching of di↵erent grids at the interface, coupling algo-
rithms, software implementation, etc, adding to the overall
complexity of numerical models which are usually only con-
sidered on their own, neglecting connectivity. Algorithms
to solve such coupled problems can be classified into two
general categories

(i) Monolithic method: a single model representing all compo-
nents to be coupled is defined. It requires each component
to share the same space-time computational grid and com-
putational framework. This approach is not tractable when
trying to couple two individual models developed indepen-
dently from each other with distinct numerical techniques,
except for toy models [e.g. Connors and Ganis, 2011].

(ii) Partitioned/split method : analogous to operator splitting,
the full problem is split into smaller problems solved inde-
pendently with boundary exchanges through their common
interfaces. This is the most frequently adopted and most
natural option in coupled problems arising in earth system
modeling, e.g. ocean-atmosphere, sea-ice-ocean or sea-ice-
atmosphere coupled problems. However the di�culty is that
this type of approach can give rise to various splitting errors.
Analysis and attribution of these errors is not straightfor-
ward, as elaborated below.

In the present section the partitioned approach is con-
sidered and the example of the ocean-atmosphere (OA)
coupling is used to illustrate the delicacies in terms of
physics/dynamics inconsistency inherent to intra-model
coupling. A comprehensive review about interface-coupled
multiphysics systems in a broad sense can be found in Keyes
et al. [2013].

8.1. Theoretical limitations of current OA coupling
methods

Most multiphysics coupling problem assume that all
scales are resolved by the numerical models and that the

boundary conditions at the interface are of Dirichlet or Neu-
mann type (or a linear combination of both). In the case
of the ocean-atmosphere problem the dynamical coupling
is strongly influenced by physical parameterizations which
makes the rigorous mathematical analysis not tractable. Re-
garding the numerical resolution of the OA coupling problem
for practical applications, it is generally tackled in two dif-
ferent ways. Either by an exchange of instantaneous bound-
ary data at the largest time step of the two models, this
method is referred to as synchronous coupling. Or by an
exchange of averaged-in-time boundary data over a time in-
terval [ti, ti+1] (which is much larger than the largest time
step). This method is referred to as asynchronous coupling.
Those methods, described in Figure 10, are loose coupling
schemes in the sense that they correspond to only one iter-
ation of an iterative process without reaching convergence
[see Lemarié et al., 2014, 2015]. Hence, they do not strictly
provide the solution to the OA coupling problem, but an
approximation of one. The theoretical limitations of the
synchronous and asynchronous methods are now explained
further. Regarding the synchronous coupling algorithm, the
following issues can be emphasized:

• Aliasing errors: significantly di↵erent time steps are used
in each model (for the same horizontal resolution the oceanic
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Figure 10. Schematic view of the synchronous coupling
(top) asynchronous coupling (middle) and of the global-
in-time Schwarz coupling (bottom) with time advancing
to the right. The function Foa(Uo,Ua) represents the pa-
rameterization of air-sea fluxes with Uo (resp. Ua) the
oceanic (resp. atmospheric) state vector. h·i is a given
time averaging operator, and �to, �ta the dynamical
time step of the models such that N = �to/�ta.
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(Figs. 9(a,c,d,f)) to switch from the single ITCZ shown
in Figure 8 to a double ITCZ structure. Second, the ap-
pearance of a weak double ITCZ structure in SE (Figure
9(a,d)) is highly dependent on the choice of the horizontal
di↵usion coe�cient. The increased di↵usion coe�cient in
Figs. 9(b,e) impacts the moisture processes in a way that
convert the weak double ITCZ in the default SE run to a sin-
gle ITCZ peak. This brief assessment highlights the strength
of an idealized testing framework in order to shed light on
the physics-dynamics interactions. We suggest that this ap-
proach can also be used to analyze the e↵ects of di↵erent
physics-dynamics coupling strategies.

Ultimately and as discussed earlier, for a model of the
atmosphere to approximate a realistic climate, an ocean is a
necessary ingredient. In the above, simple prescribed SSTs
or slab oceans were used since the aim was to construct
models that are as constrained as possible. In practice, mod-
els with significantly more complexity are utilized, with as-
sociated physical parameterizations, data assimilation, and
other infrastructure. Coupling these components together
(the same holds true for the land surface models, chemistry,
etc.) is non trivial, as the following section will describe.

8. Intra model coupling

In this section, the focus is on intra-models coupling prob-
lems within the climate modeling system, where the cou-
pling occurs via an exchange of boundary conditions that
transmit fluxes through a physical interface (e.g. the air-
sea or sea-ice interface). A di�culty inherent to this type
of application is that many distinct physical processes at
di↵erent temporal and spatial scales, governed by di↵erent
physical/conservation laws, must be simultaneously consid-
ered as a whole. This di�culty leads to intertwined physical,
mathematical and numerical delicacies. For example, ocean-
atmosphere coupling covers a large range of aspects: pa-
rameterizations of atmospheric and oceanic boundary layers,
estimation of air-sea fluxes, time-space numerical schemes,
matching of di↵erent grids at the interface, coupling algo-
rithms, software implementation, etc, adding to the overall
complexity of numerical models which are usually only con-
sidered on their own, neglecting connectivity. Algorithms
to solve such coupled problems can be classified into two
general categories

(i) Monolithic method: a single model representing all compo-
nents to be coupled is defined. It requires each component
to share the same space-time computational grid and com-
putational framework. This approach is not tractable when
trying to couple two individual models developed indepen-
dently from each other with distinct numerical techniques,
except for toy models [e.g. Connors and Ganis, 2011].

(ii) Partitioned/split method : analogous to operator splitting,
the full problem is split into smaller problems solved inde-
pendently with boundary exchanges through their common
interfaces. This is the most frequently adopted and most
natural option in coupled problems arising in earth system
modeling, e.g. ocean-atmosphere, sea-ice-ocean or sea-ice-
atmosphere coupled problems. However the di�culty is that
this type of approach can give rise to various splitting errors.
Analysis and attribution of these errors is not straightfor-
ward, as elaborated below.

In the present section the partitioned approach is con-
sidered and the example of the ocean-atmosphere (OA)
coupling is used to illustrate the delicacies in terms of
physics/dynamics inconsistency inherent to intra-model
coupling. A comprehensive review about interface-coupled
multiphysics systems in a broad sense can be found in Keyes
et al. [2013].

8.1. Theoretical limitations of current OA coupling
methods

Most multiphysics coupling problem assume that all
scales are resolved by the numerical models and that the

boundary conditions at the interface are of Dirichlet or Neu-
mann type (or a linear combination of both). In the case
of the ocean-atmosphere problem the dynamical coupling
is strongly influenced by physical parameterizations which
makes the rigorous mathematical analysis not tractable. Re-
garding the numerical resolution of the OA coupling problem
for practical applications, it is generally tackled in two dif-
ferent ways. Either by an exchange of instantaneous bound-
ary data at the largest time step of the two models, this
method is referred to as synchronous coupling. Or by an
exchange of averaged-in-time boundary data over a time in-
terval [ti, ti+1] (which is much larger than the largest time
step). This method is referred to as asynchronous coupling.
Those methods, described in Figure 10, are loose coupling
schemes in the sense that they correspond to only one iter-
ation of an iterative process without reaching convergence
[see Lemarié et al., 2014, 2015]. Hence, they do not strictly
provide the solution to the OA coupling problem, but an
approximation of one. The theoretical limitations of the
synchronous and asynchronous methods are now explained
further. Regarding the synchronous coupling algorithm, the
following issues can be emphasized:

• Aliasing errors: significantly di↵erent time steps are used
in each model (for the same horizontal resolution the oceanic
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Figure 10. Schematic view of the synchronous coupling
(top) asynchronous coupling (middle) and of the global-
in-time Schwarz coupling (bottom) with time advancing
to the right. The function Foa(Uo,Ua) represents the pa-
rameterization of air-sea fluxes with Uo (resp. Ua) the
oceanic (resp. atmospheric) state vector. h·i is a given
time averaging operator, and �to, �ta the dynamical
time step of the models such that N = �to/�ta.

Synchronous method.
Aliasing errors
Synchronicity issues
Physics-dynamics inconsistency error

Asynchronous method:
Does not solve the original problem

Possible solutions

Monolithic approach

Iterative method to solve the coupling problem

A. Vidard (Coupled Assimilation) ERA-CLIM2 General assembly meeting Vienna, 17thof January 2017 4 / 15



Coupling methods
Schwarz Waveform Relaxation (AKA Global in time Schwarz method)
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(Figs. 9(a,c,d,f)) to switch from the single ITCZ shown
in Figure 8 to a double ITCZ structure. Second, the ap-
pearance of a weak double ITCZ structure in SE (Figure
9(a,d)) is highly dependent on the choice of the horizontal
di↵usion coe�cient. The increased di↵usion coe�cient in
Figs. 9(b,e) impacts the moisture processes in a way that
convert the weak double ITCZ in the default SE run to a sin-
gle ITCZ peak. This brief assessment highlights the strength
of an idealized testing framework in order to shed light on
the physics-dynamics interactions. We suggest that this ap-
proach can also be used to analyze the e↵ects of di↵erent
physics-dynamics coupling strategies.

Ultimately and as discussed earlier, for a model of the
atmosphere to approximate a realistic climate, an ocean is a
necessary ingredient. In the above, simple prescribed SSTs
or slab oceans were used since the aim was to construct
models that are as constrained as possible. In practice, mod-
els with significantly more complexity are utilized, with as-
sociated physical parameterizations, data assimilation, and
other infrastructure. Coupling these components together
(the same holds true for the land surface models, chemistry,
etc.) is non trivial, as the following section will describe.

8. Intra model coupling

In this section, the focus is on intra-models coupling prob-
lems within the climate modeling system, where the cou-
pling occurs via an exchange of boundary conditions that
transmit fluxes through a physical interface (e.g. the air-
sea or sea-ice interface). A di�culty inherent to this type
of application is that many distinct physical processes at
di↵erent temporal and spatial scales, governed by di↵erent
physical/conservation laws, must be simultaneously consid-
ered as a whole. This di�culty leads to intertwined physical,
mathematical and numerical delicacies. For example, ocean-
atmosphere coupling covers a large range of aspects: pa-
rameterizations of atmospheric and oceanic boundary layers,
estimation of air-sea fluxes, time-space numerical schemes,
matching of di↵erent grids at the interface, coupling algo-
rithms, software implementation, etc, adding to the overall
complexity of numerical models which are usually only con-
sidered on their own, neglecting connectivity. Algorithms
to solve such coupled problems can be classified into two
general categories

(i) Monolithic method: a single model representing all compo-
nents to be coupled is defined. It requires each component
to share the same space-time computational grid and com-
putational framework. This approach is not tractable when
trying to couple two individual models developed indepen-
dently from each other with distinct numerical techniques,
except for toy models [e.g. Connors and Ganis, 2011].

(ii) Partitioned/split method : analogous to operator splitting,
the full problem is split into smaller problems solved inde-
pendently with boundary exchanges through their common
interfaces. This is the most frequently adopted and most
natural option in coupled problems arising in earth system
modeling, e.g. ocean-atmosphere, sea-ice-ocean or sea-ice-
atmosphere coupled problems. However the di�culty is that
this type of approach can give rise to various splitting errors.
Analysis and attribution of these errors is not straightfor-
ward, as elaborated below.

In the present section the partitioned approach is con-
sidered and the example of the ocean-atmosphere (OA)
coupling is used to illustrate the delicacies in terms of
physics/dynamics inconsistency inherent to intra-model
coupling. A comprehensive review about interface-coupled
multiphysics systems in a broad sense can be found in Keyes
et al. [2013].

8.1. Theoretical limitations of current OA coupling
methods

Most multiphysics coupling problem assume that all
scales are resolved by the numerical models and that the

boundary conditions at the interface are of Dirichlet or Neu-
mann type (or a linear combination of both). In the case
of the ocean-atmosphere problem the dynamical coupling
is strongly influenced by physical parameterizations which
makes the rigorous mathematical analysis not tractable. Re-
garding the numerical resolution of the OA coupling problem
for practical applications, it is generally tackled in two dif-
ferent ways. Either by an exchange of instantaneous bound-
ary data at the largest time step of the two models, this
method is referred to as synchronous coupling. Or by an
exchange of averaged-in-time boundary data over a time in-
terval [ti, ti+1] (which is much larger than the largest time
step). This method is referred to as asynchronous coupling.
Those methods, described in Figure 10, are loose coupling
schemes in the sense that they correspond to only one iter-
ation of an iterative process without reaching convergence
[see Lemarié et al., 2014, 2015]. Hence, they do not strictly
provide the solution to the OA coupling problem, but an
approximation of one. The theoretical limitations of the
synchronous and asynchronous methods are now explained
further. Regarding the synchronous coupling algorithm, the
following issues can be emphasized:

• Aliasing errors: significantly di↵erent time steps are used
in each model (for the same horizontal resolution the oceanic
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Figure 10. Schematic view of the synchronous coupling
(top) asynchronous coupling (middle) and of the global-
in-time Schwarz coupling (bottom) with time advancing
to the right. The function Foa(Uo,Ua) represents the pa-
rameterization of air-sea fluxes with Uo (resp. Ua) the
oceanic (resp. atmospheric) state vector. h·i is a given
time averaging operator, and �to, �ta the dynamical
time step of the models such that N = �to/�ta.

Considering :

u0 ∈ H1(Ωa ∪ Ωo) the initial condition

k the iteration number

u0
a(0, t) the first-guess

The SWR algorithm reads :
Louko = fo on Ωo × Ti

uko (z, 0) = u0(z) z ∈ Ωo

Gouko = Gauka on Γ× Ti


Lauka = fa on Ωa × Ti

uka (z, 0) = u0(z) z ∈ Ωa

Fau
k
a = Fou

k−1
o on Γ× Ti

where Ti = [ti ; ti+1]

At convergence, it provides a flux consistent solution : Faua = Fouo and
Gouo = Gaua on Γ× Ti
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Coupling methods
Why does it matter

Hurricane Erica’s trajectory and ensemble spread
18 members of WRF/ROMS, generated through perturbations of initial conditions and

coupling frequency (lemarié et al. 2014))
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Coupling Methods
Usual coupling vs Schwarz methods

Main drawbacks :

This is an iterative method

Convergence speed greatly depends on Fd , Gd and u0
a(0, t) (d = a, o)

Advantages :

This is a non-intrusive coupling method

At convergence, it provides a strongly coupled solution

Starting point of this ERA-CLIM2 task, in the framework of a variational system

Can we improve the boundary conditions to accelerate the SWR convergence?

Take benefit of the minimisation iterations for the SWR ones
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Fully Iterative Method (FIM)

x0 = u0(z), z ∈ Ω = Ωa ∪ Ωo is the controlled state vector

xcvg = (u
kcvg
a , u

kcvg
o )T is the converge solution of the SWR algorithm : kcvg

iterations

The first-guess u0
a in the SWR algorithm is updated after each minimisation iteration

JFIM(x0) = Jb(x0) +

∫ ti+1

ti

〈
y − H (xcvg) ,R−1(y − H (xcvg))

〉
Ω
dt

The solution provided is strongly fully insanely coupled

It requires the adjoint of the coupling

It possibly requires a large number of Schwarz iterations
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Truncated iterative method (TIM)

x0 = (u0(z), u0
o(0, t))T , z ∈ Ω \ Γ

The Schwarz iterations are truncated at kmax < kcvg iterations

xmax = (ukmax
a , ukmax

o )T

Extended cost function :

Js = αF‖Fau
kmax
a (0, t)−Fou

kmax
o (0, t)‖2

Ti
+ αG‖Gaukmax

a (0, t)− Goukmax
o (0, t)‖2

Ti

with ‖a‖2
Σ = 〈a, a〉Σ

JTIM(x0) = Jb(x0) +

∫ ti+1

ti

〈
y − H (xmax) ,R−1(y − H (xmax))

〉
Ω
dt + Js

The solution provided is quasi-strongly coupled

It requires the adjoint of the coupling

It requires fewer number of Schwarz iterations than the FIM
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Weakly Interfaced Models (WIM)

x0 = (x0,a, x0,o)T with x0,d = (u0|z∈Ωd
, u0

d(0, t))

The direct coupling between both models is suppressed

Models are coupled during the assimilation process

JWIM(x0) =

∑
d=a,o

(Jb(x0,d) + Jo(x0,d))

+ Js

The solution provided is weakly coupled (as coupling is a weak constraint)

It requires only the adjoints of the uncoupled models

There is no coupling iterations
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Considered schemes - Summary

Algo Control vector # of
coupling
iterations

extended
cost

function

Adjoint of
the

coupling

Coupling

FIM (u0(z)) kcvg no yes strong
TIM (u0(z), u0

o)T kmax possibly yes ∼strong
WIM (u0(z), u0

a , u
0
o)T 1 yes no weak

Table: Overview of the properties of the coupled variational DA methods described
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Application to a 1D diffusion problem
Our simple coupled system : two coupled 1D diffusion equations

Previous algorithms (in incremental formulation) are applied on a 1D linear diffusion
problem, using the OOPS framework.
Let us consider (d = a, o):

Ld = ∂t + νd∂
2
z

νa 6= νo the diffusion coefficients

Gd = νd∂z and Fd = Id the interface operators on Γ

fd the second member such that the analytical solution is

u?d (z , t) = U0
4
e
− |z|

αd
{

3 + cos2
(

3πt
τ

)}
on Ωd × Ti
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Application to a 1D diffusion problem
Our simple coupled system : two coupled 1D diffusion equations - results

Algo αF αG kmax # of
minimisation

iterations

# of
models

runs

Interface
imbalance
indicator

RMSE in
◦C

FIM - - kcvg 14 1501 5. 10−12 0.216
TIM 0 - kcvg 14 1509 7. 10−11 0.216
TIM 0 - 5 15 165 15.07 0.282
TIM 0 - 2 16 68 123. 0.641
TIM 0.01 - 2 166 670 4. 10−7 0.216

TIM 0.01 - 1 97 197 1. 10−6 0.217
WIM 0.01 40 1 416 835 1.4 10−7 0.228

Uncoupled 0 0 1 24 51 2633. 8.495
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Application to a 1D diffusion problem
Our simple coupled system : two coupled 1D diffusion equations - fixed number of iteration

Algo αF αG kmax # of
minimisation

iterations

# of
models

runs

Interface
imbalance
indicator

RMSE in
◦C

TIM 0.01 - 1 24 51 5. 10−5 0.330
WIM 0.01 40 1 24 51 7. 10−1 3.092

Uncoupled 0 0 1 24 51 2633. 8.495

Algo αF αG kmax # of
minimisation

iterations

# of
models

runs

Interface
imbalance
indicator

RMSE in
◦C

CERA-like-2 − − 2 2 ∗ 10 48 10 0.3
CERA-like-4 − − 2 4 ∗ 5 54 7. 10−1 0.3

A. Vidard (Coupled Assimilation) ERA-CLIM2 General assembly meeting Vienna, 17thof January 2017 14 / 15



Application to a 1D diffusion problem
Our simple coupled system : two coupled 1D diffusion equations - fixed number of iteration

Algo αF αG kmax # of
minimisation

iterations

# of
models

runs

Interface
imbalance
indicator

RMSE in
◦C

TIM 0.01 - 1 24 51 5. 10−5 0.330
WIM 0.01 40 1 24 51 7. 10−1 3.092

Uncoupled 0 0 1 24 51 2633. 8.495

Algo αF αG kmax # of
minimisation

iterations

# of
models

runs

Interface
imbalance
indicator

RMSE in
◦C

CERA-like-2 − − 2 2 ∗ 10 48 10 0.3
CERA-like-4 − − 2 4 ∗ 5 54 7. 10−1 0.3
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Final comments

It is difficult to draw a clear conclusion from such a simplistic testcase but

The way models are coupled should not be overlooked

but controlling and/or penalising the interface mismatch could be a step toward
stronger coupling

Before the end of the project

more in depth theoretical study on convergence

Apply these algorithms to a more realistic coupled SCM (Ocean/ABL, currently
being implemented within OOPS)

look into optimized interface conditions for SWR

In parallel:

extend this work to ensemble smoother
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