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Heterogeneous Systems

« Use many processor architectures
— X86_64 + GPUs
— x86_64 + KNL
— OpenPower + GPUs
— ARMvVS8 + GPUs

« Goal:
— Increase compute power with specialised processors
— Improve energy efficiency

« Parallel Programming Languages:
~ MPI
— OpenMP
— CUDA

— OpenACC
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Allinea’s vision

* Helping maximize HPC production
allinea » Reduce HPC systems operating costs
PERFORMANCE .
REPORTS * Resolve cutting-edge challenges
« Promote Efficiency (as opposed to Utilization)

» Transfer knowledge to HPC communities

« Helping the HPC community design the best

3 allinea applications

T EQRMGAE * Reach highest levels of performance and

scalability
* Improve scientific code quality and accuracy
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Where to find Allinea’s tools

H Over 65% of Top 100 HPC systems

* From small to very large tools provision

| 8 of the Top 10 HPC systems

* From 1,000 to 700,000 core tools usage

H Future leadership systems

 Millions of cores usage
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Development process workflow

Demand for software
efficiency

ANALYZE

(Allinea

Performance
Reports)

Demand for
developer efficiency

A

FORGE

PERF
OPTIMIZATION

(Allinea MAP)

R )
. Open Interfaces e
(e.g. JSON APIs) .

===

\ 4

i . [—
Continuous Integration .
(e.g. Jenkins, etc.) .
-— —

a

\ 4

Version Control

a

Debug/optimize, edit,
commit, build, repeat

DEBUGGING

(Allinea DDT)

A 4

(e.g. GIT, etc...)
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Analyse with Allinea Performance Reports

MADbench2

16 processes, 1node

sandybridge2

Mon Nov 4 12:27:50 2013
109 seconds (2 minutes)

allinea
PERFORMANCE

REPORTS

Atmp/MADbench2

12-core server/ HDD / 16 readers +writers MPI

CPU

Summary: MADbench2 is |/O-bound in this configuration

The total wallclock ime was spent as follows:

CPU 48% |

vel oo I
o s

Time spent running application code. High values are usually good.
This is low; it may be worth improving I/O performance first.

Time spent in MPI calls. High values are usually bad.

This is average; check the MPI breakdown for advice on reducing it.
Time spent in filesystem 1/O. High values are usually bad._

This is high; check the IO breakdown section for optimization advice.

This application run was I/O-bound. A breakdown of this time and advice for investigating furtheris in the /O section below.

CPU

A breakdown of how the 4 5% total CPU time was spent:
Scalar numericops  4.9% |

Vectornumericops 0.1% |

Memory accesses  95.0% IR

Other 0.0 |

The per-core performance is memory-bound. Use a profiler to
identify ime-consuming loops and check their cache performance.

No time was spent in vectorized instructions. Check the compiler's
vectorization advice lo see why key loops could not be vedorized.

110

A breakdown of how the 53.9% total IO time was spent:
Time in reads 3.7% |

Time in writes 96.3% [ |

Estimated read rate 272 Mb/s [

Estimated write rate  7.06 Mbis |

Most of the time is spent in write operations, which have a very low
transfer rate. This may be caused by contention for the filesystem or
inefficient access pattemns. Use an /0 profiler to investigats which
write calls are affected.

MPI
Ofthe 41 3% total time spentin MPI calls:
Time in collective calls 100.0% |

Time in point-to-point calls 0.0% |

Estimated collective rate 4.07 bytes/s I

Estimated point-to-point rate 0 bytesis I

All of the time is spent in collective calls with a very low transfer rate,
This suggests a significant load imbalance is causing

synchronization overhead. You can investigate this further with an
MPI profiler,

Memory

Per-process memory usage may also affect scaling:
Mean process memory usage 160 Mb [N

Peak process memory usage 173 Mb I

Peak node memory usage 172% N

The peak node memory usage is low. You may be able to reduce
the total number of CPU hours used by running with fewer MPI
processes and more data on each process.

Very simple start-up

No source code needed

Fully scalable, very low overhead

Rich set of metrics
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Increase the efficiency of your jobs

Accelerators

A breakdown of how accelerators were used:

GPU utilization 78.3% 1N

Global memory accesses  70.9% [

Energy

Mean GPU memory usage 31.5% [l

Peak GPU memory usage  22.7% [l A breakdown of how the 3.6 Wh was used:
Significant time is spent in global memory accesses. Try CcPU 62.9% Il
modifying kernels to use shared memory instead and check for System %

bad striding patterns.
Mean node power 92.4W [N
GPU utilization is acceptable. Use the NVIDIA Visual Profiler to

improve kernel performance. Peak node power 94w [N

Significant energy is wasted during MPI communications. It may
be more efficient to use fewer nodes with more data on each

ODEHMP node.

A breakdown of the 99.5% time in OpenMP regions: Significant time is spent waiting for memory accesses. Reducing

the CPU clock frequency could reduce overall energy usage.

Computation %

synchronization 41.1% IR
Physical core utilization 100.0% I
System load 939.7% R

significant time is spent synchronizing threads in parallel regions.
Check the affected regions with a profiler.

This may be a sign of overly fine-grained parallelism (OpenMP

|
regions in tight loops) or workload imbalance. a I I I n Ea




Allinea Forge: the toolkit for HPC developers

\
° I I i Fine tune
ACCESSIBLE Unique single interface Fine tune_
» Easy to start and use _

» State of the art features i

unexpected

* Fully scalable issues

—4 \

- Tackles new challenges
* For latest IBM machines Resolve

POWERFUL

INNOVATIVE
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Allinea MAP — the profiler

‘ No instrumentation

Low overhead

Scalable

Small data files

.fhemelb_256p_2014-01-26_19-37.map - Allinea MAP - Allinea Forge 5.1-43967

idit View Metrics Window Help
2d: hemelb on 256 processes, 0 nodes Sampled from: Sun Jan 26 19:37:21 2014 for 464.1s Hide Metri

R _

U floating-point oo .
149 % ]

mory usage
122 MB i ‘

1:55 (+154.087s, 33.3%): Memory usage ranged from 70.0 kB (rank 0) to 145 kB (rank 71) with mean 119 kB and s.d. 10.6 kB

epManager.h

54 Concern * concern;
55 MethodLabel method;
56 std::string name;
57 Action(Concern &concern, MethodLabel method) :
58 concern(&concern), method (method)
61 Action(const Action & action) :
62 concern(action.concern), method(action.method) ({...J )
65 = bool Call()
66 {
% I, 7 refurn concern->CallAction(method);
68
69 b
70
71 typedef std::map<steps::Step, std::vector<Action> > Registry;
72
73 frer
78 StepManager (Phase phases = 1, reporting::Timers * timers = NULL, bool separate_concerns = false);
79
& pe
87 void Reaister(Phase phase. steps::Step sten. Concern & concern. MethodlLabel method):

t/Output = Project Files = Main Thread Stacks \ Functions \

Thread Stacks

core time ~ MPI Function(s) on line Source Position
= ¢ main { main.cc:16
=SimulationMaster::RunSimulation() master.RunSimulation(); main.cc:40
='HandleActors [inlined] DoTimeStep(); SimulationMaster.cc::
SimulationMaster.cc:341
StepManager.h:67
StepManager.cc:127
StepManager.cc:150

= CallActionsForPhase [inlined], CallActio... stepManager->CallActions();

:net::IteratedAction::CallActio... return concern->CallAction(method);
all [inlined] CallActionsForStep(static_cast<steps::Step>(step), 0);
allActionsForPhase [inlined] CallActionsForPhase(phase);
7 others
12 others

ing data from 256,000 samples taken over 256 processes (1000 per process)

T
1 4.14115.4%
1.6%

Allinea Forge 5.1-43967 & Main Thread VI
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Quickly spot appl

* Find patterns of
MPI and OpenM
Imbalance

« Offload compute
Intensive paralle
regions to be
offloaded to a
COProcessor or
accelerator

Ication bottlenecks

File Edit View Metrics Window Help

Profiled: b on 64 processes, 4nodes, 64 cores (1 per process) Sampled from: Fri 9. Sep 15:09:25 2016 for 59.3s
— _
MPI calls LS
21.9 k calls/s
MPI point-to-point re———
20.7 k calls/s
o
15:09:55 (+30.791s, 52.0%): MPI point-to-paint ranged from 10.0 k calls/s (rank 57) to 673 k calls/s (rank 0) with mean 21.2 k calls/s and s.d. 82.1 k calls/s
File Edit View Metrics Window Help
Profiled: Discovar on 1 process, 1 node, 24 cores (24 per process) Sampled from: Wed Jul 1 11:28:43 2015 for 478.1s Hide Metrics. .

- W 1 T

CPU floating-point
12%

Memory usage
2.10 GB

11:28:43-11:36:41 (478.0975): Main thread compute 10.5 %, Pthreads 5.0 %, OpenMP %, File /0 2.7 %, Synchronisation - %, OpenMP overhead 13.7 %, Sleeping © % | CPU floating-point 1.2 %; Memory Zoom *1 =,

allinea



Energy analytics

/h b D, [t Ty

gy.map - Allinea MAP - Allinea Forge 6.1 X
File Edit View Metrics Window Help

Profiled: slow fon 4 processes, 1 node Sampled from: Fri May 27 17:01:57 2016 for 38.5s

Hide Metrics...
Main thread activity

CPU power usage 2

21.8 W/node

o

17:01:57-17:02:35 (38.453s): Main thread compute 75.9 %, MPI 24.1 %

Zoom
F slow.fao X

Time spent on line 109 ®

(8000, 2000)

Breakdown of the 36.9% time
out (8000, 2000)

spent on this line:

[+)

Executing instructions  100.0% I
Calling other functions  0.0%
Time in instructions executed:
Scalar floating-point 0.0%
Vector floating point

Scalar integer

Vector integer 0.0
arr out(i,j) - sqre(arr in(i, §) - arr in(i,§)) + sqre(arr in(i,J) + arr in(i, 1) Memory access 76.4% HE
arr_out(i,j) — arr_out(i,j) * acr_out(i,]) Branch

Other instructions 0.0

1,80
arr_out (i,j) =
arr_out(i,j) =

sqrt(arr_in(i,3) - arr_in(i,j)) + sqrtlarr_in(i,j) + arr_in(i,j))
arr_out(i,j) * arr_out(i,j)

| inputjoutput | Project Files | Main Thread Stacks = Functions |

Functions @
Self Total MPI Child Function Self CPU energy ~  Child CPU energy Self CPU power  Child CPU power
66.9% S— 80.6% 13.7% 13.7% stride 4223 | I 215.1 )
16.9% el 214 16.9% 16.9% mpi_barrier_ 271.4 | 105w
4.0% aili 40%  4.0% mpi_allreduce_ 623 )M 11.0W
3.0% 4 3.0%  3.0% mpi_send_ 46.6 1l 102 W
6.5%Lili 10.5% 4.0% 4.0% imbalance 24.5]] 68.3 | 25W 1L0W
0.2% . 02% 02% mpi_recv_ 19] 50W
2.5% ik 7.4% 5.0% 5.0% overlap 1.7) 722 )M osw 95w
<0.1% <0.1% <0.1% mpi_waitany_ <0.1] g
<0.1% 100.0% 24.1% 100.0% slow 936.3 | I 5.4W

Showing data from 4,000 samples taken over 4 processes (1000 per process)

Allinea Forge 6.1 & Main Thread View
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Allinea DDT — the debugger

« Easily debug executable in your workflow with the
“reverse connect’” mechanism

Support
Tutorials

allinea.com

- allinea

FORCGE

allinea
D_\

allinea
MAP

Licence Serial: 7413 ?

RUN
Run and debug a program

ATTACH

Attach to an already running program.

OPEN CORE

Open a core file from a previous run.

MANUAL LAUNCH (ADVANCED)
Manually launch the backend yourself

OPTIONS

Remote Launch

[patrick@allinea-demo 3_fix]$ ddt&

[1] 3761
[patrick@allinea-demo 3_fix]$ 1s
job.sub mmult3.c mmult3. f90 mmult3.sub

Makefile mmult3_c.exe mmult3_f90.exe
[patrick@allinea-demo 3_fix1$ cat job.sub
#!/bin/bash

#PBS -1 walltime=8:00:00,nodes=1:ppn=8,pmem=1000mb
#PBS -N test

fmodule load openmpi/1.6.5
ddt --connect mpirun -n 8 mmult3.exe

[patrick@allinea-demo 3_fix]$ qsub job.sub
Job 3248 has been submitted.

[off

- [patrick@allinea-demo 3_fix1$ |}

quit

Reverse Connect Request

A new Reverse Connect request is available from allinea-
demo:4201 for Allinea DDT.

Command Line: --connect mpirun -n 8 mmult3.exe

Do you want to accept this request?

Allinea Forge v5-1-BRANCH

allinea



Debug large scale application

File Edit View Control Tools

Window Help

H>W°D(i;ﬁ(ﬂﬂ‘§ﬂéﬁ§ﬂ§3 ' O-F-

Switch between ...cis

OpenMP threads

Project Files

I[mw] [o]

2 X

File View Control Search Tools Window Help [Search (Ctri+k)

» 0 B B RPEVEEIE ! O-D
Current Group:

Focus on current: @ Group () Process () Thread

Step Threads Together

mainc [ | | & hydro_godunovc [

‘\ rgﬁ

61

24576 processes (0-24575)

Paused: 17220 Playing: 7356 Finished: 0

Al
Currently selected: {on nid09271, pid 30268, main thread IWP 30269)
Create Group
Project Files B® [ ™ MpiEnvironment.cc 3 1 ™ LatticeData.cc 3% | ¢ xyzpart.c 3 |
Search (Ctrl+K) ] < 546 if (aUpicks[i].val 1= -1) . .
- 547 allpicks[ntsamples++] = allpicks[i];
[+ " template.cc (=~ 548
[+ [ template_annotator.cc 549
B[ template_cache.cc 550 /* Sort all the picks Message Queles.
B ™ template dictionary.cc 551 ikvsortii(ntsamples,
[+ [ template_modifiers.cc 552
- [ template_namelist.cc 553 0
faed template—pat:h"ps'“ 554 /* Select the final s
[+ [ template_string.cc P s
B [ timar.c 555 for (i=1; i<npes; i++
B [ timers.c 556 mypicks[i] = allpic
ar 557 mypicks[8].key =1
Timers.cc B
B € timing.c 558 mypicks[npes].key = I
@ @ UnitConverter.cc 559
® O utilc se0
- = utilityFunctions.cc 561 WCOREPOP; /* free al
- = Vector3D.cc m 562
- @ Vector3DHemelb.cc 563 STOPTIMER(ct ctri-=A
B VelocityField.cc | | 584  STARTTIMER(ctrl, ctrl-=4 38
#- = Viewpoint.cc = 565
[ T T+ | 566 /* Compute the number
Input/Output | kpoints | h | stacks | p | point Qutput]
Stacks
Processes Threads Function

17220 117220 |=main (main.cc:37)
17220 17220 ] HSimulationMaster::SimulationMaster (SimulationMaster.cc:63)
17220 117220 ] = SimulationMaster::Initialise (SimulationMaster.cc:154)

17220 17220 ] = hemelb::geometry::GeometryReader::LoadAndDecompose (G
17220 17220 ] ptimiseDomainDecg
17220 17220 ] :: OptimisedDecomposi
17220 17220 ] ::geometry::decomposition::OptimisedDecompo:
17220 17220 ] (= ParMETIS_V3_PartGeomKway (gkmetis.c:90)

17220 117220 | i

Message queue
debugging

| Unexpected

_) Show local ranks

® Show global ranks

Only ranks with messages

Select communicator

MPI_COMM_WORLD
MPI_COMM_SELF
MPI_COMM_NULL

Ll

Show Diagram Key

[ Update )
Text Communicator  Queue Pointer From (local) | From (global) | To (local) o (global)
1 Receive: 0x8... MPI COMMUN... Receive 0x0 149 405 113 369
2 Receive: Ox MPI COMMUN... Receive ox0 16 272 193 449
3 Receive: Ox MP| COMMUN... | Receive 0x0 111 111 44 44
4 Receive: 0x8... MP| COMMUN... Receive 0x0 174 430 252 508
= | Rocaive nva mpLcoMMUN R nun 130 . 151

Visualise data
structures

<value optimized out>
<value optimized out>
—1065353216

<value optimized out>

[ EFFE]




Automate debugging with offline mode

- - e

21:18.172 jacobi_mpi_omp_gnu.exe 0-127 residual: 2.57
(_jacobi.f90:83)

Memory Leak Report

This report shows unfreed memory allocations when the program finished executing. Clicking an item in the bar chart below will show additional details about the allocations, including where they were allocated.
All 8 ranks:

Legend
Rank 0: 583.11 k& [ e e main (mmult3.c:139)

Rank 1: 58.71 kB 1 ompi_free_list_grow
Rank 2: 58.71 kB 1 B event_del_internal (minheap-internal.h)
Rank 3: 58.71 kB 1 I other
Rank 4: 58.71 kB 1.
Rank 5: 58.71 kB 1.
Rank 6: 58.71 kB 1.
Rank 7: 58.71 kB 1 fail=0
# --- check DDT tracepoint (residual)

f=jacobi_omp _mpi_gnu_debug.txt
resid="grep “~tracepoint $f |awk -Fresidual: ‘'{print $2}' |tail -1 |cut -c2-5°
if [ "$resid" != "2.57" ] ; then
((fail++))
echo "Test has failed resid=$resid*
else
echo “Test has succeeded”

allinea



Conclusion

* Analyse application efficiency and understand
behaviour with Allinea Performance Reports

* Develop faster by debugging and optimising large-
scale applications with Allinea Forge

* Avalilable for latest architectures:
— x86_64
— KNL
— CUDAS.0
— ARMvVS
— OpenPower

allinea



allinea

High performance tools to debug, profile, and analyze your applications

Thank you!

Any question, please ask.

Technical Support team . flebeau@allinea.com or support@allinea.com
Sales team . sales@allinea.com or marcin@allinea.com

allinea allinea allinea 2llin€a
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