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Next Generation Global Prediction System

ÅNGGPS is a program within National Weather Serviceôs     

5 year R2O Initiative

ÅDesign, develop, implement in operations a fully coupled 

atmos/ocean/wave/land/aerosol global prediction system in 

2020

http://www.weather.gov/sti/stimodeling_nggps_implementation_atmdynamics 
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Replacing Global Spectral Model (GSM)

ÅNGGPS undertaken in parallel with efforts initiated at 

UKMO and ECMWF

ÅHydrostatic GFS at end-of-life

ïContinued GFS operational performance improvements will 

require non-hydrostatic resolutions

ïNext-Generation computing will require scaling across potentially 

100,000ôs processors

ÅReduce implementation time and risk by evaluating 

existing non-hydrostatic models and select optimal 

dynamical core for range of global weather and climate 

applications in NOAAôs mission
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Testing and Implementation Plan

ÅPhase 1 (2014-15) ïIdentify Qualified Dynamic Cores

ï Evaluate technical performance

ÅPerformance and Scalability

ÅIntegration of scheme stability and characteristics

ÅPhase 2 (2015-16) ïSelect Candidate Dynamic Core

ï Integrate with operational GFS Physics/CCPP

ï Evaluate meteorological performance

ÅPhase 3 (2016-2019) ïDynamic Core Integration and 

Implementation

ï Implement candidate dynamic core in NEMS

ï Implement Common Community Physics Package

ï Implement data assimilation (4DEnVar with 4D incremental analysis update 

and stochastic physics)

ï Implement community model environment
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Phase 1 testing (2014-2015)

http://www.weather.gov/media/sti/nggps/Executive_Summary_Report.pdf

Phase 1 testing built on High Impact Weather Predication Project (HIWPP)
http://hiwpp.noaa.gov/

Table 1. Level 1 Testing Evaluation Criteria 

 

Level 1 

Eval # 
Evaluation Criteria 

1 Bit reproducibility for restart under identical conditions 

2 Solution realism for dry adiabatic flows and simple moist convection 

3 

 

High computational performance (8.5 min/day) and scalability to NWS 

operational CPU processor counts needed to run 13 km and higher 

resolutions  expected by 2020.  

4 Extensible, well-documented software that is performance portable. 

5 Execution and stability at high horizontal resolution (3 km or less) with 

realistic physics and orography 

6 Lack of excessive grid imprinting 

 

http://hiwpp.noaa.gov/


ÅAVEC formed August 2014 to evaluate and report on 

performance, scalability and software readiness of 

NGGPS candidate dycores:

Advanced Computing Evaluation Committee

Phase-1 Benchmarking Report
http://www.weather.gov/media/sti/nggps/AVEC%20Level%201%20Benchmarking%20Report%2008%2020150602.pdf

Advanced Computing Evaluation Committee 

Chair: John Michalakes, NOAA (IMSG) 

Co-chair: Mark Govett, NOAA/ESRL 

Rusty Benson, NOAA/GFDL 

Tom Black, NOAA/EMC 

Henry Juang, NOAA/EMC 

Alex Reinecke, NRL 

Bill Skamarock, NCAR 

 

Contributors 

Michael Duda, NCAR 

Thomas Henderson, NOAA/ESRL (CIRA) 

Paul Madden, NOAA/ESRL (CIRES) 

George Mozdzynski, ECMWF 

Ratko Vasic, NOAA/EMC 



ÅAVEC formed August 2014 to evaluate and report on 

performance, scalability and software readiness of 

NGGPS candidate dycores:

Advanced Computing Evaluation Committee



ÅAVEC formed August 2014 to evaluate and report on 

performance, scalability and software readiness of five 

NGGPS candidate dycores:

Advanced Computing Evaluation Committee



ÅAVEC formed August 2014 to evaluate and report on 

performance, scalability and software readiness of five 

NGGPS candidate dycores:

Advanced Computing Evaluation Committee
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Workloads

Å 13 km workload

ï Represent current and near-term global NWP

domains

ï Measure performance of the code with respect 

to operational time-to-solution requirement (8.5 

minutes/forecast day)

Å 3 km workload

ï Represent future operational workloads 

expected within lifetime of NGGPS

ï Measure scalability: efficiently utilize many times 

greater computational resources

Å Baroclinic wave case from HIWPP non-

hydrostatic dycore testing (DCMIP 4.1)

ï Added 10 artificial 3D tracer fields to simulate 

cost of advection

ï Initialized to checkerboard pattern to trigger cost 

of monotonic limiters

ï Configurations developed and agreed to by 

modeling groups and then handed off to AVEC 

Checkerboard tracer initialization pattern after 

one hour FV3 integration. Image provided by S. 

J. Lin, NOAA/GFDL



11

Computational Resources

ÅEdison: National Energy Research Scientific Computing 

Center (DOE/NERSC)

ï4 million core hours in two sessions totaling 12 hours of 

dedicated machine access

ï133,824 processor cores in 5,576 dual Intel Xeon Ivy Bridge

nodes (24 cores per node)

ïCray Aries network with Dragonfly topology

ï https://www.nersc.gov/users/computational-systems/edison/configuration

ÅPre-benchmark development and testing:

ïStampede: Texas Advanced Computing Center



12

AVEC Level-1 Evaluations: Performance
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AVEC Level-1 Evaluations: Performance

Å Performance: 

ï Number of processor cores needed to meet operational speed requirement with 13-km workload

ï Candidate rankings (fastest to slowest): (1) NMM-UJ, (2) FV3, (3) NIM, (4) MPAS, (5) NEPTUNE

ECMWF

Guest Dycore

(hydrostatic)
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switch to 

single-precision switch from 

4th to 3rd

degree 

polynomial 

Improved MPI

Communications

single precisiondouble precision
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AVEC Level-1 Evaluations: Scalability

Å Scalability: ability to efficiently use large numbers of processor cores

ï All codes showed good scaling.

ï Candidate rankings (scalability):  (1) NEPTUNE, (2) MPAS, (3) NIM, (4) FV3, (5) NMM-UJ

ECMWF

Guest Dycore

(hydrostatic)

(Higher is Better)



Phase-1 Report and Recomendation

ÅNIM produced reasonable mountain wave and supercell solutions.
ïExcessive noise near grid scale in B-wave solution.

ï Full physics forecasts excessively damped.

ÅNEPTUNE was not able to produce full physics 3-km forecasts.
ïB-wave too smooth, 4-km supercell not split by 90 mins.

ÅNMM-UJ did not produce realistic solutions for the mountain wave 
and supercell tests.
ïVertical velocity fields from full physics forecasts did not show signatures 

expected from resolved convection.

ÅFV3, MPAS produced highest quality solutions overall.
ïMore similar to each other than other models for all tests.

ïSome concern about MPASôs computational cost

ïRecommended that FV3 and MPAS proceed to Phase-2 Testing 

Phase-1 Benchmarking Report
http://www.weather.gov/media/sti/nggps/AVEC%20Level%201%20Benchmarking%20Report%2008%2020150602.pdf
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ÅDycore Test Group ïJeff Whitaker, test mgr. (NOAA/ESRL)

ï V. Ramswamy (NOAA/GFDL), K. Kelleher (NOAA/ESRL), M. Peng (NRL), H. 

Tolman (NOAA/NWS)

ï Consultants: R. Gall (U. Miami), R. Rood (U. Michigan), J. Thuburn (U. Exeter)

ÅPhase 2 AVEC committee

ï Rusty Benson (GFDL), Michael Duda (NCAR), Mark Govett (NOAA/ESRL), Mike 

Young (NOAA/NCEP), and JM

ÅPerformance testing with GFS physics (Crit. #4)

ï GFS physics runs with double (64b) fp precision

ï Configurations must be same as tested for Crit. #3

ï 3 nominal resolutions: 15km, 13km, 11km; 63 levels

ï Dedicated access to Cori Phase-1 system at NERSC (52K core Hasw 

ï Multiple runs varying numbers of processors to straddle 8.5 min/day 

simulation rate

Thanks to NERSC director Dr. Sudip Dosanjh and NERSC staff members Rebecca 

Hartman-Baker, Clayton Bagwell, Richard Gerber, Nick Wright, Woo-Sun Yang, and Helen 

HeRebecca Hartman-Baker, Clayton Bagwell, Richard Gerber, Nick Wright, Woo-Sun Yang, 

Helen Ye

NGGPS Phase 2 Testing
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dx gt lt dx gt mid lt gt mid lt

coarser 15.64/14.46 768 960 15 1920 2304 2816

nominal 13.03/12.05 1152 1536 13 2752 4160 4800 2752 3456 4160

finer 11.72/10.34 1536 2352 11 4608 5760 6912 4608 5760 6912

FV3 MPAS dt=112.5MPAS

https://www.nersc.gov/
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