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@ Rutherford Appleton Laboratory

Introduction

e Whatis cloud?

e How can it be applied for science applications
— Touch on relationship with HPC, Grid

* Practical experience building a community cloud for JASMIN
 Example application: IPython Notebook
e Challenges and next steps
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The cloud and the hype

Hype, ignorance, fear, misunderstanding and conflation with what has
gone before (e.g. cloud = the Grid)

VISIBILITY *  Different communities and
application domains have
reached different places on
the curve

Peak of Inflated Expectations

An enabling and disruptive

technology
Plateau of Productivity *  Cloud for science a fast

evolution
- Magellan Report 2011

Slope of Enlightenment http://science.energy.gov/~/media/ascr/pdf/

program-documents/docs/
Magellan Final Report.pdf

Trough of Disillusionment

Nb. Technology driven ::

development vs. user or
science driven The Gartner hype curve

Technology Trigger TIME

>

e.g. Frankencloud ©

http://www.entrepreneur.com/article/247140
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) i e nderstand in order to exploit:
a cloud definition

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources that can be rapidly
provisioned and released with minimal management effort or service provider
interaction.” — NIST SP800-145

5 essential 4 deployment
models

. 3 service models
characteristics
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Abstraction of Physical

How can Cloud help the
Research Community?

e Address Big Data problem

Resources ]
— Bring users to the data
& Compute
« Network — Potential for near-limitless compute
S .
e * Long-tail research
— Provide data analysis downstream of
primary production in a way that is
customised for researchers e.g.
Share of Cloud Resource . .
virtualised desktops
gﬂ ﬁ o
|| B & Organisation A .
; ‘ commtons ® RESOUrCe pooling
Internal Services — Divide up resources easily amongst
o] isation C .
rganisation different tenant research groups
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— Cloud - 200 socket Vmware
vCloud licence (100 servers,
1600 cores)

A
1

L JASMIN e A big data analysis facility for

g Data Archive, Group workspaces and compute the enV|rOnmenta| sciences

g Bare Metal High performance — 16 Petabytes high-performance
€ Compute global file system disk

‘o 2 .

£ ToEr — 4000 computing cores

E Virtualisation * (HPC, Virtualisation)

5 e N . Cloud burstas — High-performance network

s) demand requires . .. .

2 Community Cloud design optimised for i/o

§ External throug.hpu.t

K Cloud — Virtualisation

a Providers

!

classes of
user

Different

A combination of capabilities
deliver what is needed

Support a spectrum of usage models
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= CEMS and JASMIN I:
\)
CEMS ;- dan .

o gt steps with Cloud

Climate, Environment &
Monitoring from Space

* Deployed a private cloud based on VMware vCloud Director in
common JASMIN-CEMS environment

* Goal: self-service configurable VMs for scientific analysis next
to the data

* But,
— vCloud web portal too complicated for external users

— It couldn’t be locked down sufficiently for deployment alongside the
data archive and sensitive services

— Demand for processing with batch compute which didn’t need the
flexibility of cloud

e Solutions
1) Build a custom cloud portal
2) The Inside-outside project
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1) Custom Cloud Portal

JASMIN Cloud Management Interface

“LtT=m "« Building on top of vCloud
=== | ¢ Keep it simple: provide just enough

Name  Status  Operating System Internal IP External IP jons
test_machine [ZZZT2)  Red Hat Enterprise Linux 6 192.168.3.4  172.26.9.71 2015-09-24 ) ﬁ 7a
(64-bit) 15:58:21 L] L] [ ] [ ]
S tionalitv to ovision a
unc N I N
PuppetBastion  [ZIEITN Red HatEnterpriseLinux 6 192.168.3.2 - 201502-11 o> [o]c] o]

configure VMs

scmies o e @ science & Technology . . . .
| T i * Right tools for right users: scientists,
developers and administrators

Abstraction layer )
[ V ] e Abstraction from vCloud also

— AWS provides a route to cloud federation /

Client

Impl%nents Other clients ... b u rStI ng
* Thin or thick client?

Earth Observation w4 Data Analysis
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Create,
* anisolated part of the network inside JASMIN
* that would give users all the freedom they would have outside but

* the benefit of good bandwidth to the data archive.

2) The Inside-Outside Project

/—‘ Firewall ’—\
JASMIN Internal Network

a

\_

\
Direct access to Direct File
batch processing System
cluster Access
J

s

S
N
Lotus Batch
Compute

S

/—‘ Firewall ’—\
External Network inside JASMIN

Panasas

storage

¢
/

JASMIN

http, ...

4 )
VM images
\_ J
Standard U
Remote Access NetApp
Protocols — ftp, storage
v

/
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Tenancy management and the
VM deployment workflow

p

External access

Other JASMIN services

JASMIN Cloud PortaI

Appliance
template
Catalogue

vCloud Director — :_“’E'“

Request new VM setting
guest customisation
settings

services

Puppet Master

Virtual Organisation

Panasas
storage
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Credit Tim Booth, NERC CEH

National Centre for
Atmospheric Science

Pooling RAM with EOS Cloud

Desktop as a Service for environmental
genomics hosted on JASMIN Cloud

Exploits key characteristics of cloud:
pooling and elasticity

The problem: bioinformatics apps are
memory hungry
Solution: using virtualisation seamlessly

share access to a ‘fat’ node with 512 GB
RAM in the tenancy

A token system allows users to boost their
VM to use the additional memory for a
metered period
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=n | c
1Py ParallelBenchmark-lohn % | + ==
a 192.171.139.23/user/screen/notef P ParallelBe ark-. I Search fE s A® &=
I P [yl: Note b 00 k ParallelBenchmark-John Last Checkpoint: 5 days ago (read only) IPython (Python 2) + Logout

+ %< & B 4 ¥ > B C vakiown [7] CellToolbar: none [z
8 0, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]
des

In [63]: %%timeit
z = lview.map_sync(do_stuff, [np.random.rand(10,PROBLEM SIZE/NUMBER NODES) for i in xrange (NUMBER_NODES)])
z
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Example Cloud-hosted Application:

IPython Notebook

Provides Python kernels accessible via a
web browser

Sessions can be saved and shared

Trivial access to parallel processing
capabilities — IPython.parallel

New JupyterHub allows multi-user and
notebook management

Opportunity to open a middle ground in
the application space between

— batch compute / command line access:
powerful but hard

— web portals: easy to use but less flexible

OPTIRAD: ESA-funded project, land
surface data assimilation algorithms via
notebooks on JASMIN cloud

"" © Centre for Environmental

. Data Analysis
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JupyterHub, Swarm and Containers

VM: Swarm pool 0

Docker Container

IPython
Notebook
VM: slave 0
JupyterHub manages Kernel Parallel Parallel
users and provision Controller Engine

of notebooks

Docker Container Docker Container

IPython
Notebook

b Swarm

e L

D—
Parallel EEE

Controller Engine

Swarm manages
allocation of containers
for notebooks

Notebooks and kernels in Nodes for parallel
containers Processing
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Conclusions

* Experiences from project delivery
— Importance of key skills

— Cross-cutting team spanning, developers, sys admins, DevOps

— Effective linking of hardware deployment, cloud middleware and
application layer development

— Documented repeatable processes for operations

* Futures

— Challenge: how to bridge together different types of resource and
service seamlessly whilst preserving performance and user
segregation

— Effect and influence of new technologies: containers, object stores
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Further information

 JASMIN and CEDA:
— http://jasmin.ac.uk/
— http://www.ceda.ac.uk

e JASMIN paper (Sept 2013)

— http://home.badc.rl.ac.uk/lawrence/static/2013/10/14/
LawEA13 Jasmin.pdf

— Cloud paper to follow soon

e @PhilipJKershaw

NATURAL ENVIRONMENT RESEARCH COUNCIL —

National Centre for National Centrq for 4 "W Centre for Envi tal
@ Atmospheric Science t Earth Observation \\‘}; D:?a':n:rysi:vwonmen a

NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN



