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ABSTRACT

Extratropical cyclones (storms) are fundamental to thetheran the mid-latitudes and it is vital that they are
predicted as accurately and as far in advance as possiblenbgrical weather prediction (NWP). In the past stud-
ies of the prediction of extratropical cyclones have mafoyused on individual cyclones or cyclone simulations.
There have been some statistical studies, but these hadenss®ial or semi-automated methods to identify and
track the cyclones. As aresult these studies have beeedmiie to the large amount of work involved. This paper
presents a review of previous cyclone predictability stsdind then describes a fully automated storm tracking
forecast verification methodology. An overview of some lessthat have been obtained from its implementation
are presented and discussed. Results analysing the jwadi€storms by different ensemble prediction systems
(EPS) are presented followed by some regional analysissdf @MWF EPS.

1 Introduction

The day-to-day weather in the midlatitudes is largely delpahon the presence or absence of extratrop-
ical cyclones. In the presence of these cyclones, weathmglittans are generally unsettled, stormy, wet
and windy; in their absence, the weather is more settled andecktratropical cyclones can be benefi-
cial, in that they provide the majority of the precipitaticeceived in the midlatitudes and are therefore
important for human activities such as agriculture. Theyaao be very damaging, since under certain
conditions they can intensify more than usual, bringing/ \Vexavy rainfall and extremely strong winds.
This can result in loss of life and economic damage and itdscetiore important that these cyclones are
predicted as accurately and far in advance as possible bgneahweather prediction (NWP).

In the past studies of the prediction of extratropical cpehave mainly focused on individual cyclones
or cyclone simulations. There have been some statistigdlest, but these have used manual or semi-
automated methods to identify and track the cyclones. Asutrthese studies have been limited due to
the large amount of work involved. In recent years a new gyldentification and tracking approach to
forecast verification has been developEdb{ude et al.2007ab; Froude 2009 2010ab). This approach
provides detailed information about the prediction of opels. The method involves the identification
and tracking Hodges 1995 1999 of extratropical cyclones along forecast trajectoriematiStics can
then be produced to determine the rate at which the foregaktnes diverge from the analysed cyclones
with increasing forecast time. Detailed information abibwet prediction of extratropical cyclones can be
determined that it is not possible to obtain from other cotiemal forecast verification methodologies.

This paper has 2 main aims. The first is to provide an overviewrevious cyclone predictability
studies and the second is to describe the storm trackingdsteerification methodology and give an
overview of some of the results that have been obtained fteimiplementation. This paper continues
with a review of previous cyclone predictability studiesaction2 and the storm tracking methodology
is described in sectioB. Section4 presents some recent results frémoude(2010ab) which analyse
different ensemble prediction systems (EPS) archived®pilne THORPEX Interactive Grand Global
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Ensemble (TIGGE) projecBugeault and Coauthqra010. Sections presents some regional analysis
of the ECMWF EPS fronfrroude(2009 and the paper finishes with some final remarks and discussion
of future direction in sectio®.

2 Previous Extratropical Cyclone Predictability Studies

There have been numerous studies of the prediction of uhakiViextratropical cyclones. These are
generally motivated by the severity of a particular cyclondy the failure to accurately forecast such
an event. Examples include that orris and Gadd1988 for the Great October storm of 1987 and
that of Pearce et al(2001) for the European storms of 1999. Studies of such cyclonesair limited

to operational forecasts of the time; current numerical @®are also used to study the prediction
of severe cyclones that occurred in the past. For exadyog et al (2004 used a recent version of
the European Centre for Medium Range Forecasts (ECMWF)atwatgse and reforecast three major
European storms of the twentieth century, including theo®et 1987 storm. They found that although
the prediction of the track and intensity of the storm wag/\gwod with this modern high resolution
model, the timing of the storm was difficult to predict. As antinuation of this studyung et al(2005
explored the prediction of the storms by the ECMWF ensemideliption system (EPS). The study
showed that the EPS was able to predict the large forecasttairty associated with the timing of the
October 1987 storm as much as 4 days in advance.

There have also been a number studies, which have investitfad impact that some controllable fac-
tor has on the prediction of an individual cyclone or cycl@imulation. A common factor that is
often studied is the use of specific types of observationanttes of such studies includkuo et al.
(1997, Xiao et al.(2002 andPouponneau et &11999. TheKuo et al.(1997) study looked at the im-
pact that Global Positioning System (GPS) refractivityadaad on the short range prediction by the
Penn State/NCAR mesoscale model (MNG&ell et al, 1994 of an extreme cyclone, which occurred
over the Northwest Atlantic in January 1989. Results of tiielys showed that assimilation of the re-
fractivity data significantly improved the temperature amaisture fields and led to a considerably more
accurate prediction of the cyclone. TK&ao et al. (2002 study investigated the impact that satellite
derived winds had on the prediction, also by the MM5 modela ofiid-Pacific cyclone that occurred
in February 1998. They found that the satellite wind obd#wma increased the cyclonic zonal wind
shear and cross-front temperature gradient associatédheitcyclone and consequently improved the
predicted position and intensity of the cyclone.

Pouponneau et a{1999 looked at the impact that upper-level wind aircraft data ba the analyses
and forecasts of a well-predicted Atlantic cyclone ocagrin February 1994. The study used the
operational data assimilation and forecasting system déde&rance Courtier and Geleynl988 and
made use of an automated cyclone tracking syst&aelir et al. 1999 and references therein) to track
relative vorticity maxima. The study showed that the inidoof upper-level aircraft data modified the
vertical structure of the forecasted storm, which led toigicant forecast difference®ouponneau et al.
(1999 also suggest the use of an automated tracking algorithnmagide an alternative measure of
forecast skill to those measures currently used.

The impact that targeted observations have on the prediofiondividual cyclones has also been ex-
plored. For exampléeutbecher et al(2002 evaluate the potential to improve forecasts of one of the
French storms of December 1999 and a storm that hit DenmsokraDecember 1999 by using supple-
mentary observations in regions that lack accurate obenga The study used the ECMWF Integrated
Forecast System (IFS) and optimal observing regions (wtierause of additional observations will
reduce the forecast error the most) were identified withugargvectors. Overall the additional observa-
tions were found to improve the forecasts of the cyclones.
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Another factor that is often explored in such impact studiethe initial state. For exampléou et al.
(1998 investigated the impact of uncertainties in the initiahdions of a 5-day forecast of the cy-
clogenesis of the Atlantic cyclone studiedKuio et al.(1997). Using the MM5 model they found that
forecasts made up to 4.5 days before the storm reached kppedicted an intense cyclone, whereas
the forecast made 5 days before did not. Using a simplifiedimerof the MM5 adjoint model they
determined optimal perturbations by minimizing the errocsurring in the initial 12-hours of the 5
day forecast. These perturbations were then introducedtiet original analysis from which the 5-day
forecast was integrated and the resulting forecast wasasuladly improved.

Another study which used an adjoint model to study the inditandition sensitivity of forecasts of an
extratropical cyclone is that dfangland et al(2002. They use the U.S. Navy global forecast model to
study a U.S. east coast cyclone of January 2000. They foatdhtinoducing optimal perturbations into
the initial state of the 3 day forecast decreased the errtivarpredicted position of the cyclone from
1860 km to 105 km. Studies such as this andZba et al.(1998 study illustrate the sensitivity of the
prediction of cyclone development to the initial state.

The sensitivity of the development of individual cyclonesthe initial state is also often explored by
running an ensemble of simulations. Examples of this ireltiet studies ofanders et a[2000 and
Hacker et al(2003. TheSanders et a{2000 study constructed an ensemble using the National Center
for Atmospheric Research (NCAR) CCM2 modelack et al, 1993 to explore the sensitivity of ex-
plosive cyclogenesis to the initial conditions. Two diffat cases of cyclogenesis were contrasted: one
near Kamchatka and the other in the central Pacific. The ggalesis of the Kamchatka case was found
to be more predictable than that of the central Pacific casis.Was attributed to the weaker upper level
predecessor trough of the central Pacific case and to it'femharizontal scale.

Hacker et al(2003 studied a cyclone occurring off the northwest coast of Ndéktnerica in Febru-
ary 1999, which was badly predicted by NWP models. The stoas ferecast to hit Vancouver and
warnings of severe snow, rain and winds were issued. Howtheistorm did not hit Vancouver until
much later than forecast and in a decayed state.Hduker et al(2003 study uses ensembles to study
both initial condition and model error, and concluded thatel error played a larger role in the poor
forecasts.

In a recent studyhu and Thorpg2006) investigated forecast error growth, due to errors in the in
tial conditions and model deficiencies, by following the elepment of an extratropical cyclone in a
simulation obtained by applying upper level potential ity (PV) perturbations to an idealized two-
dimensional baroclinic jet initial state. Primitive eqioait models with different vertical discretization
and horizontal resolution were used to explore the impakctaarel uncertainty. Upper level pertur-
bations of different amplitudes were used to explore therdmrion of initial condition uncertainty
to forecast error growth. Differences between the foreeastr growth arising from inaccurate initial
conditions and model deficiencies are discussed.

All of the studies discussed so far have focused on individgeones or cyclone simulations. Although

such studies can provide a lot of information about the jotemhi of extratropical cyclones, a statistical

analysis of a large number of cyclones is required to obtainkgective assessment of cyclone predic-
tion and predictability. Such statistical studies are @erably less numerous than those of individual
cyclones. This has perhaps been mainly due to the large datignal requirements involved in such

an analysis.

There have in the past, however, been a number of studiehiaive aimed to provide a statistical
evaluation of the prediction of extratropical cyclones Ipeational models over North America and
the adjacent oceans. The first such study is thdteafry (1971, which analysed the prediction of a
sample of 417 storms from the November 1969 - February 19rtewby the then operational model of
the National Meteorological Center (NMC, now the Nationah@rs for Environmental Prediction). In
this study the cyclones were manually identified and tracked analysis and 36-hour forecast surface
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pressure maps, as those systems that had one or more clobed i$he forecast cyclones were then
compared with the analysed cyclones and statistics forrtioesan the predicted pressure, thickness and
position were generated. The results showed forecastéohegover the ocean did not deepen enough,
those to the lee of the Rockies were too deep and too warm ahtbtistrongly deepening cyclones the
forecast tracks generally lie to the right of the analysadis.

Other studies using this method of manually identifying aratking cyclones to generate forecast
statistics followed.Silberberg and Bosaftl982 analysed forecasts of cyclones by the NMC Limited
Area Fine MeSH Model (LFM) and obtained very similar restidtseary (1971). Grumm and Siebers
(1989 andGrumm et al(1992 examined forecasts of cyclones by the NMC Nested Grid MEdEIM)

and found that the forecasted cyclones deepened too mucttontnental areas and did not deepen
enough over the ocean. They also found that some of the fietayclones had a tendency to move
too slowly and that there was a cold bias during the wintertimnT hese studies used a semiautomated
method to identify and track the sea level pressure featurieish meant that unlike the earlier studies
of Leary (1971) andSilberberg and Bosa(tL982 the data from surface pressure maps did not have to
be manually entered into a computer.

Other such studies include those@fumm and Sieberl 990, Grumm (1993 and Smith and Mullen
(1993 which compared the prediction of cyclones by the NMC’s NGM éhe aviation run of the global
spectral model (AVN) and found that the AVN had higher levaipredictive skill in both cyclone in-
tensity and positionSanderg1986 1987 andSanders and Auciell(1989 investigated the prediction
of explosive cyclogenesis by models from the NMC. The stdieowed that the NMC models were
to slow to develop systems that were rapidly intensifyiSanderg1992 evaluated the prediction of
cyclones in the central and western North Atlantic regiorihi®yoperational models of NMC, ECMWF
and the UK Meteorological Office. The NMC model was found teehalightly higher levels of skill
than the other models, but the models were verified againsCldialyses and the results may therefore
contain some bias. Differences in the observations avaiiabthe central and western North Atlantic
region to each of the forecasting systems may also havegkayele.

The statistical studies discussed so far have mainly beececoed with the short range prediction (2
days or less) of cyclones and have been focused on the Nortridarregion. In the past there have
also been a few studies that have considered the medium paadietion of cyclones over Europe. The
studies ofGirard and Jarrau¢lL982 andAkyildiz (1985 investigated the differences between the grid
point model then operational at ECMWF and a spectral modetyTound that the propagation speed
of cyclones was consistently too slow for the grid point mMadel was also too slow for fast moving
cyclones in the spectral model. The cyclone deepening dimdyfilates were found to be less than that
observed for the grid point model, but were found to be moaéstic for the spectral model.

All of these statistical studies of cyclone prediction haweolved manually identifying and tracking
surface features. Although some useful information albdwaiprediction of cyclones has been obtained,
these studies have been limited by the time consuming taslantially identifying and tracking the fea-
tures. It should also be noted that all of the statisticalisgidiscussed are some 15 or more years old. A
statistical analysis of the prediction of extratropicatlopes by current NWP is therefore required. The
work highlighted in this paper performs a statistical as@lyof the prediction of extratropical cyclones
by NWP using a fully automated method of cyclone identifimatnd tracking.

3 Storm Tracking Methodology

In this section the storm tracking methodology is describetbre the presentation of some results
obtained with the method in sectiodgnd5. The extratropical cyclones are identified and trackedglon
the 6-hourly forecast trajectories in both hemispheresguie automated tracking schemeHddges
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(1995 1999. Before the cyclones are identified the planetary scaléls otal wavenumber less than
or equal to five are removetipskins and Hodge2002 2005 so that the cyclones can be identified as
extrema without being masked by the larger scales. The datalso reduced to a resolution of T42,
to ensure that only the synoptic scale features are idehtifiorticity features, at the 850-hPa level
exceeding a magnitude of(lx 10-°s! are identified, as positive extrema in the northern hemigphe
(NH) and negative extrema in the southern hemisphere (Sid)),cansidered as cyclones. Once the
cyclones are identified the tracking is performed, whicloimgs the minimization of a cost function to
obtain smooth trajectories (storm tracks). Only thosenstivacks that lasted at least two days, traveled
further than 1000 km and had a majority of their lifecycle BYIQ - 90°N or 2(°S - 9¢°S are retained
for the statistical analysis. The tracking is also perfatméth an analysis dataset so that the forecast
tracks can be verified.

In order to validate the forecast storm tracks against tladyais storm tracks, it is necessary to have
a systematic method of determining which forecast storickraorrespond to which analysis storm
tracks. The matching methodology Bfoude et al(2007H is used, in which a forecast storm track is
considered to be the same system as an analysis storm tecakétched) if the two tracks meet certain
predefined spatial and temporal criteria. A forecast tradaid to match an analysis track if:

Na+Ns
total number of points in the analysis and forecast trackgaetively and,, denotes the number

of points in the analysis track that coincide in time with foeecast track.

1. AtleastT % of their points coincide in time, i.el = 100x (ﬂ) wheren, andns denote the

2. The geodetic separation distarttbetween the first points of the forecast track, which coincide
in time with the analysis track, and the corresponding gaimthe analysis track is less th&h
ie.d< 2.

The forecast tracks that matched analysis tracks are uggthérate diagnostics concerning the position,
intensity and other properties of the cyclonesFtaude et al(20073b) the sensitivity of the diagnostics
to the choice of parameteks T andSwas explored in detail. They found that, although the nunatber
forecast cyclone tracks that matched analysis tracksdvarith different choices of the parameters, the
diagnostics produced from the matched tracks were bagicaliffected. For this paper all the results
were obtained using the parametkes 4, T = 60% andS= 4°.

As an additional constraint, only those cyclones whose gjsrecurs within the first 3 days of the fore-
cast or that already existed at time O are considered. Rdsoih the study oBengtsson et a[2005
indicated that the skill in predicting cyclone tracks aflatays is relatively low. If a cyclone was gener-
ated in a forecast at a lead time (the time since the staredbifecast) greater than 3 days, and matches
a cyclone in the analysis, then it was probably more due toahthan an accurate prediction. Although
this may not be the case for the more recent forecast andsimalystems, this constraint is kept so that
the methodology is consistent wiliroude et al(20073. For further details of the methodology please
seeFroude et al(2007ab); Froude(2009; Hodges(1995 1999; Hoskins and Hodge&002 2005.

4 TIGGE: Comparison of the Prediction of Extratropical Cyclones by
different Ensemble Prediction Systems

In this section some results are presented which apply tmmgtacking methodology to different en-
semble prediction systems (EPS) using data from the TIG@Er Since 1 February 2008 the TIGGE
archive has included EPS data from 10 different operatiogther centres, namely the Australian Bu-
reau of Meteorology (BoM), the Chinese Meteorological Adistiration (CMA), the Canadian Mete-
orological Centre (CMC), the European Centre for Medium geaWeather Forecasts (ECMWF), the
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Figure 1: Tracks (a) and intensities (b) of an Atlantic cyodopredicted by the ECMWF EPS. The
ECMWF analysis is also shown. Units of intensity &r@ x 10~°s™* (relative to background field
removal) and the numbers along the tracks correspond taotteefist lead time in days. The forecast
start time (day 0) is 12 UTC on 22 February 2008.

Japanese Meteorological Administration (JMA), the Kor®katieorological Administration (KMA), the
National Centers for Environmental Research (NCEP), theM#t Office (UKMO), the Brazilian Cen-
tre for Weather Prediction and Climate Studies (Centro @wiPao de Tempo e Estudos Climaticos,
CPTEC) and Meteo France. EPS data for all of these centrespekieteo France, has been analysed
for the 6 month time period of 1 February 2008 - 31 July 2008.tedd-rance was excluded because
their forecasts are only integrated out to 3 days, which tdar@ enough to include the full life cycle
of a large number of extratropical cyclones. The storm ifieation and tracking was performed along
each ensemble member and control forecast for each EPSf6rrtionth time period. It was also per-
formed with the ECMWF analysis for verification. Since thelopes are verified against the ECMWF
analysis, there may be some positive bias towards ECMWHFeimdbults. However this will probably
only be significant in the earlier part of the forecaBefigtsson et a12005.

Figure 1la shows an example of the tracks and intensities of an Atlagtlone predicted by ECMWEF.
The analyzed Atlantic cyclone (shown in black) formed overtN America at 00 UTC on 22 February
2008. It then travelled across the Atlantic, intensifyiagidly over the next 3 days before reaching its
maximum relative vorticity amplitude of 19x 10~°s~ at 06 UTC on 25 February. The cyclone then
moved north of the British Isles, over Scandinavia, andiptstRussia while decaying over the next 3.5
days.

The ensemble member tracks are tightly spaced around thesenimack indicating that this particular
cyclone is highly predictable. The mean track (calculatgdveraging all the ensemble member tracks)
and the control track lie virtually on top of each other udgly 4 of the forecast. From this point the
control track is slightly too far to the south and the meanlaser to the analysis. The spread in the
intensity for this cyclone is also small, particularly dwgithe initial growth phase in the first day of the
forecast. From this point the ensemble members are morerdeth Both the ECMWF control and
ensemble mean exhibit high levels of predictive skill fdsttyclone.

Figures2a and b show the mean tracks and mean intensities respgdtivelach of the nine EPSs. The
track of the cyclone is predicted very well by all the centedhough some of the forecast cyclones travel
considerably farther into Russia than the analyzed cycldhere is a larger difference in performance
between the centres for the cyclone’s intensity than tr@olerall ECMWF and KMA have the highest
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Figure 2: Tracks (a) and intensities (b) of an Atlantic cywbopredicted by the ensemble mean
(calculated by averaging all the ensemble member tradisisities) of each EPS. The ECMWF
analysis is also shown. Units of intensity dr® x 10-°s! (relative to background field removal)
and the numbers along the tracks correspond to the foreeast fime in days. The forecast start
time (day 0) is 12 UTC on 22 February 2008. (Figure frdfroude 20103

level of performance. The CMA mean and control overprediethaximum intensity of the cyclone
and the other centres have an underprediction.

For this particular cyclone there is only a small differemeeskill between the control and ensemble
mean. However, for other cyclones, there can be a largesrdifte. The relative performance of the
different EPSs can also vary considerably for differentiamyes (seeFroude 20103. This highlights
the importance of performing a statistical analysis of gdanumber of cyclones to assess the skill and
determine the strengths and weaknesses of the differera. EPS

Figure 3 shows the ensemble mean error in cyclone position, inteasid propagation speed for each
EPS in the NH for the 6-month time period. To calculate theebride mean error, the mean track,
mean intensity, and mean propagation speed of the matchsgridle member tracks (including the
control) are computed for each cyclone in each ensembledstat each forecast lead time. The mean
error in position is calculated as the mean geodetic separdistance between the mean tracks and the
corresponding ECMWEF analysis tracks. Also the mean intgmsior was calculated similarly, from
the filtered vorticity value at the cyclone centres, usingdbsolute intensity difference as the measure
of error. The propagation speeds of the analysis and ensamdhber cyclones were calculated at each
point on their tracks by comparing the position of conseeugioints on the tracks. Since the points on
the tracks are 6 hours apart, the speed calculated at eatthcpoiesponds to the average propagation
speed of the cyclone in the next 6 hours.

Firstly considering the position of the cyclones, there large difference in the predictive skill of the
different EPS. ECMWF shows the highest level of skill, altgb there may be some bias because all the
EPS were verified against the ECMWF analysis. JMA, NCEP, UK&dh@ CMC have approximately

1 day less skill than ECMWF throughout the forecast. It istv@ommenting that while CPTEC has
the least skill this is perhaps to be expected since the Nkatespical region is not the focus in the
construction of their ensemble (e.g. they only apply pédtions in the region of 45S-30N).

For the intensity of the cyclones the skill of the differef®Ein relation to each other in general remains
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Figure 3: EPS mean error in (a) position, (b) intensity anjijoopagation speed. Units of position,
intensity and propagation speed error are geodetic degré@s< 10~°s71 (relative to background
field removal) and kmih' respectively. (Figure fronFroude 20109

the same. That is EPS with smaller/larger errors in posigenerally have smaller/larger errors in
intensity. However, NCEP has a larger error in intensityelation to the other EPS than it does for
position. For position NCEP has errors comparable to the CMIKMO and JMA, but for intensity

it has larger errors comparable with CMA and KMA. The erroowth is faster initially for NCEP,
CPTEC and BoM. This is perhaps because these EPS are iegkgitdbw resolutions and are not able
to accurately capture the cyclones’ growth and decay (seextimple Jung et al.2006. However the
CMC EPS is also integrated at a low resolution and does nat thas rapid error growth. Perhaps the
use of 4DVar is compensating for this by providing a bettérahstate (e.g.Johnson et a12006).

The mean error in propagation speed is large throughoubtkedst for all the EPS ranging from around
8-16kmt L. It should be noted that the speed error is different in matimithe position or intensity error
in that it would not necessarily be expected to grow with Itia. However, there will be a cumulative
effect of a consistent error in speed on the position of tldoye with increasing lead time. The relative
skill of the different EPS is similar to the position errot.was only possible to plot the propagation
speed error to day 5 as there was insufficient data beyong@ahis for this particular diagnostic.

Figure 4a shows the bias in the intensity error given in Fig8ke CMC has the smallest bias (not
exceeding & x 10-°s71) and ECMWF, CMA, JMA and KMA also all have small biases. ECMWF
the only system which consistently overpredicts the iritgmd cyclones. JMA and KMA underpredict,
and CMA and CMC vary, but the biases of all these systems ageswaall. On the other hand, BoM,
NCEP, CPTEC and UKMO all significantly underpredict cyclamensity. BoM, NCEP and CPTEC in
particular show a dramatic increase in negative bias indhigee part of the forecast (shorter lead time).
This corresponds to the rapid error growth exhibited bydh®stems in the earlier part of the forecast
(figure 3b).

BoM, NCEP, CPTEC and UKMO all significantly underpredict loye intensity. BoM, NCEP, and
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Figure 4: EPS mean bias in (a) intensity and (b) propagatipaed. Units of intensity and propa-
gation speed bias are.0 x 10~°s1 (relative to background field removal) and kntrespectively.
(Figure from Froude 20103

CPTEC in particular show a dramatic increase in negative inidhe earlier part of the forecast. This
corresponds to the rapid error growth exhibited by thesgeBysin the initial period (Figurab).

Figure4b shows the bias in the propagation speed error given in &Rt is interesting that all of the
EPS underpredict the propagation speed of the cyclonesceHgytlones will in general arrive earlier
than they are forecast to. The magnitude of the bias varteslea centres with BoM and UKMO having
the largest and CPTEC, CMA and ECMWEF having the smallestnfilai negative bias was found for
the control forecasts of each EPS (not shown). This showisthieabias must be due to a deficiency
in the models rather than the perturbation methodologié® magnitude of this bias is small, but the
cumulative effect will result in the 5-day forecast beingapximately 200-400 km behind the analysed
cyclone, which would be of importance to many forecast users

For further details of this work please sEeoude(2010ab). The key results of this study were as
follows:

e There are large differences between the different EPS iskltleof predicting extratropical cy-
clones.

e The ECMWF ensemble mean and control forecast has the higki#gor all cyclone properties.

The ensemble mean provides little advantage over the ddatexast for cyclone position, but it

provides a significant advantage for cyclone intensity.

The ECMWF and JMA EPS have excellent spread-skill relatigpssfor cyclone position.

The EPS are much more underdispersive for intensity andagadpn speed than for position.

The cyclones propagate too slowly in all the EPS.

The UKMO, NCEP, BoM and CPTEC EPS underpredict storm intgrssid the other EPS have
smaller bias.

ECMWF Seminar on Predictability in the European and Atlarggions, 6-9 September 2010 39



FROUDE, L.: THE PREDICTABILITY OF EXTRATROPICAL CYCLONES

(a) Position — NH (b) Intensity — NH
T :‘; T
10 - —— Atlantic b ?3 —— Atlantic —
o Pacific T T Pacific ]
cg 8¢f Eurasia = Eurasia
c O . [ .
2 o —— N. America ] —— N. America
8% ¢ £
5 >
£% 4 2
g5 £ o5
i
2 5
2
0 = S S R -g0‘H\H‘\H‘\H‘\H‘\H‘\H‘
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Forecast Lead Time (days) Forecast Lead Time (days)
(c) Position — SH (d) Intensity — SH
S A e
10 - —— Atlantic 7 =) —— Atlantic 1
N Pacific Y 15 ¢ Pacific =
= Indi < Indi
E @ 8 ndian g ndian
2 o =
83 6 a8 1
S 2
=] =
3K E
g8 £ 05
GJ
2 5
2
0 L L L L L L '2 0 L L L L L L

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Forecast Lead Time (days) Forecast Lead Time (days)

Figure 5: ECMWF ensemble mean error (solid lines) and ensesyread (dashed lines) in cyclone
position, in (&) NH and (c) the SH, and cyclone intensity,bp \H and (d) SH, for the different
regions as a function of forecast time. Units of separati@stasthce and intensity difference are
geodesic degrees artD°s~! (relative to background field removal) respectively. (Fagfrom
Froude 2009

5 Regional analysis of the Prediction of Extratropical Cyclones by the
ECMWF EPS

The storm track analysis of the TIGGE data sets was perforomedntire hemispheres. A regional
analysis of the ECMWF EPS has also been perfornkedude 2009. Some of the results from this
study are presented in this section. In order to explorelemgéographic regions it was necessary to
have a larger data sample. For this study the 1 year periothafehuary 2005 - 5th January 2006 was
analysed. Four different regions were considered in theiNithe extratropical latitude band of 26
9(°N and within the following longitude bands: 1) Atlantic 28CQP°E — 0°, 2) Pacific= 22®° — 24C°E,

3) Eurasia= 0° — 120°E and 4) North America= 24(° — 28(°E. In the SH three different regions were
considered in the latitude band of®0 2(°S and within the following longitude bands: 1) Atlantic
= 30F — 20°E, 2) Pacific= 15(¢° — 29C°E and 3) Indian= 20° — 12C°E.

Figure5 shows the ensemble mean error and the ensemble spread faysition and intensity of the
cyclones for all the regions in the northern and southernisggmres. Ensemble spread was calculated
as the mean geodesic separation distance (absolute tytdiffgrence) of the ensemble member tracks
from the ensemble mean track. For an EPS to be statistiedifbte the average distance of the ensem-
ble mean from the analysis should be equal to the averagendisif the ensemble members from the
ensemble mean (i.e. mean error = spread).
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Firstly considering the position of the cyclones, in the Nild Atlantic region has larger ensemble mean
error than the other regions from day 3 of the forecast (apprately 1 day less skill from day 4). The
other regions in the NH have comparable error. In the SH tisare real difference in the error between
the regions, but the errors are slightly larger than in the Nhe spread and skill curves are almost
identical in the SH, but in the NH the ensemble is slightly emdispersive, from day 4 for the Atlantic
regions and from day 5 for the other regions.

For the intensity, the ensemble mean error is larger oveotlean regions (Atlantic and Pacific) than
over the land regions (Eurasia and North America). This ibably to be expected with this absolute
measure of intensity error, since storms would generallgt@ected to more intense over the ocean
than over the land. Observational coverage probably aBgsp role, since the higher frequency of
surface and upper air observations over the land will algoréve the prediction of the intensity of
the storms. In the SH, as with the position error, the meaor érfairly comparable between regions.
Since the SH regions are all oceanic, there will be less tianian the intensity and other properties
of the storms between regions, which is reflected in thessizgi The ensemble spread is significantly
under-dispersive from very early on in the forecast in alioas, but particularly in the NH (also found
previously by Froude et al.20078. In the NH, there is a smaller difference between the megor er
and spread curves for the Atlantic region 20-°s™! at day 7) than the other regions &30 °s™ at
day 7). In the SH, the difference between the mean error amddurves is similar in all regions, but
is less than in the NH.

Figure6a shows the intensity bias separately for the perturbedmrisemembers and control forecast
for the NH and SH regions respectively. Rather interesyitigé diagnostics show that the EPS over-
predicts cyclone intensity over the ocean regions (Attaatid Pacific in NH and all regions in SH) and
underpredicts the intensity over the land. The small magdeiif the bias should be noted, but there is
a clear systematic pattern between the ocean and land begieds. It should also be noted that the
biases were computed using the filtered values of vortisige (sectiord). If the biases were computed
from the original values of vorticity of the full resolutiatata, then higher values may be obtained (this
will be investigated as future work). In the oceanic regiofshe NH the bias grows in magnitude
until day 2 (presumably corresponding to the optimisatioretof the singular vector perturbations), it
then decreases and becomes slightly negatively biaseddegn3. In the SH, the bias also increases
until day 2, but it then levels off rather than decreasingnafieé NH. This difference was also found by
Froude et al(2007H.

Figure6b shows the propagation speed bias. It was not possible o thigoresults for North America
as the data sample was insufficient for this particular diatio. This region is smaller than the other
regions and so less data is available to produce stablst&tstiThere is a negative bias, corresponding
to the forecast storms propagating too slowly, for all ofréngions. The NH Atlantic region has a bias of
twice the magnitude of the other regions, which correspavittsthe larger position error in this region
(figure5a).

For further details of this work please semude(2009. The key results of this study were as follows:

e The error in cyclone position is larger over the Atlantictie tNH. It is larger in the SH (than the
NH) but comparable between the regions.

e The error in cyclone intensity is larger over the ocean thasr the land.

e The spread in position is slightly less than mean error ititjposfrom day 3 for all regions in NH,
but in the SH they are comparable.

e The spread in intensity is less than mean error in intensityafl regions, with larger differences
for NH Pacific and Eurasia.

e In general storms are overpredicted over the ocean andpnediécted over the land.

e The forecast storms move too slowly in all regions, but treslié larger over the Atlantic in the
NH.

ECMWF Seminar on Predictability in the European and Atlarggions, 6-9 September 2010 41



FROUDE, L.: THE PREDICTABILITY OF EXTRATROPICAL CYCLONES

(a) Intensity Bias — NH (b) Intensity Bias — SH
035 — —— ——— ] 035
[ —— Atlantic b [
~ 0.25 ? Pacific —E ~ 0.25 i
£ 015 | Eurasia £ 015
g F —— N. America 8 [
E 0.05 ‘§ 0.05 f ]
o o P q
2 005 F 2 005 F 7
2 F 2 P —— Atlantic i
[ — L [} | [ J
g 015 e Pacific ]
-025 F ] -025 F Indian ]
035 L 035 i
0 1 2 3 4 5 0 1 2 3 4 5
Forecast Lead Time (days) Forecast Lead Time (days)
(c) Speed Bias — NH (d) Speed Bias — SH
3 " T T T T T T T T T T T T T T T ] 3 " T T T T T T T T T T
I —— Atlantic 1 I —— Atlantic 1
2r Pacific E 2t Pacific 1
_—TC‘ Eurasia ] CL‘ Indian ]
1F ] 1F ]
£ ]
8 8
=) =)
e el
& o
& &
Forecast Lead Time (days) Forecast Lead Time (days)

Figure 6: Bias in intensity in (a) NH and (b) SH and propagatispeed in (¢c) NH and (d) SH of
the ECMWEF perturbed member tracks (solid lines) and corfobrdcast tracks (dashed lines) for
the different regions as a function of forecast time. Unftitensity and speed error arg)°s1
(relative to background field removal) and kb (Figure from Froude 2009

6 Final Remarksand Future Directions

Extratropical cyclones are fundamental to the everydaythesaof the midlatitudes. They provide es-
sential rainfall for human activities such as agricultunet can also cause large amounts of damage by
their strong winds and heavy precipitation. It is therefeegy important that these cyclones are pre-
dicted as accurately and as far in advance as possible by Nt past studies of the prediction of
extratropical cyclones have mainly focused on individuall@nes or cyclone simulations. There have
been some statistical studies, but these have used mansamdautomated methods to identify and
track the cyclones. As a result these studies have beemdtirdiie to the large amount of work involved.
This paper has described a storm tracking forecast veiditatethodology and has given a overview
of some of the results that have been obtained from its imgfeation. Detailed information about the
prediction of current NWP, particularly EPS, has been oleichi

In future work we plan to explore the causes of error in storedigtion. More sophisticated diagnostics
will be applied to forecast models to explore the verticaliture, tilt and lifecycle of extratropical
cyclones. This will provide further understanding of thesses of error in storm prediction in relation to
the cyclone dynamics. Forecast experiments will be perorto assess the impact of different factors
such as resolution, perturbation methods and ensemble\8lgealso plan to work more directly with
forecast users who could benefit from storm prediction imfation. We have just begun a new project
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with marine informatics company British Marine Technolo@youp Ltd ARGOSS (BMT ARGOSS.
htt p: // ww. ar goss. nl). The project will involve the development of forecast ®fur providing
storm prediction/uncertainty information from NCEP EP$adfar decision making at sea. Accurate
information about storm prediction is vital for many marietivities such as ship routing and oil and
gas operations.

The storm tracking methodology presented in this paperigesvdetailed statistical information about
the prediction of extratropical cyclones by NWP. It prowdden alternative method of forecast verifica-
tion to more conventional approaches such as root meanesquar or anomaly correlation coefficient.

Since storms are so fundamental to the day to day weatheeimitilatitudes the storm tracking ap-

proach provides useful information about the ability of NWéRpredict the weather. The disadvantage
of the method is that it is more time consuming and requiregetadata samples than the conventional
forecast verification approaches. The approach is potisntiseful to both forecast users and model
developers.
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