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NH-IFS/ARPEGE C90-

Abstract

In preparation for global applications at horizontal ssdieer than about 10 km, where nonhydrostatic
dynamics becomes important, the efficacy and stability efrtbnhydrostatic model developed by the AL-
ADIN group and made available by Météo-France in the gitE &/ ARPEGE model are assessed. The main
attraction of this nonhydrostatic dynamical core is itoaiinmic similarity to the existing hydrostatic IFS
(H-IFS). The performance of the nonhydrostatic model (M%)l is assessed for a wide range of scales and
for a set of canonical test cases relevant to atmospheris fldlve results obtained for a range of idealised
nonhydrostatic flow problems compare satisfactorily tot€aan-domain analytic solutions, where avail-
able, and to the nonhydrostatic research code EULAG. Atdstdtic scales (for grid-sizes upto 10 km) the
NH-IFS gives very similar forecasts to the operational logthtic IFS, and can be run stably with the rather
long timesteps used with the latter model. However, the adatiwnal cost of the NH-IFS per timestep
is substantially larger than with the H-IFS (double at 10 lesalution). It is concluded that the NH-IFS
dynamical core is a possible choice for future, globallyfarm high resolution applications at ECMWF,
provided its cost can be reduced.

1 Introduction

The Centre plans to implement a horizontal resolution of iy 2015 for its assimilation and determinis-
tic forecast system, beyond which a nonhydrostatic dynaintiare will be required. The current dynamical
core of the IFS model is based on the hydrostatic primitivgaéigns and is likely to be of limited use at hor-
izontal resolutions finer than about 10 km, where non-hydtmseffects will become important ECMWF,
2000 Wedi and Smolarkiewic22009. Rather than developing such a dynamical core for the €emirodel
from scratch or investigate other existing formulationg/déts decided to evaluate whether the nonhydrostatic
formulation developed by the ALADIN grouB(bnova et al.1995, (ALADIN, 1997 and made available
by Météo-France in the global IFS/ARPEGE modétgsadg 2008 is able to fulfil the requirements of high
accuracy, efficiency and robustness imposed by ECMWFsuagiobal operational applications and has the
potential to form the basis of the Centre’s future nonhyttisdynamical core. This report presents the various
tests performed during this assessment, discusses ths @3t draws some provisional conclusions.

The assessment addresses the following questions:

1.) How does the nonhydrostatic model compare in terms afstoless, accuracy and computational cost with
the Centre’s successful hydrostatic IFS model (H-IFS) enrtiddrostatic regime?

2.) How accurately does it handle nonhydrostatic effectewthese are resolved and how stable is it numeri-
cally when run at such ultra high horizontal resolutions?

Since the finest horizontal resolution at which the (globa§ can be run to date (T2047, grid mesh of 10 km)
is still too coarse to resolve nonhydrostatic phenomenasthéd has been developed that enables testing of
the global nonhydrostatic dynamical core at nonhydrasttales at an affordable computational cost. Rather
than create a 2D vertical slice model of the 3D global modéhasg. Hundertmark and Reicf2007) or de-
velop a limited area version of the IFS, a testing framewodkearsuited for the global code was developed. It
is based on the idea of shrinking the radius of the planet,ghelt with an affordable number of grid-points
covering the globe, the desired resolution resolving ndnbstatic phenomena is achieved, but without incur-
ring the prohibitive cost associated with such a fine resmiubn the full-sized planetSmolarkiewicz et aJ.
1999 Kuang et al. 2005 Wedi and Smolarkiewic22009. The size of the computational domain is reduced
without changing the depth or the vertical structure of ttreasphere. The underlying assumption is that the
essential flow characteristics remain unchanged when paation of horizontal and vertical scales is reduced
(Kuang et al.2005. A number of test cases from the literature, designed taheshandling of various nonhy-
drostatic phenomena have been adapted to the reducedasiet {@stbed; se#/edi and Smolarkiewic£2009
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for details. The results of the global nonhydrostatic IFS{¥S) are compared with numerical solutions of the
multi-scale anelastic research code EULAB(sa et a).2008 and against LES benchmarks of limited-area
models and Cartesian-domain analytic solutions where solctions exist.

This report is organised as follows. The next section suris@sithe set of prognostic and diagnostic equations
on which the nonhydrostatic model is based and outlines igwealisation and numerical solution procedure.

Section 3 shows results from the various test cases runfatetit scales, summarises the performance of the
NH-IFS in medium-range and seasonal forecasting at varessutions and discusses its numerical stability
as well as the computational cost. Discussions and concisisire given section 4.

2 Model formulation

The evolution equations of the IFS are cast in a terrain\iolg mass-based coordinate

m=A(Nn)+B(N)m(A,,t), 1)

whereA(n), B(n) define a set of constants amddenotes the hybrid vertical coordinats; is the surface
value of the vertical coordinate (Laprise 1992 and is equivalent to hydrostatic surface pressure in doshal
vertically unbounded, planetary atmosphere. The temmwaltion of 7% is obtained by vertically integrating
the continuity equation as

T _ ' Op - (Mvp)d 2

=~ |, Oa-(mwan, @
wherev, denotes the horizontal velocity vector ang indicates the gradient on a constapysurface. The
vertical metric factor is defined as= dm/dn. The remaining prognostic equations of the IFS dynamiced co
were derived under the philosophy of gradually extendirghydrostatic shallow-atmosphere equations to the
fully compressible Euler equationRifchie et al, 1995 Laprise 1992 Bubnova et al.1995 Temperton et a).
2001; Bénard et al.2005 Yessag 2008 Bénard et al.2009, and they can be summarised as

dvp RT 10p

dar _?D”p_ﬁﬁmnq)—ZQXVh—i—P\,, .
?j_-{ = —EDs—FPr,

HereT, p, ® are temperature, pressure, and geopotedat= (- v denotes the three-dimensional divergence;

R=Ry+ (Ry —Ra)q— S kRadK is the specific gas constant of the multiphase air mixturh thi¢é gas constants

of water vapouR, and dry airRy; g is the specific humidity angk symbolises other constituents, such as cloud

liquid water and ice. The specific heat constants of the aiture at constant pressure and at constant volume
arecp andoy, respectivelyt, g is the gravitational acceleratiof), the angular velocity vector of the planetary

1Since these values are not constant in time or space in therajesase, one may consider an alternative form of the emsti
wherecp andoy are included into the advection operat@afry et al, 2007).
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rotation andR,, Ry, Pr, Py, Py, Py, sSymbolise physical forcings. In the current form of the mdtie pressure
equation is approximated by settifjy = 0. Two equations and two prognostic variables are added Wieen
hydrostatic approximation is relaxed. The two new progoogtriables are: pressure depart@e= log(p/m)
and? =d+ .27, whered denotes the vertical divergence definedas—g(p/mRyT)dw/dn, with w denoting
vertical velocity, and where?’, the residual, is given by?” = (p/RTmO,®- dvn/dn. With these variables
the three-dimensional divergence is giverDas= 0, - vh + 2"+ (Ry/R)d. The total derivative of the residual
Z in (3) is evaluated along a semi-Lagrangian traject®&§r(ard et al.2005 2009. These particular choices
for the new prognostic variable® and 2 have aided the construction of a stable semi-implicit sehefrthe
elastic equations, sékenard et al(2004 2005 2009 for a discussion. The system of prognostic equati@ps (
and @) is completed by the following diagnostic relations:

o = / MRTe2dn, (4)
w0 B [ Comunidn — [ 0y (o,
dt 0 0
‘;_’tT - vh-D,]n—/o”D,,-(rrNh)dn,
On(ow) = On(gw) + | ‘o, (dﬂ;”) dn.
Ws = Vhs-UpPs,

where subscript denotes surface values.

The total derivative operator on the left-hand sides of &qna @), d/dt = d/dt + vi- 0, + (dn/dt)d/dn,

is discretised in a two-time-level semi-Lagrangian fashidhe Coriolis term may be treated as part of the
advected velocities or implicitly, where the Coriolis ferts added to linear terms to be treated in the semi-
implicit scheme (although such a formulation can be implete@ only in the unstretched unrotated version
of IFS/ARPEGE) Temperton 1997). For the NH-IFS the implicit treatment of the Coriolis ferbad to be
suitably modified to fit the revised semi-implicit eliminati process of the nonhydrostatic mod¥egsad
2008.

The semi-implicit time discretisation — initially propaséy Robert et al(1972) for the hydrostatic equations
— is derived by subtracting from the governing model equetia system of equations linearised around an
isothermal, quiescent, hydrostatically balanced andzbatally homogeneous reference state. The linear part
is treated implicitly, whereas the discretisation of thelimear residual is explicit§eénard 2004 Bénard et al.
2004 2005. As described irBénard et al(2009 the semi-implicit (SI) time discretisation is augmentad b
an iterative-centred-implicit (ICI) procedure, where f@gnostic variables used in the computation of the
nonlinear explicit residual as well as in the semi-Lagrangrajectory calculations are updated at every iter-
ation. The resulting linear system of equations can be extlby suitable elimination of variables to a single
Helmholtz equation — which is solved in spectral space (atyeiteration of the IClI scheme) — provided that
the discretised vertical operators fulfil the constr&@@R= 0 with

Cvd Cvd Cvd Cvd

COR= T— — T+ —V, 5

RsTr Y Rdedy RyTy Cpd ®)
wherey, T, v are generic notations for the semi-implicit linear operattefined irRitchie et al(1995; Yessad
(2008, cyg, cpg denote the specific heat constants for dry air, §nid the reference temperature introduced to
control the stability of the numerical procedure in the pres of vertically propagating gravity waves.

There are two options for the choice of the advected verfioagjnostic variable: Either the vertical velocity
w is advected (GWADV-NH) or the new variablg (Bénard et a.2009. The former case is closer to the
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natural choice of prognostic vertical variable. Howevhis tthoice requires an explicit conversion frewto
2, because the variablte is used in the linear part of the semi-implicit scheme.

If the ICI scheme is used, the total derivative of the redid#ais also updated every time-step and implicitly
contains all contributions from the physical parametitra if these are included at the beginning of the time-
step, cf. Wedi (1999 for a review. This is theND4SY S= 1 option used in the ARPEGE, ALADIN and
AROME setup Bénard et al.2009. However, in the NH-IFS only the adiabatic advective pdrtd & /dt is
taken into account in all iterations of the ICI scheme, agtisics are currently called only once at the end of
the last iteration. This lead to an instability which is retfieel by recomputingZ” using provisional values at

t + At (including physics) and updating = d+ 2" before the spectral computations (optiND4SY S= 2).
Notably, optionND4SY S= 2 appears to be equally beneficial in removing some nearcgurfaise over steep
orography in adiabatic runs.

The horizontal discretisation of the NH model is spectral ientical to that of the hydrostatic IFS. The vertical
discretisation is finite-difference (FD) as describe®irbnova et al(1995 andBénard et al(2009.

In the operational version of the H-IFS a vertical finitereént (VFE) discretisation based on cubic B-splines
is used Untch and Hortgl2004). An equivalent VFE scheme has not yet been successfullyemgnted in

the NH model. The difficulties arise in the semi-implicit comtations because the VFE discretised equivalents
of the operators ing) do not fulfil this constraint. However, an intermediateadeas been implemented and
tested, where the FD discretisation is used in the linegpl{@it) part and the VFE discretisation for the non-
linear (explicit) part. The vertical integrals occurringthe non-linear part of the NH-IFS are similar to those
in the H-IFS, and this part of the model remains very closdstdnydrostatic counterpart, e.g. the calculation
of ®, [, ®, the pressure gradient terngsy, gl1,w, and the integral of the horizontal divergence resultimgrfr
the continuity equation (cf. equation3){(4)). Details of this “intermediate” VFE discretisation ariwan in

the Appendix.

The above nonhydrostatic equations currently assume thkowhatmosphere approximation. Work is in
progress towards evaluating the deep-atmosphere forionltdllowing Wood and Staniforti{2003 and its
deep-hydrostatic counterpaktvhite and Bromley1995.

3 Performance assessment of the NH-IFS

In contrast to the filtered anelastic (e.g. EULAG) or hydatistequations (e.g. H-IFS), the fully compressible
eqguations contain characteristic solutions with all trdistinct wave propagation speeds: acoustic, gravity and
advective. For validation purposes, a range of test casesoainvestigate the behaviour of the numerical im-
plementation in NH-IFS for all these waves before assedbimgverall model performance for global weather
forecasts at hydrostatic and nonhydrostatic scales. Tladl-spale test cases adopt the testing framework de-
scribed inWedi and Smolarkiewic£2009), where the size of the spherical computational domaindsaed by
reducing the radius of the sphere without changing the depthe vertical structure of the atmosphere. The
shallow-atmosphere approximation is applied in all tesesashown and for NH-IFS (GWADV-NH) is used
unless stated otherwise.

3.1 Spherical acoustic wave

This test is designed to validate the effectiveness of tha-gaplicit algorithm in the nonhydrostatic model.
The classical problem of a spherical acoustic wave is stiydie Landau and Lifschit£2004), Problem 1 in
section 70, chapter VIII. The problem considers “a soundenawvhich the distribution of density, velocity
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and other flow variables, depends only on the distance framesmoint”. The analytic solution describes a
spherical shell of thickness 2wherer € [cot — ro, Cot + o], propagating away from the initial perturbation of
radiusro with the acoustic propagation speesg= /yoRqTo, WwhereRy is the specific gas constant for dry air,
To = 28815 K is the temperature of the assumed isothermal atmosjphelg = 7/5. An initial hemispheric
pressure perturbation witly = a/6 is set in an isothermal atmosphere at rest at the equatospifere with a
radius one hundred times smaller than the radius of the Barth 6371229 km @ = ag/100). Withinr < rg
the constant initial (hydrostatic) pressure perturbatoprescribed agp/po = 0.082 wherepy = 1000 hPa.
The analytic solution for the pressure distribution witthie propagating spherical shell is

(r—cot)
2r

p(r) = po+ (Yo0p). (6)
The air is compressed in the outer portion of the shel cot and rarefied in the inner portion < cot;
cf. Smolarkiewicz and Szmeltg2008. For prescribing the initial condition in the model and falot-
ting purposes, the vertical and horizontal distances angpated separately, with the horizontal distamge
measured along a great circle on the sphere Wit ,p) = acos [singsing. + cospcosg@ cogA — A¢)]
from the reference point centred @, @) = (3717/2,0). The vertical distance for, < rg is computed from

ry = rptan(cos(rn/ro)).

a b

Figure 1: Spherical sound wave from the explicit simulatigith timestepAt = 0.01 s (panel a) and from the semi-
implicit simulation with T = 350K, T,z = 100K and timestep\t = 10s (panel b). The figure shows normalised pressure
perturbationdp/ po at the lowest model level afté00s.

Figurel illustrates the horizontal propagation of the pressuréupeation for the explicit simulation, requiring
for numerical stability the prohibitively short time-stéyt = 0.01 s, and the semi-implicit simulation with
At =10 s. The propagation speed of the acoustic wave in the mbalzdirection is not modified by the semi-
implicit integration with 1000 times the explicit timestept the amplitude is distorted. Both simulations give
the correct spherical shell with thicknesg 2nd a propagation speegl~ 340 ms! reflecting the theoretical
value of the acoustic speed given above.

The stability of the semi-implicit NH-IFS model is contredl by the setting of a reference temperature for the
propagation of gravity waveg and another reference temperattirgcontrolling the propagation of acoustic
waves. The over-implicitness of the semi-implicit schesgiven by the ratidl, /T;a. Also in this acoustic
wave case (in a stably stratified atmosphere) it is verified e numerical model is only stable far > Ty
(Temperton and Simmon&997).

A series of tests show that the choiceTef is restricted for this case to 10KT,; < T,. Panel b in Figl
has been obtained with; = 100 K andT, = 350 K and 5 iterations of the ICI schemi§;t; = 5). Figure2
illustrates the propagation of the sound wave in the vdrticaction. Panel a shows the explicit solution and
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Figure 2: Spherical sound wave: comparison of the pressertupbation afterl00s in the vertical direction with the
analytic solution (dashed) for a) the explicit NH-IFS simatidn (solid) with timestet = 0.01s and b) the semi-implicit
NH-IFS simulation (solid) with timestelt = 10s.

panel b the semi-implicit solution after 100 s. The amplisl reduced in the explicit simulation compared
to the analytic solution. The propagation speed, howeeenains approximately 340 ms In contrast, the
semi-implicit simulation withAt = 10 s gives a distorted amplitude and the sound wave is aatificlowed
down in the vertical direction as expected. The near surf@ctirbation seen in panel b of Fgoscillates in
amplitude with time. Notably, the semi-implicit case witméstepAt = 1 s and the explicit case are nearly
identical, with the semi-implicit even better represegtihe analytic solution (not shown). The number of
iterations of the ICl scheme do not affect the qualitativeireof the result but they affect the amplitude of the
perturbation and its oscillation in time. This behaviourynb@ of some concern, when acoustic perturbations
are excited near the surface in real weather applicatidtimugh the amplitude is likely to be much smaller
compared to the much exaggerated initial pressure petionbdiscussed here.

3.2 Bubble experiments

This example illustrates the failure of the hydrostatic elogrsion at nonhydrostatic scales for the evolution
of a large cold bubble with a tiny warm bubble added to breaksymmetry Robert 1993 — prescribed

as potential temperature perturbations in a neutrallytifié@ environmentd = T (p/pg) /% = 6y = const

with pp = 1000 hPa and); = 300 K. Notably, the results presented here are three-dimalssimulations

in contrast to the original proposal Robert(1993. The IFS is run on the reduced-size planet with radius
a= 30kmin a standard 159 resolution with an equivalent linear reduced Gaussi@h(820 points along the
equator) with the operational 91 vertical level distribati Potential temperature perturbations of the bubbles

are of the form /
- ei |f I S 17
(ri) = { gi/e—ri2/52 otherwise "

wheres=1/3 andr; = /(Ii/L;,)2+ ((h— h;) /Ly, )2 with h= —Ry60/glog(p/ po) andl; = acos [singsing +
cospcos@ cogA — Ag)]. The cold bubblei(= 1) has a perturbation amplitud® = —0.5 K with its centre
located afA¢,, @) = (371/2,0) and heighty = 15 km. The horizontal width and height of the cold bubble are
Ly, = 10 km andLy, = 4 km, respectively. The warm bubble= 2) has perturbation amplitud# = +0.15 K
with dimensiond.|, = 0.6 km andLy,, = 0.6 km, with its centre location offset by six gridpoints in gptudinal
direction at heighti, = 6 km. There is no analytic solution for this case. The resafescompared with the
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Figure 3: Potential temperature distribution in an equasdicross section at t=0 (Panel a) and after t=1000s (Panel)o-
for a run with an initial large cold bubble and a small warm tie as depicted in panel a. Panel b is from the EULAG
simulation while panel c and d are from the hydrostatic arelitiH-IFS model simulations, respectively. Contour intérva
is 0.025K.

solutions of EULAG, which utilises a latitude-longitudeidyof 320x 144 x 421 withdz= 300 m. The time-
step is 5 s, and both models use a semi-Lagrangian schemeA&lakes the Boussinesq approximation in
this case.

Panel a in Fig3 shows the initial state for this problem. Panel b shows tkaltérom the EULAG simulation
while panel ¢ and d show the solution with the hydrostatic #tredNH-IFS, respectively after 1000s of sim-
ulation. The IFS and EULAG results are similar at this poiat IS is more diffusive. The test case clearly
discriminates between the hydrostatic and the nonhydrostalution, as can be seen by comparing panel c and
d of Fig. 3. Figure4 depicts the time instants tat= 1800 s and = 2400 s for both the IFS and EULAG. A faster
downward propagation is noted in the case of EULAG and thdleuthapes differ at the later time. Once the
bubble interacts with the lower boundary, further diffares are noted in the subsequent roll-up motion with
faster propagation again in the case of EULAG (not shown}k dVerall evolution is indicative of the correct
nonhydrostatic behaviour. The bubble shape is sensitithetaletails of the numerical scheme such as the
amount of explicit or implicit diffusion and the truncati@nror, as has been noted by other authorsRobert
(1993; Grabowski and Smolarkiewigd990.

3.3 Orographically-forced flow in the limit of marginally re solved topographic features

The flow past a given terrain profile under stably stratifiedagpheric conditions is a canonical problem in
meteorological studies, since it illustrates the far-fiefigbct via long-range transport of waves, affecting large
parts of the computational domain.

Simulations of orographically-forced atmospheric gnawieives have been conducted with NH-IFS for a range
of orographic profiles: bell-shaped, Gaussian, quasi-#ptiel a Himalaya-like step-mountain, and the moun-
tain profile proposed ischar et al(2002. The latter two stress the numerical implementation inlithé of
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Figure 4: Potential temperature distribution att 1800s (Panel a and b) and+ 2400s (Panel c-d) for EULAG (panel
a and c) and the NH-IFS (panel b and d). Contour interva).i325K.

marginally resolved orographic features. The selectedrpaters of the problem favour bifurcation into a qual-
itatively incorrect solution; cf. Klemp et al, 2003 for a discussion. The specific terrain profilgchar et al.
2002 is given as

h(A, @) = hoe /1 cod (g) , (8)

with I (A, @) = acos t[singsing. + cospcos@. cogA — A¢)] centred atA¢, @) = (371/2, 11/6); hg = 0.25 km,
L, =5 km and{ = 4 km, defining the deviation from a bell-shaped hill. Ambiennditions consist of the
uniform wind profileug(z) = U = 20 ms'!, (Ve = 0,we = 0) and a Brunt-Vaisala frequendy = 0.018 s,
The vertical spacing used in the IFS simulation is equivaterthe operational 91 level configuration with
Az < 600 m until approximately 200 hPa. The IFS is run with a redesige sphere of radiugs= 30 km in

a standardl 159 resolution with an equivalent linear reduced Gaussiah(§20 points along the equator),
which is approximately equivalent fix = Ay = 589 m. The time-step is 10 s.

The correct solution is a weak-amplitude mountain wave alibe main topography profile. In the three
dimensional adaptation presented here, there is in addititarge-amplitude nonhydrostatic response in the
lee of the mountain, which is not found in th® 3imulations Klemp et al, 2003. The EULAG model result
(not shown) has the sam®3Jehaviour as in IFS for this test case, while being equivaierhe D result

in a corresponding 2 simulation Wedi and Smolarkiewig22004), suggesting that this is a feature of the 3
setup. This test is particularly useful in exposing proldesith the discretisation near the lower boundary as
shown in Fig.5. Vertical "chimneys” in vertical velocity are excited atethow points of the wavy mountain
profile and extend vertically throughout the whole atmosphelhese have also been found in limited-area
simulations with the NH-ALADIN model Geleyn 2005. Notably, the hydrostatic model H-IFS does not
show this problem but a qualitatively different solutiortviarger amplitude (panel b in Fgy.contour interval
four times larger). Two solutions have been proposed as suised inGeleyn(2005. In the preferred option
GWADV-NH (panel d in Fig.5) the specification of the lower boundary wfis straight forward, since the
vertical velocity is on half-(model) levels, thus coincsdeith the lower boundary. Otherwise, it is necessary to
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Figure 5: Vertical velocity for the flow past the terrain ptefgiven in 8) after 1 hour of simulation. Panel a shows the

development of vertical “chimneys” in the control NH-IFSmsilation. Panel b is the result with the hydrostatic model
H-IFS. Panel c is the NH-IFS result with LRDBBET and panel d is the NH-IFS result for GWADV-NH. The contour
interval in panels a,c-d is the same askfemp et al. (2003, 0.05ms . Panel b has contour intervdl.2 ms L.

suitably modify the lower boundary condition consistenthvihe semi-Lagrangian advection scher@eleyn
2005 Bénard et al.2009), that is to calculatelws/dt in a semi-Lagrangian fashion (optitRDBBC= T)
(panel ¢ in Figh), rather than constructing the total derivative from thpregsion foms in the last equation of

(4).

3.4 Quasi two-dimensional orographic flow with linear vertical shear

This classical problem — studied in, e.gMurtele et al.(1987); Keller (1994 — constitutes a particularly
discriminating test, because in the presence of shear titeydoostatic and hydrostatic equations predict a fun-
damentally different propagation of orographically-fedcgravity waves. While hydrostatic models produce a
vertically propagating mountain gravity wave, the corsaution is that of a trapped, horizontally propagating
gravity wave. For a direct comparison with the publishedhdital results the same parameter space as in
Keller (1994 is explored but with a suitably modified mountain to accordate the global spherical geometry
of the models.

The mountain is a three-dimensional elliptic adaptatiothefclassical “witch of Agnesi” profile centred at the
equator

(@A) =ho (1402 /L)% + (la/Lg)?) ©)

with 1, = acos [sir? @ + co @cogA — Ac)] andl, = acos [sing@sing + cosg cosg|, where the moun-
tain half-width isL, = 2.5 km, and the meridional extent of the ellipse is defined.py= |L2 — L%|¥/2, the
centre position of the mountaif¢, @) = (371/2,0), and the focus point distantg = acos ![singysing. +
COS@y coS@ oS Ag — A¢)| with (Aq, @) = (311/2, 11/3); mountain height igyy = 100 m. All distances and
formulae are expressed following great circles on the sphekmbient conditions consist of the linearly
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sheared wind profilee(¢,z) = Ug(1+ c2) coq @) below the tropopause located at38m, and constant aloft;
Uo =10 mstandc=25x 10" m; (Ve = 0,we = 0) and the Brunt-Vaisala frequendy= 0.01 s 1. The
Richardson number of the flow in the tropospherRiiss N?/(Ugc)? = 16 and in the stratospheRi = . To
facilitate comparison with the IFS — formulated in temparatrather than potential temperature — the mod-
els are set in isothermal ambient conditions without thbiktajump employed inWurtele et al(1987). This
simplifies the specification of a constant stability, sindthyotential temperatur@ = T(p/po) "~/ and the
hydrostatic relatio In p/dz= —g/RT the atmospheric stability may be expressed as

~dIn@ JInT RIlnp JInT g

+ = (10)

s 0z 0z ¢y 0z 0z  cpT

Thus, an atmosphere with constant stabifity- N2/g is equivalent to an isothermal atmosphere Wigh=
9?/(cpN?). In both models, the same sheared, isothermal, zonal floeosghere is analytically prescribed at
initial time and is maintained in the absence of other fagsin

Figure 6: Vertical cross-section at the equator of vertigalocity after two hours of simulation, comparing the NFsIF
(Panel a) with EULAG (Panel b) for a linearly-sheared flow pagjuasi-two-dimensional “witch of Agnesi” obstacle on
the sphere. The wind velocity is constant abb0é km (or~ 687 hPa). Contour interval i©.05ms . Solid/Dashed
lines denote positive/negative contours. The vertica axpressure in hPa.

500

600

700

800

900

0,08
Figure 7: Same as in Fig for the hydrostatic version of the IFS after two hours of datian. The solution is consistent

with the hydrostatic analytic solutiorikgller, 1994 Fig. 2). In contrast to Figé the wave propagation is entirely vertical.
Contour interval is0.2 ms .,

The EULAG domain size is 518 228x 121 with a horizontal and vertical grid spacing of 250 m, vishic
corresponds to a radius of the sphare 20.3718 km. The IFS is run with § 255 resolution with an equivalent
linear reduced Gaussian grid (512 points along the equaitn)115 vertical levels. The lowest 15 km have
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the same vertical spacing of 250 m as in EULAG. The integnatime is 2 h with a time stept =5 s for
both models. For the hydrostatic IFS, the solution is chiaresed by an entirely vertical response to the
mountain forcing; cf. Keller (1994). Here vertical absorbers are important to avoid reflecibthe model
top and to obtain the analytic solution for an unbounded aphere. Therefore, the damping proftte=
T_lSinz(Z — Zihres)/ (Ztop — Ztnres) } (Klemp and Lilly, 1978 has been applied in the hydrostatic IFS above
Z = Zinres= 350 hPa with attenuation time scale- 50 s. The upper limit of the IFS is formally alwayspat 0,
whereas a rigid lid upper boundary at 25 km was chosen in EUfgk@omputational efficiency. While in the
NH-IFS no absorbers are used, in EULAG the damping profite T~*max{0, (Z — Zihres)/ (Ztop — Zthres) } IS
applied withZihres = 20 km andr = 300 s.

— — nonhydrostatic IF
3 °r .= hydrostatic IFS
s b — EULAG

TR AT B I AT VI I A A AN B S B

1 | 1 | 1 | 1 | 1 | 1 | 1 | 1
120w 90w 60W 30w [¢] 30E 60E 90E 120E

longitude

Figure 8: Running sum gfp(u— [u])(w— [w]) at 700hPa, meridionally averaged over10degrees latitude. The dashed
line is for the NH-IFS (Fig.6 a), the solid thick line denotes EULAG (Fi§.b) and the dot-dashed line shows the
hydrostatic IFS solution. The mountain is centre®&t W. Values are relative to the final integrated value.

Panel a in Fig6 shows the vertical velocity after two hours simulated with NH-IFS, and panel b shows the
reference solution with EULAG. The nonhydrostatic solaionay be compared with the solution obtained with
the hydrostatic IFS (Figr), which is consistent with the analytic solution (maximuomtours 06ms 1) of the
same case presentedHeller (1994). The hydrostatic model fails to represent the trappingtaechorizontal
propagation of lee waves. The nonhydrostatic solutionsgndcompare quantitatively well. Specifically, there
are closed cells behind the mountain with an approximate datal wavelength of 14 km in agreement with the
linear analysis and with the numerical solution of a similase inWurtele et al(1987). The numerical solution
(cf. Wurtele et al. 1987, Fig.11) was obtained with a stability jump between tropesp and stratosphere and
a mountain height of 500 m. However, as the amplitude of treyéin solution scales with the mountain
height, the amplitudes in Fig may simply be multiplied by a factor five, which gives amgdiés in EULAG

of 1.75—1ms ! and in IFS 225— 1ms™%, compared to 5— 0.8ms ™ in Wurtele et al(1987). Given, that the
same horizontal wavelength (14 km) is obtained in&;ig suggests that the stability jump mostly influences the
leakage of wave energy above the tropopause, locatedmka0 Thus in comparison t&/urtele et al(1987),

a different decay of amplitude with distance from the moimia expected, but not the qualitative nature
of the lee wave solution. Interestingly, both models shoes shme albeit weak second mode — indicated
by the increase in amplitude of some of the cells — which isexqtected according to the linear analytic
theory and the numerical solution Wurtele et al.(1987). In agreement with the dispersion relation, after
two hours the stratospheric gravity waves already arrivedrapm of the mountain. The gravity waves leaked
into the stratosphere are reflected at the model top and tavaard and horizontally propagating waves
are modulated by the shear transition imposed & kfh, which leads ultimately to differences between the
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two solutions in Fig6, with IFS being noisier. The time evolution of the flow (nobsm) indicates that the
differences arise due to the different upper boundary ¢amdiThe damping profile applied in the hydrostatic
simulation proved ineffective for the NH-IFS. Experimenstsowed that the effectiveness and the applicability
of “sponge” layers at the IFS model top, such as recently ggeg inKlemp et al.(2008, were limited due to
the (vertical) derivative prognostic variable and the tgpeertical coordinate.

RS

e——dx=1.0 km a=5km (NH)|
o---odx=1.0 km a=5km (H) | 1
+—dx=2.5 km a=10km (NH)—
a...adx=2.5 km a=10km (H)| 7
»—adx=10 km a=50km (NH)-
a---adx=10 km a=50km (H)| 7

696565856,
Q B N WD N ®O R DN W
T T T

O
[
Q
S !
©
S
=

accumulated wave-momentum flux

1 | 1 | 1 |
60W 30w 0 30E
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Figure 9: Running sum gbo(u — [u])(w — [w]) at 700 hPa, meridionally averaged betweefll0 degrees latitude, for
hydrostatic (H, dotted lines) and NH-IFS (NH, solid lineghslations with gridsizes dx 10 km (squares), dx 2.5 km
(triangles) and dx= 1 km (circles), respectively. The mountain is centred®@t W. Values are relative to the final
integrated value. Because the angular grid increment iglfiige linear distance for each graph is different.

The nonhydrostatic wave is associated with a charactedstivnstream shift of the vertical flux of horizontal
momentum, which represents an additional measure for ifiyiagt the difference between hydrostatic and
nonhydrostatic solutions; cf. the corresponding Figs.dd B inKeller (1994). In Fig. 8 the running sum of
the wave-momentum flux along the equator is compared forabescdepicted in Fig.and Fig.7, respectively.
The accumulated wave-momentum flux is evaluated at a cdr@tessure surface as

= <z Po(U(A, @) — W) (WX, @) — W) ). (11)

i=Tg

where] | denotes the zonal average amg= p/RTo; the ( ) symbolises an average oved0 degrees latitude.
The zonal indexg of the running sum corresponds to 30 degrees west of theecehtthe mountain, and
ik =ls,..,in With indexin, corresponding to 210 degrees east of the mountain, cfosetti inKeller (1994 for
a discussion. The results in Figare qualitatively similar to the analytic resultskeller (1994 and both the
NH-IFS and EULAG simulations show the characteristic dawa@n shift of the nonhydrostatic solution.

In addition, a series of cases with half the ratjg/dxused above (i.e., /dx=5) fordx= 10.,5.,2.5,1.,0.25 km,
and the correspondingly reduced radii of the computatiepalere, were run to illustrate the transition be-
tween the hydrostatic and the nonhydrostatic regime in NWielats with marginally resolved orography.
Figure9 quantifies the convergence towards hydrostatic model b@rawith increasing grid-size. The char-
acteristic solution disparity between the nonhydrostatid the hydrostatic IFS appears beldw= 2.5 km,
but only atdx = 1 km the results are significantly different in the lee of theumtain. Fordx= 1 km and
dx = 0.25 km (Fig.8) the difference of the solutions in the lee of the mountairsisés over some distance,
while atdx = 10 km both solutions show the characteristic hydrostatltai®our. However, the hydrostatic
IFS produces a larger amplitude of the wave momentum flux afpove the mountain top. In general, the
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transitional resolution between hydrostatic and nonhstaitac regimes depends on the ratio of the characteris-
tic horizontal and vertical scales involved. Although tirawdations represent only a narrow region in a large
parameter space, the results are consistent with estitygieally obtained from a heuristic scale analysis of
nonhydrostatic motions in NWP, i.e. horizontal scdles /(10 km) resolved with grid intervaldx= &'(2 km).

3.5 The critical level effect on linear and non-linear flow pat a three-dimensional hill

The transfer of energy and momentum from smaller scale fitictos toward an emerging mean flow rep-
resents a fundamental mechanism influencing the predityabi weather and climate. The numerical re-
alisability of propagating waves at internal critical layés equally important for mesoscale orographic flows
(Grubisi¢t and Smolarkiewicz1997) as for the planetary circulation, e.g. the quasi-bienmsatillation
(Wedi and Smolarkiewig2006). The critical level is a preferred location for internalwgebreaking, with the
resulting flow locally nonlinear and nonhydrostatic. Yehem mean wind curvature vanishes everywhere and
the mean wind velocity decreases with height, the hydriestaproximation can be justified — given horizontal
wavenumber& < N/U (z= 0) < o — thus facilitating the development of linear solutions e®ifect of a crit-
ical level on the airflow past an isolated axially symmetilthas been studied iGrubiSic and Smolarkiewicz
(21997. In their work nonhydrostatic effects were minimised toifyethe linear theory with a nonlinear non-
hydrostatic model. This test case thus represents a navsgtatic benchmark with an analytic solution in the
hydrostatic limit. It is used here to test the asymptoticawébur of NH-IFS.
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Figure 10: Comparison of the zonal drag history for NH-IFSydiostatic IFS, and EULAG for the linear crit-
ical flow past a three-dimensional hill on the sphere (LS2)he Tdrag is normalised by = 7T/4p0NU0ah%
(Grubisic and Smolarkiewicz1997). Time is nondimensionalised b¥ + tUp/L,.The analytic solution is denoted by
the thin solid line. The dashed line is for the NH-IFS, thadstilick line denotes EULAG and the dot-dashed line shows
the hydrostatic IFS solution.

Two examples fronGrubiSic and Smolarkiewic#1997), LS2 for a linear and LS5 for a non-linear flow, are
adapted to the sphere. The bell-shaped mountain is repeesey

hA, @) =ho (1+1(A, @)2/L2) 2 (12)

with 1(A, @) = acos Y[sin@sing + cospcos@ cogA — Ac)] with (A, @) = (37r/2,0). To facilitate a com-
parison with the results iGrubisic and Smolarkiewic#1997), their setup is followed closely by specifying
Uo/NL, = 0.2 in all experiments, withlp = 10 ms !, N = 0.01 s, andL, = 5000 m. The ambient wind
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profile with a reverse linear shear is prescribedigd®,z) = Ug(1 — z/z.) cog @), wherez. = (Ug/N)v/Ri is
the height of the critical level for the stationary mountaiave. Both linear and nonlinear flow simulations are
characterised bRi = 1 and dimensionless mountain heigﬁ‘ni: hoN/Up. In the linear casé = 0.05 (LS2),
whereas in the non-linear cake= 0.3 (LS5). As in previous test cases isothermal conditionsaasemed to
facilitate an equivalent setup in the IFS.

a b
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950 950
960 960
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0.0S

Figure 11: Zonal velocity perturbation from the LS2 run aitied time (t* = 0) for (a) EULAG and (b) for the NH-IFS.
Contours are from-0.01ms 1 t0 0.4ms ™.

The radius of the sphere is setas 63.662 km. EULAG utilises a latitude-longitude grid of 320144 x 91
with dz=35 m. The IFS is run af_159 resolution with an equivalent linear reduced Gaussgi@(§20 points
along the equator) with 120 vertical levels with constarmtcipgdz= 35 m in the lowest 2 km. The integration
time is 6 h with a time stefpst = 10 s for both models. A simple sponge layer with the invergh@fttenuation
time scalea = 1~*max{0, (Z - Zihres)/ (Ztop — Zinres) } has been added to both models. Particularly for the IFS
this filters out some high frequency noise. For EULEGes= 2.5 km was chosen witlh = 300 s. In the IFS
the sponge was applied in presspreith Z = —p, Zipres = —930 hPaZiop = 0, andt = 1000 s.

To quantify the overall performance of NH-IFS, the drag —tittal force exerted on the mountain by the flow
— is measured as

4o pfo
/ / p(xY,z = h)Th dxdy (13)

Figure 10 compares the zonal drag history in the linear LS2 case fothite different models, EULAG, the
hydrostatic IFS and the NH-IFS. The analytic linear solutf@rubisic and SmolarkiewicA997) is indicated
by the thin solid black line. Initially, the NH-IFS differdrengly from EULAG, showing an oscillation of
the zonal drag around the analytic solution. This can bea@xgtl by the different initialisation procedure
between both models. While the identical analytic inittals is prescribed, in EULAG the “suitability” of the
initial conditions is ensured by imposing a potential-floertprbation on the prescribed ambient flow. This
ensures that the initial conditions form a solution to theegning numerical problem; sd&mam(2006) for

a discussion. In contrast, the IFS was started from the anahjtial conditions without initialisation; thus,
the mountain forces the system impulsively. In NWP theaitigation problem is well-known (cDaley, 1991,
chap. 6), and in real weather applications the “suitaBjiliti/the initial condition for IFS is ensured through
the process of variational data assimilation. For compkss, the initialised and the uninitialised zonal flow
perturbation at* = O is illustrated in Fig11 for the LS2 case.

The resulting oscillations decay in time, and all numeriegults approach the analytic steady-state. The
zonal drag evolution in FiglOis a running average over 100 points to filter out high fregyaroise, initially
present in the IFS solutions but decaying in time due to thécat absorber applied. In the linear case,
after an integration tim&* = tUp/L, = 14 (dimensionless) all models reach a near equilibriune statl the
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Figure 12: Vertical vorticity (<10~ s1) and corresponding velocity vectors from the LS2 run*att28.8. Panel a
shows the EULAG solution in the horizontal plane at 9.94z.. Panels b and ¢ show the corresponding solutions for
hydrostatic IFS and NH-IFS, respectively; panels b-c shmewtearest IFS model level equivalen@t®4z; shifted by3dz
(see text for an explanation).
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Figure 13: Vertical velocity from the LS5 run &t + 43. Panel a shows the EULAG result, panel b shows the solution
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with the NH-IFS, panel ¢ the hydrostatic IFS solution. Camtaterval is0.03ms L. For comparison, panel d shows the
IFS solution for the linear LS2 case (contour inter@015ms 1). The vertical axis is pressure in hPa.
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drag results are reasonably close to the analytic solutimmpare also to Fig. 9 iGrubisic and Smolarkiewicz
(1997). The linear analytic solution is essentially hydrostaticd both nonhydrostatic models correctly recover
the hydrostatic balance on the reduced-size sphere.

Vertical cross-sections at the equator of vertical veJotitthe LS2 run at equilibrium (not shown) compare
well between all three models. However, the steady stateaished later with the IFS than with EULAG, as
already indicated by the drag evolution in Fi§. Panel a in Figl2 shows the corresponding vertical vorticity
in the horizontal plane at 94z aftert* = 28.8 for EULAG. Panels b and ¢ show solutions from the hydrostati
IFS and the NH-IFS, respectively. While in EULAG the phy#licabservable (locally Cartesian) vorticity
components are evaluated at each grid point of the model idoima accounting formally for all the metric
terms Smolarkiewicz and Prus2005), in the IFS the component normal to constant model levelsésl. The
latter is routinely computed in the IFS at every time-steprduthe direct spectral transforms, whereby the
local wind components — in the semi-Lagrangian formalism re-teansformed into a spectral representation
of vorticity and divergence — used in the semi-implicit g@n procedure. In the LS2 case, the vorticity
component normal tg = const closely approximates the vertical vorticity. Best comgani with EULAG has
been found if the nearest model level equivalent.@2 is shifted upward by @z Cross-sections of vertical
velocity (Fig.13d) indicate, that the damping to zero of vertical velocitypditnde at the critical level occurs
slightly higher up in the IFS than in EULAG, despite the samespribed height of the critical level. The
imbalanced impulsive initial condition employed in the IE&8culations may be contributing to this disparity.
In the EULAG solution a slightly poleward directed flow is edttogether with a more elongated shape of
the vorticity contour and a third contour maximum in the nequatorial region. Apart from these relatively
minor differences, the results of both global models arggie@ment with the limited-area solutions presented
in Fig. 14 b,c inGrubiSi¢ and Smolarkiewicgl997). Vertical cross-sections of vertical vorticity obtainedh
EULAG show essentially zero vorticity above the criticatdein the vicinity of the mountain; see Fig. 14ain
GrubiSic and Smolarkiewic£1997). However, the IFS results show weak but non-zero magnitdidertical
vorticity abovez; over the mountain (not shown).

In the nonlinear case (LS5) the solution is less trappedvbéie critical level GrubiSic and Smolarkiewicz
1997, and both the IFS and EULAG capture these effects simild&gnel a in Figl3 represents the vertical
velocity cross-section aftdF = 43 for the EULAG model results, panel b and panel ¢ show theltsefor
the nonhydrostatic and the hydrostatic IFS, respectivedynel d shows the vertical velocity for the linear LS2
case and the same critical level height. A comparison withwaet vertical resolution simulation (not shown)
indicates that the behaviour is more influenced by vertieablution than by the choice of the hydrostatic or
nonhydrostatic model equations for this case. Note howévat this is not a priori obvious, since vertical and
horizontal length scales in the nonlinear resolved motemassimilar, hence this represents a nonhydrostatic
regime. Indeed a closer examination shows that the hydios@lution is noisier and oscillatory below the
critical level and in the lee of the mountain. This is remieist of the breakdown of the (hydrostatic) shallow
water flow assumption for the critical flow case of a hydrajlicp, illustrated inWedi and Smolarkiewicz
(2004). The drag history in Figl4 reaches an equilibrium state for the EULAG simulation agjpnately after

t* = 43. The analytic solution of the linear case (LS2) is shownrdéerence. The amplitude of the normalised
drag varies more strongly between the models. Both the N&aRd the hydrostatic IFS model (shown until
t* = 43) give relatively larger drag compared to the nonhydta@stElULAG solution at that time. Untii* = 10
the resulting drag agrees more closely between EULAG andRBgthen the IFS solution oscillates around
the EULAG value and slowly converges towards the same solytiormalised drag.14 att* = 168). In
Grubisi¢ and Smolarkiewic1997) the drag history is only shown t6 = 18, where the drag evolution reaches
a normalised maximum value of2b in agreement with the EULAG solution presented here. THellRS
reaches a normalised maximum drag value.6f 1

The solution departure of the hydrostatic and the nonhyaltiosresults is illustrated for the nonlinear LS5
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Figure 14: Comparison of the normalised drag history for tHEel-IFS and the hydrostatic IFS, and EULAG for the
nonlinear critical flow past a three-dimensional hill on theghere (LS5). The linear analytic solution (LS2 case) iglgiv
by the thin solid line. The dashed line is for the NH-IFS, tbkdsthick line denotes EULAG, and the dot-dashed line
shows the hydrostatic IFS solution.
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Figure 15: Vertical velocity from the LS5 case att 216with Up/NL, = 1. Panel a shows the EULAG result, panel b
shows the solution with the NH-IFS, panel ¢ the hydrost&if $olution. Contour interval i8.2 ms . The vertical axis
is pressure in hPa.
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case with three simulations for a narrower mountain, suehWp/NL, = 1. To keep the ratid, /dx = 4,
the horizontal resolution is enhanceddw= 250 m by reducing the radius go= 20.3718 km. The resulting
nonhydrostatic solution is trapped below the critical léee both models (Figl5a-b). The structure of the
vertical velocity in the lee of the mountain and in the vigrof the critical level is consistent with the formation
of a homogeneous mixed layer — resulting from convective stmehr instabilities — that acts as a perfect
reflector to all incoming wavesGrubiSic and Smolarkiewicg1997) and references therein. In contrast, the
hydrostatic model result (Fig.5c) evinces a strong wave response above the critical layer.corresponding
zonal drag is overestimated by 25 percent compared to thieydoostatic solutions, which are similar to the
linear analytic solution (Figl6). Thus, in terms of the drag, the linear analytic solutiosogbrovides the
asymptotic limit for high resolution fully nonlinear nondiipstatic simulations.
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Figure 16: Comparison of the zonal drag history for the NHSIBnd the hydrostatic IFS, and EULAG for the LS5 case
with Ug/NL, = 1. The linear analytic solution is denoted by the thin soliteli The dashed line is for the NH-IFS, the
solid thick line denotes EULAG and the dot-dashed line shtbevéiydrostatic IFS solution.

3.6 Held-Suarez climate

The synoptic- and planetary-scale simulations presemtékis section evaluate the influence of the dynami-
cal core formulation on an idealised 'climate’ state on thhese, while the spectrum of the resolved scales
is shifted with decreasing radii towards a smaller physieavelength. It thus enables the study of basic at-
mospheric processes on the sphere and their numericadaieitity with increasing yet affordable resolution.
Planetary simulations on reduced-size spheres have beerssfully demonstrated i@molarkiewicz et al.
(1999.

In the test cases discussed in previous sections near ianalstilts can be equivalently achieved on reduced-
size planets with no further rescaling. However, since thagiary climate crucially depends on the evolution
of Rossby waves, and it is our desire to keep such evolutiathHike, the Rossby numbdRo= U /2QL
(assuming a characteristic horizontal speed U and lengliklse- a) is kept constant in the following test case,
which facilitates an intercomparison with the Earth’'s @diea In particular, it is important for maintaining the
relative latitudinal positions of zonal jet cores, whichaddish in sufficiently long simulationgHeld and Hou
1980.

For Held-Suarez climate simulations a friction terak,v is added on the right-hand side of the horizontal
momentum equations and a relaxation terky (T — Teq) is added on the right-hand side of the thermodynamic
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equation. For completeness the Held-Suarez setup is susathéelow, sekleld and Suaref 994) for details:

Teq :max{zoo K, [315 K— (AT)ysir?(¢) (14)

— (AB);log (%) co | (p—po> K}

kr =ka+ (ks— ka) cos' @ max{o 9= Ub}

’ 1-o0p
k, =K; max{o, 9= ab}
1-0p

kf =1 day_l7 ka: kf/4o7 kS = kf/47
(AT)y=60K, (AB),=10K, 0,=0.7,
day=2m/Q, po= 1000 hPa k =R/c,.

With fixed Ro, reducing the radius of the planet implies an equivalerteiase of the rotation rate and, thus, a
corresponding increase in the frictional/heating timedexks, ks, ks. The setup is otherwise as described in
Smolarkiewicz et al(1999 2001 for EULAG.

Simulations are performed for spheres with radi (ag, ag /10, ag /20) whereag = 6.371-10° m. The IFS is
run with the operational set of 91 vertical levels and thenhmglel level located at 01 hPa (model top gi = 0).

In EULAG 40 vertical layers are used with a top-height fixe@2akm. Both models start from identical initial
conditions and use the same timestep, respective for thesratthe experimeniit = 300,30,15 s, chosen such
as to keep the maximum Courant numberi{(UmaAt /AA ) of both the IFS and EULAG simulations similar
(close to 06) and minimising the difference in the truncation error; section 6.1 inDurran (1999. The
equivalent gridsizes of the simulations are 125512nd 625 km. The latter two are close to possible future
resolutions at ECMWF but use only a fraction of the compateti cost normally required for simulations at
such fine resolution. Thus idealised simulations on redystadets may be run at a cost comparable to the
current high resolution forecast at ECMWF but with one omfanagnitude higher resolution. This enables an
in-depth evaluation of various features of the global magébre such a high resolution is routinely affordable.

Figure 17 shows the solutions for the caseaf ag/10. It compares the zonal mean zonal flow of the NH-
IFS (panel a), the hydrostatic IFS (panel b), and EULAG (paheveraged over the integration period of
275 simulation days (skipping the first 10 simulation day&)simulation day is defined as the time period
of one planetary rotation. The zonal jet positions and mtagdes in the zonally averaged solutions compare
well in all simulations for different models and radii. Figul8 compares the change of the zonally-averaged
mean state for three different horizontal resolutions iokth with the NH-IFS and Figl9 for EULAG. In
agreement with theoretical predictions there is remayklitble difference between the averaged solutions for
each model. Despite differences in the upper boundary anddttical coordinate the solutions agree closely.
The asymmetry seen for example in Figb and Fig.1% indicate a small equatorward shift of the southern
hemispheric jet for both IFS and the EULAG simulation wéth= ag /10, showing that the zonal mean state
does not reach a steady state after 275 simulation days.

Fig.20 shows the time-averaged horizontal kinetic endggy 0.5(u” +v?) distribution against the total spheri-
cal harmonic wavenumberfor the NH-IFS and EULAG, each with radii= ag anda= ag /10. The horizontal
kinetic energy spectrum remains nearly identical, if almauical parameters (including for example horizontal
diffusion as applied in IFS) are appropriately rescalede $pectrum has been obtained by averaging in time
over the last 100 simulation days. Notably, for both modmalsdifferences can be seen in the well-resolved
range of total wavenumbers-620 approximatel§, which are associated with the dominant midlatitude baro-

2The zonal and meridional physical wavenumbérandl, respectively, are related to the eigenvalues of the Heltmequation of

20 Technical Memorandum No. 594



0

NH-IFS/ARPEGE

Figure 17: Held-Suarez dry climate simulation on the reditse&ze sphere with & 0.1ag. Panel a-b show the zonal mean
zonal flow for the NH-IFS and the hydrostatic IFS, respetyivieanel c shows the result for EULAG. Fields are averaged
over 275 simulation days (defined as the time for one plagetdation). The vertical axis is pressure in hPa.

Figure 18: NH-IFS Held-Suarez dry climate simulations omsphere with (a) horizonal resolution éx125km (a= ag),
b) the difference between the éx125km and the dxz 12.5 km (a= ag/10) simulation, and c) the difference between
dx= 125km and dx= 6 km (a= ag/20). The zonal mean zonal flow is averaged over 275 simulatigs.da
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Figure 19: EULAG Held-Suarez dry climate simulations ongpbere with (a) horizonal resolution dx125km (a= ag),
b) the difference between the ex125km and the dx= 12.5 km (a= ag/10) simulation, and c) the difference between
dx= 125km and dx= 6 km (a== ag/20). The zonal mean zonal flow is averaged over 275 simulatigs.da
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Figure 20: Alog,y-log,, presentation of horizontal kinetic energy{sn?] at 200hPa averaged over the last 100 simu-
lation days for the IFS and the EULAG simulations with défgrEarth’s radii. The abscissa shows the total spherical
harmonic wavenumber n. The solid line denotes the IFS siionlaith a= ag, the dashed line is the IFS simulation with
a=ag/10; the grey dotted line denotes the EULAG simulation with ag, and the grey dash-dotted line is the EULAG
simulation with a= ag /10. Wavenumber spectrEF/3 and 3 have been added for reference.
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clinic waves arising in the Held-Suarez climate. At rali= az anda = ag /10 NH-IFS shows substantially
higher amplitude compared to EULAG (maximal 24 percenedéhce) in the 6 20 total wavenumber range,
whereas EULAG shows significantly higher amplitude at tatatenumbers> 20, in particular at the tail end
of the spectrum.

The richness and variability of the different solutions thee Held-Suarez test case — known for the intercom-
parison of its atmospheric zonal mean states — is furthgstithted in Fi®21 and Fig22. Figure21 shows the
temporal anomalies of 200 hPa zonal wind averaged betwegbB0! latitudes, a display method often used
for the illustration of intraseasonal oscillations. Theadaas been lowpass filtered to attenuate all frequencies
higher than 2r/10 day . The eastward propagation and the persistence of theseatiasrim both models is
sensitive to the diffusive character of the numerical $ofufnot shown), with more diffusion implying more
persistent propagating anomalies (&iotrowski et al.(2009). Figure 22 shows for both models, the NH-
IFS and EULAG, the power in frequency (cycles per simulatiay = 1/period) and wavenumber space for
200 hPa zonal wind averaged between 30N and 50N. The two mebeW similar dominant wavenumbers
but differences in both amplitude and frequency, albeibiidal initial conditions, the same physical forcing
and a similar zonally-averaged mean state. The spuriogssperce of the anomalies and the differences in the

spectra warrant further investigation, given the potéitigortance for medium range weather prediction and
climate.

Time (days)

0 60 120 180 240 300 360 0 60 120 180 240 300 360
a Longitude b Longitude

Figure 21: Hovniller diagram of the temporal anomaly 800hPa zonal wind fo275simulation days averaged between
30N and 50N for a) the NH-IFS and b) EULAG on the reduced-giber® (a= ag /10). Contours are in ms'.

3.7 Medium-range NH-IFS performance and model climate

The medium-range forecast performance of the NH-IFS atdsgdtic resolutions is assessed in comparison
to the hydrostatic IFS. All NH-IFS experiments shown use B\WADV-NH option. However, earlier ex-
periments indicate insignificant differences in perforeeof the NH-IFS with or without the GWADV-NH
option in medium-range forecasts at hydrostatic scaledatiyy the NH-IFS simulations presented here use
finite-difference discretisation in the vertical, wher#tas hydrostatic control simulations use the finite-element
scheme. Both models employ the implicit treatment of theidisrforce as it leads to slightly better forecast
scores and formally minimises the departure from “inegh@sthe two-time-level numerical discretisation.

The initial conditions for the two additional nonhydro&tatariables are obtained by assuming a hydrostatically
balanced vertical motion together with a pressure field ih#étee of elastic perturbations, cBénard et al.

the spherical harmonic functions and thus to the total spllevavenumben via (k® +12) = n(n+ 1) /a2 (Phillips, 1990).
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Figure 22: Power in frequency (cycles per day) and wavenurspace for200 hPa zonal wind averaged between 30N
and 50N for a) the NH-IFS and b) EULAG on the reduced-sizereplae= ag /10).

(2009.

Scores from 10-day forecastsTa799 and affy 1279 with 91 vertical levels are shown in FBB and Fig.24,
respectively. Both hydrostatic and nonhydrostatic fosecaere run with the same timestep (the default for the
H-IFS): At = 720 s afT 799 andAt = 450 s afl; 1279. The left figures in Fi®23 and Fig.24 show anomaly
correlation and the right figures root mean square error @fr HPa geopotential height for the extratropical
northern hemisphere (panel a) and southern hemispherel (pafiom 10-day simulations for different initial
dates spread over the period 2007-2008. Panel ¢ shows &bsoluelation and root mean square error for the
200 hPa winds in the tropics. All forecasts are verified agjdime operational analysis. The forecastf 4279
were run with model versioB8Y35R1 and those af; 799 withCY35R2.

The differences in scores between the nonhydrostatic adbstatic runs are small and not significant. This
is also the case for other parameters, areas and heights frojfosphere. The only significant difference is in
the stratosphere, where the hydrostatic simulations arsistently better. This difference is explained by the
difference in vertical discretisation schemes used inweerhodels. By default the H-IFS is using the vertical
finite-element discretisation (VFE) while the NH-IFS a et finite-difference discretisation (VFD), and, as
was noted inUntch and Horta(2004) with the H-IFS, the former gives better stratospheric dasts. When
both models are run with their respective VFD discretisetjahe scores in the stratosphere are very similar,
but inferior to those of the H-IFS with VFE discretisationowkver, if the “intermediate” VFE discretisation,
described in the Appendix, is used in the NH-IFS, its stigtesic scores are improved and compare well with
those of the H-IFS with VFE discretisation.

Additional diagnostics on the position of the departurenmof the semi-Lagrangian trajectories near the model
surface and the model top shown that both models are haviasmnal problems at individual points near the
surface over steep orography with excessive vertical itedscthat lead to the semi-Lagrangian trajectories
originating from outside of the model domain. However, toe NH-IFS this happens up to four times more
often than for the H-IFS affi_ 799 and gets worse with increasing horizontal resolutidre Stability of the semi-
implicit scheme in the NH-IFS is controlled via the acousgéerence temperature chosen toThe= 75 K
and the standard reference temperature controlling theagedion of gravity wave$, = 350 K (same as for
H-IFS) (see also sectioBr1). For the semi-implicit reference pressysea smaller value of 850 hPa is chosen
for stability than in the H-IFSg = 1000 hPa). It is noted, that the empirically determined eaofystability

for Ty of 50 < T;5 < 100 — guided by the experiments in sect®id — is quite restrictive.

Additionally two 10-day simulations have been run w2047 (10km grid-size) and 91 vertical levels. The
results indicate a stable integration and a similar evofutf the rms-error and anomaly-correlation of the
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Figure 23: Comparison of the 799 simulations using the H-IFS and the NH-IFS model formula(ioY33R2). Panel

a and b show the average owt days of500hPa geopotential height root mean square error and anomaiyetation

for the northern and the southern hemisphere, respectifialyel c shows the absolute correlation and root mean square

error of the200hPa winds in the tropics.
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500 hPa geopotential height compared to the corresporidib?j79 simulations, for both H-IFS and NH-IFS.
Precipitation patterns are very similar upto day 6 of thedasts. Although not believed to be significant, if a
fine contour intervak 2mmy/dayis chosen, different wave patterns can be seen at day 6. hotiteydrostatic

T 2047 runs the problem of trajectories outside the model domancreased, with a ratio 15 : 1 compared to
the corresponding H-IFS simulation.

The sensitivity of the model climate to the model formulatis studied using a 4-member ensemble of 13-
month-long integrations with cycle 82 using the atmospheric component of the ECMWF Integrated-Fo
casting System only. A horizontal resolution Bf159 is used with 91 levels in the vertical. Observed sea
surface temperatures are prescribed as lower boundarjtioosd Forecasts are started 1 August 2000 00UTC
and shifted by 30 hours for each subsequent ensemble meftmetimestep used &t = 360Gs. The tropo-
spheric model climate in hydrostatic and non-hydrostatitutations is found to be nearly identical and the
differences manifest themselves only in a stratosphempégature bias related to the vertical discretisation.

A number of similar experiments have been conducted in tte#aod and stretched (factor= 2.4) ARPEGE
framework Courtier and Geleynl1988 Courtier et al, 1991, Yessad and Bénard 996 with T_ 538 and with

60 vertical levels. (Note that the ARPEGE vertical leveltriimition differs from the IFS 60 levels.) In this
configurationND4SY S= 1 is used and the physics package is called at the beginnitigedfme-step. The
option to compute the Coriolis force implicitly is not awaile for the stretched and rotated system. Notably,
the instability over steep orography found with the NH-1lE8up (originating from the discretisation of th -
term) does not occur with the ARPEGE setup. Otherwise, ammdsults with respect to stability and accuracy
are obtained when compared to the corresponding ARPEGB$tatic version.

3.8 Computational cost

The computational cost of the NH-IFS model is related to tmaerical stability of the iterative centred-implicit
(ICI) scheme. If the same timestep as used for the hydrostaidel is desired, the nonhydrostatic simulations
require at least one iteratiolNi{er = 1) of the ICI scheme to be stable. This means that the dynacoits
putations are executed twice per timestep, the physicahpetrizations are called only once at the end of the
iteration over the dynamics. For tigl59 model climate simulations this results in a 35 percemtpugational
cost increase compared to the hydrostatic model (in thestioperational configuration). The cost increase
can be reduced to approximately 24 percemif; = 0, i.e. the standard (un-iterated) semi-implicit scheme is
used, and the timestep is optimally reduced to ensure isyabiVhile comparable results are obtained at this
low resolution, this is no longer the case at higher resmhsti The cost increase in the 10-dRy99 simu-
lations is approximately 70 percent, Btl279 it is about 80 percent, and Bt2047 106 percent. Figur2s
shows a breakdown of the cost for the different parts of thel@h@dynamics in gridpoint space, computa-
tions in spectral space, spectral transforms, physicarpetrizations and other computations)Tg2047 for
NH-IFS and H-IFS. While the absolute cost of the physicabpaatrizations remains the same, the cost of the
dynamics (gridpoint and spectral-space computations)rapdrticular the cost of the spectral transforms grow
substantially because of the iteration over the dynamit¢kenCl scheme. As a result the overall balance of
the computational costs in the IFS shifts. Fig@@&shows the relative contribution to the total cost for the
hydrostatic IFS and NH-IFS & 2047. In the hydrostatic model 39 percent of the time is sjpetiite physical
parametrizations, whereas in the NH-IFS model with onaiiten of the ICI scheme only 18 percent of the
cost are apportioned to the physics.

A reduction in cost can be made by computing the semi-Lag@angajectory, and thus the departure point
interpolations, only once. While this removes the benefitipdating the trajectory with information due to

the previous iteration, the impact on the scores is neutrdlthe cost saving is approximately 10 percent
independent of resolution (same savinglaf99 and aff 2047). However, numerical noise develops in the
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Figure 25: Comparison of the cost of the NH-IFS against thérbstatic IFS at T2047resolution: breakdown of the to-
tal cost into the contributions from the gridpoint dynam{@&P_DYN), the spectral computations ($¥'N), the spectral
transforms (TRANS), the physical parametrizations (P63 and the remaining computations (other) such as postpro
cessing and diagnostics. The horizontal axis shows elatisedn seconds for the different parts of the model in a 5-day
forecast on 2048 processors.
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Figure 26: Relative cost of the individual contributiongie total computation time for the hydrostatic IFS (leftpahe
NH-IFS (right).
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stratosphere with this formulation. The cause for thisah#ity is not well understood and requires further
investigation.

Further reductions in cost may be possible if some a pridérfilg of acoustic modes enhances the stability
properties of the NH-IFS model and potentially eliminates heed for an iterative procedure. In addition,
advances in the speedup of the spectral transforms (fasinideg transforms) may be sought.

4 Discussion and conclusions

The NH dynamical core developed by the ALADIN partnerstidoitfnova et al.1995 (ALADIN, 1997 and
made available by Meteo-France in the global IFS/ARPEGEeah(dssad 2008 has been tested in the
ECMWF global modelling environment and its performance lhesn assessed in terms of accuracy, stability
and cost by comparing to the Centre’s operational hydiicstaddel (H-IFS) at hydrostatic resolutions and to
LES benchmarks at ultra high resolutions where nonhydiiogthenomena are resolved.

The test cases studied at nonhydrostatic resolutions thavensthat the NH-IFS captures the essential nonhy-
drostatic effects and, apart from relatively minor diffeces,the NH-IFS solution compares quantitatively well
with Cartesian-domain analytic solutions and LES benckmar

The forecast quality obtained with the NH-IFS in global medirange and seasonal simulations at hydrostatic
resolutions is very similar to the quality obtained with tHdFS. This was, however, only achieved after up-
grading the original NH IFS/ARPEGE model with two optionsitable and used by default in the hydrostatic
IFS: implicit computation of the Coriolis force and a finiéement discretisation in the vertical, albeit only an
“intermediate” finite-element version (see Appendix fotails).

Based on the performance of the NH-IFS model in terms of aoguit can be concluded that the NH-IFS
dynamical core is a possible choice for future, globallyfanm high resolution applications at ECMWF. An
assessment of moist simulations with the NH-IFS model ahpdrostatic scales is ongoing. In the hydrostatic
regime, forecasts of moist quantities with the NH-IFS anéF8-in medium- and seasonal-range are nearly
identical up to~ 10 km grid-length, using the ECMWF physical parametrizai@ackage “as is”. At cloud-
resolving resolutions, various aspects of moist dynamésdrfurther assessment, in particular, the coupling
of the physical parametrizations to the NH dynamical cord te projection of diabatic heating on both
pressure and temperature, the need for moist-conservatiiables for advection, and the efficacy of the semi-
Lagrangian advection scheme per se.

The numerical stability of the NH-IFS has been assessedlftatweather applications at full complexity
with long timesteps (as used for the H-IFS) and horizontal-gizes up tox~ 10 km. At least one iteration
of the iterative centred-implicit scheme is required tdgise the NH integrations with such long timesteps.
This means the dynamical core computations are executee tvar timestep (the physics package is called
only once), leading to a very substantial increase in castpawed to the hydrostatic model, e. g. for 10-day
forecasts aff 799 (25km grid-size) the cost increase is about 70 percemtevat T 2047 (10km) the cost
doubles. Therefore, the NH-IFS is not competitive with théR3 for hydrostatic scale applications. If efforts
directed at reducing substantially the cost of the NH-IF&/grto be unsuccessful, the H-IFS will have to be
maintained and used for the Centre’s low and medium resolwpplications in the future, e.g. in the inner
loops of the 4D-Var assimilation system. However, maintajrboth models does not require an unduly large
effort because the two dynamical cores share large partseofdde, since the NH model is designed as an
extension to the existing hydrostatic modelpnova et al.1995. It would, however, be desirable to have the
same dynamical core for all applications at all scales. Rigrthe efficiency of the NH dynamical core will
have to be improved substantially, a demanding project lwwitl require a considerable amount of research.
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A Appendix: An “intermediate” finite-element discretisati on in the vertical

A finite-element discretisation for the vertical of the NH deb has not been successfully implemented yet,
because it leads to an unstable semi-implicit scheme. N®less, the NH model can still benefit in part from
the higher computational accuracy of the vertical integeald derivatives in vertical finite-element (VFE) dis-
cretisation based on cubic B-spline elements comparedattedtiical finite-difference (VFD) discretisation (cf.
Untch and Horta(2004) by using the VFE discretisation for selected terms in tk@ieit part of the model,
while performing the semi-implicit computations in VFD distisation. This “intermediate” VFE discretisation
for the NH-IFS is described below.

In the VFE discretisation as implemented in the IFS, dissedtanalogues of vertical operators are constructed
by using the Galerkin method in cubic B-spline space (FE epathe resulting discrete operators (matrices)
in FE space are then transformed to physical space (veltieall space) and used there, tintch and Hortal
(2004). In the NH model, both vertical integrals and vertical datives have to be evaluated. In contrast,
in the hydrostatic IFS with semi-Lagrangian advection ordytical integrals are required, a fact that greatly
facilitated the construction of a stable semi-implicit scte in VFE discretisation for the hydrostatic IFS. The
same VFE integral operator computed for the hydrostaticahiscalso used in the NH model and in addition
a VFE derivative operator has been constructed in a simigr (&lso based on cubic B-splines) by M. Hortal
and J. Vivoda. It is noted that this VFE derivative operasaonat the exact inverse of the VFE integral operator
as in the continuous case. Using the inverse of the VFE iakegrerator as derivative operator does not give
accurate numerical derivatives.

The VFE integral operator is denoted her%y()'m, wheremandl denote the integration limits (i.e. integration
from levelmto levell). The VFE derivative operator is denoted 4.

The terms in the equation8)(and @) which are discretised with VFE are listed below.

e The integrals in the second and third equatiordnafe discretised as for the hydrostatic VFE model, cf.
Untch and Horta{2004).

e The integral in the first equation id)is discretised on model layerss

TRTS '
oot (G ), o

where s denotes the surface. The gradigq® is discretised as
|

RT3+ 7—; RTO, 5) ) (16)

S

p

(0p®) = Oy Bs+ %, (—Anl (gDn(RT)é— gmn in

Here & denotes the average pressure depth of a layer, divided bgvdrage pressure of this layer. In
NH-IFS & = A/ is used.

e The pressure gradient term is formulated as

(2520,0+R72) — CPL G 00+ ®TYE 20+ /T (22T)  an)

where the computation ¢Ap), requires a vertical derivative in finite-element disciaisn as outlined
below.
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e The termgw s discretised as

|
ndeT5> (18)

(gw); = gws + Z (_5 An

S
and it's derivative requires the relation

<Dn <’_;me5>>|: <’—;>I(dlan(RdTlHRdTlandl+RdT|d|D,,d)+RdT|d|an <'—;> . (19)

e The total pressure depths needed in the pressure gradremtated in thedw/dt expression for the
GWADV-NH option is discretised as

(apy = (am; (55) (20)
where
(g—2>l = %+ (aa(lp%;?) 1)
with
(ﬁ)l — %o <¥>| (AT”)'. (22)

A VFE discretisation of the remaining explicit terms inviolg vertical derivatives has also been tried, but
resulted in an unstable model. More research is needed &rstadd why.
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