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Abstract
The relative merits of three forecast systems addressing the impact of model uncertainty on seasonal/annual forecasts are described. One system consists of a multi-model, whereas two other systems sample uncertainties by perturbing the parameterisation of reference models through perturbed parameter and stochastic physics techniques. Ensemble re-forecasts over 1991 to 2001 were performed with coupled climate models started from realistic initial conditions. Forecast quality varies between the systems due to the different strategies for sampling uncertainties, but also to differences in initialisation methods and in the reference forecast system. Although the multi-model experiment has an ensemble size larger than the other two experiments, most of the assessment was done using equally-sized ensembles. The three ensembles show similar levels of skill: significant differences in performance typically range between 5 and 20%. However, a nine-member multi-model shows better results for seasonal predictions with lead times shorter than five months, followed by the stochastic-physics and the perturbed-parameter ensembles. Conversely, for seasonal predictions with lead times longer than four months, the perturbed-parameter ensemble gives more often better results. Both the stochastic-physics and perturbed-parameter ensembles improve the reliability with respect to their reference forecast systems, but not the discrimination ability. Annual-mean predictions showed lower forecast quality than seasonal predictions, but a substantial number of cases had positive skill. Only small differences between the systems were found. The full multi-model ensemble has improved forecast quality with respect to all other systems, mainly from the larger ensemble size for lead times longer than four months and annual predictions.

1. Introduction
Seasonal time-scale climate predictions are now made routinely at a number of operational meteorological centres around the world, in many cases using comprehensive coupled dynamical models of the atmosphere, oceans and land surface. The non-linear nature of the climate system makes dynamical climate forecasts sensitive to uncertainty in both the initial state and the model used for their formulation (Palmer 2001). In other words, the main uncertainties at the source of forecast error are of two types:

1. semi-empirical relationships. Uncertainties in the initial conditions, which are accounted for by generating an ensemble from slightly different atmospheric and ocean analyses (Stockdale et al. 1998). The perturbations of the initial conditions are either of an optimal statistical nature (Tang et al. 2005) or based on insight into the dynamics of the physical system (Balmaseda et al. 2008).

2. Uncertainty in model formulation, due to the inability of dynamical models of climate to simulate every single aspect of the climate system with arbitrary detail (Palmer 2000). Climate models have limited spatial and temporal resolution, so that physical processes that are active at smaller scales (e.g. convection, orographic wave drag, cloud physics, mixing, etc) must be parameterized using

As a consequence of these uncertainties, an individual forecast is of limited value and, instead, sets of forecasts are carried out to predict the range of possible evolutions of climate. The ensemble method attempts to deal with uncertainties in the initial condition, while several methods to address model uncertainty have been proposed (Palmer 2000):

1. The multi-model method empirically samples errors that occur due to structural inadequacy in individual climate models by using models with different formulations and parameterizations (Palmer et al. 2004). This approach relies on the fact that global climate models have been developed somewhat independently at different climate institutes, using different numerical schemes to represent the dynamics and applying different parameterizations of physical processes.
2. Given that some of the most important model uncertainties are in the specification of the parameters that are used in the physical parameterizations (Murphy et al. 2004), the perturbed-parameter approach samples model uncertainty by creating ensembles of alternative variants of a single model in which multiple uncertain parameters are perturbed (Stainforth et al. 2005; Collins et al. 2006).

3. The stochastic-physics approach considers that processes taking place at unresolved scales are not adequately represented by the current parameterizations because, among other things, with the use of bulk formulae they assume that there is an ensemble of subgrid processes in quasi-equilibrium with the resolved-scale flow. Palmer (2001) suggested that sub-grid processes could be represented by simplified nonlinear stochastic-dynamic models as an alternative to the deterministic bulk-formula approach. Shutts (2005) and Shutts and Palmer (2007) showed that a cellular automaton scheme to introduce stochastic perturbations in the physical tendencies had a beneficial impact in a medium-range global forecast model, while Jin et al. (2007) employed a state-dependent stochastic multiplicative forcing to improve El Niño-Southern Oscillation (ENSO) simulations in a simplified model.

These three methods are, to a significant degree, complementary. Only the multimodel approach samples structural parameterisation uncertainties, whereas only the stochastic-physics approach samples uncertainties arising from the effects of unresolved sub-grid scale variability on the grid scale parameterisation outputs. The perturbed parameter approach samples a plausible range of sustained changes to the deterministic outputs of the parameterisations that are not accounted for in the stochastic-physics approach, and only to a limited degree in the multi-model ensemble. Note also that the use of initial-condition ensembles with either the multi-model or the perturbed-parameter approaches provides ensembles of simulations that sample both sources of uncertainty. The stochastic-physics approach, instead, samples both sources when an initial-condition ensemble is run with a single-model version.

A third source of forecast error arises from uncertainties in external forcing, including solar variability, changes in the distribution of volcanic aerosols, and changes in atmospheric composition by human activities (Doblas-Reyes et al. 2006). However, this is not specifically addressed in this paper.

A comparison of the forecast quality of three forecast systems that use the approaches to address model uncertainty described above is carried out in this paper. The results depend on the effectiveness of the above techniques for sampling modelling uncertainties, but also on the choice of reference forecast system used to implement the techniques (Section 4.3), and on the methods used to initialise the forecasts (Section 2). The relative merits of the three systems are highlighted and strategies to reduce model uncertainty are suggested. The comparison is performed using comprehensive estimates of potential and actual skill in an innovative way. A set of scores is computed for a large number of regions and several variables, taking into account that results might also change with lead time and that forecast quality has important seasonal variations. Furthermore, considering that the sample used is relatively small, the whole assessment is based on a thorough treatment of statistical inference to determine which features are statistically significant and might be interpreted as being robust. This approach to forecast quality assessment is necessary because long-range forecasts typically have low skill and because seasonal forecast systems show small differences in skill (Wang et al. 2008).
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The reader will observe that the three approaches have been implemented on different forecast systems. The multi-model being an ensemble of opportunity, no reference forecast system can be defined. As for the perturbed-parameter and stochastic-physics approaches, there is no single-model system that has been able to implement them both as yet. However, this paper tries to give some insight on the benefits that one could expect from each approach.

A brief summary of the experiment used to illustrate the relative merits of each approach follows in Section 2. Section 3 describes the methods employed to estimate the different attributes of the forecast quality. The main results are in Section 4 and 5, with a discussion of the effect of the ensemble size in Section 6. The main conclusions are summarised in Section 7.

2. Experimental set-up

To assess the relative merits of the three approaches to address model uncertainty, a coordinated set of forecast experiments has been performed within the framework of the EU-funded ENSEMBLES project. Sets of ensemble seasonal and annual re-forecasts over the period 1991 to 2001 were carried out as part of the experiment known as Stream 1. The re-forecasts were started at 00 GMT on the 1st of May, running for seven months, and on the 1st of November, running for fourteen months. The contributions to each forecast system are:

- **Multi-model:** IFS/HOPE (ECMWF), ARPEGE/OPA (Météo-France), GloSea, DePreSys_IC (both UK Met Office) and ECHAM5/OM1 (IfM-GEOMAR Kiel) for the multi-model, each of them running nine-member initial-condition ensembles, which allows for a multi-model with 45 members.

- **Perturbed parameter:** Nine-member ensembles with DePreSys_PP (UK Met Office), each member sampling a different set of sustained parameter perturbations to the HadCM3 model.

- **Stochastic physics:** Nine-member ensembles with IFS/HOPE CASBS (ECMWF), each member started from different initial conditions and sampling a different time series of random stochastic physics perturbations.

The atmospheric initial conditions, including land surface (except for DePreSys), were derived from the ERA-40 reanalysis (Uppala et al. 2005), except in the case of ECHAM5/MPIOM, which generates the ensemble using lagged initial states from a sea surface temperature (SST) restored coupled simulation. Every system includes the interannual evolution of greenhouse and trace gases (CO₂, CH₄, N₂O and CFCs).

2.1. Multi-model

The IFS/HOPE forecast system (Anderson et al. 2007) used the atmospheric IFS cycle 29r2 with a horizontal truncation of T₉₅ and 40 vertical levels. The ocean model has a horizontal resolution of 1°, with an equatorial refinement of 0.3°, and 29 levels in the vertical. The coupler OASIS2 is used to interpolate the fields exchanged once per day between the oceanic and atmospheric grids. Ocean initial conditions have been taken from an ocean re-analysis (Balmaseda et al. 2008). Atmospheric perturbations based on singular vectors have been applied in a similar way as in the operational medium-range ensemble forecasts (Rodwell and Doblas-Reyes 2006). IFS uses a climatological annual cycle of five types of aerosol (sea-salt, desert
dust, organic matter, black carbon) and interannual variations of total solar irradiance. This experiment will be referred to henceforth as IFS/HOPE control.

The ARPEGE/OPA model uses the cycle 24t2 of ARPEGE-IFS for the atmosphere, OPA8.2 as the ocean model and the GELATO sea-ice model (Salas y Melia 2002). The ocean and atmosphere are coupled with OASIS3.

The GloSea forecasting system (Graham et al. 2005) is based on HadCM3 (Gordon et al. 2000), but with an ocean equatorial refinement similar to IFS/HOPE. It includes the radiative effect of variable ozone concentration and interannual total solar irradiance. The effect of volcanic aerosols is included during the re-forecasts by damping the concentration at the start date with a time scale of one year.

Initial-condition uncertainties in these three systems (IFS/HOPE, ARPEGE/OPA and GloSea) are represented by generating the nine-member ensemble from different ocean initial conditions. This is achieved by creating different ocean analyses. A control ocean analysis is forced with momentum, heat and mass flux data from ERA-40, and perturbed ocean analyses are created in parallel by adding daily wind stress perturbations to the ERA-40 momentum fluxes, as described in Anderson et al. (2007). In addition, in order to represent the uncertainty in the initial SSTs, SST perturbations are added to or subtracted from the initial field at the start of the re-forecasts, including a vertical extrapolation for consistency. In the case of OPA, the initial conditions are restored towards the positively and negatively perturbed SSTs from one month before the re-forecast data to obtain coherently perturbed temperature profiles (Rogel et al. 2005).

The ECHAM5/OM1 model (Keenlyside et al. 2008) was run at T63 and 1° resolution for the ocean and atmospheric component, respectively. This system used atmospheric, ocean and soil initial conditions taken from a three-member ensemble coupled simulation where the model SST were restored to observed SST values (Keenlyside et al. 2005). The nine-member ensemble is generated by different combinations of ocean and atmosphere states from the SST-restored runs. This model includes the effect of anthropogenic sulphate aerosol and interannual total solar irradiance during the re-forecasts. The effect of volcanic aerosols is included as in GloSea.

### 2.2. DePreSys and the perturbed-parameter method

DePreSys (Smith et al. 2007) is based on the HadCM3 climate model. The version used here includes an enhanced representation of the atmospheric sulphur cycle. Flux adjustments are used to restrict the development of regional biases in sea surface temperature and salinity (using an improved method based on Collins et al. 2006). DePreSys contributes to the experiment in two different ways. DePreSys_IC uses HadCM3 with standard parameter settings following those of Gordon et al. (2000), contributing nine-member perturbed initial condition ensembles as part of the multi-model ensemble. DePreSys_PP generates a perturbed-parameter ensemble by sampling modelling uncertainties in poorly constrained multiple atmospheric and surface parameters. Eight versions1 with simultaneous perturbations to 29 parameters were used, added to the standard model version to make a nine member ensemble. The eight perturbed versions were selected among a set of 128 combinations of model parameters previously used to simulate long term

---

1 The set of parameters is described in http://www.ecmwf.int/research/EU_projects/ENSEMBLES/table_experiments/pert_param_desc.html
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climatic change (Webb et al. 2006). The criteria used for the selection were based on 1) choosing the 16 members with the best simulation of present-day climate using a non-dimensional measure of the average distance between members in terms of both climate sensitivity and model parameter values, and 2) picking members out of the previous 16 by sampling a wide range of climate sensitivities (from 2.6-7.1°C) and a wide range of ENSO amplitudes (diagnosed from the simulated standard deviation of monthly central equatorial Pacific SST anomalies, which range from 0.5-1.2°C compared to the observed value of 0.8 ºC). Each of the perturbed versions of HadCM3 required a separate set of flux adjustment fields due to the effects of the atmospheric perturbations on simulated surface heat and water fluxes. In order to create initial conditions for the re-forecasts, each model version was run in assimilation mode from December 1989 to November 2001. During this integration, the atmosphere and ocean were relaxed towards atmospheric and ocean analyses (Smith and Murphy 2007), wherein values were assimilated as anomalies with respect to the model climate in order to minimize climate drift after the assimilation is switched off. The assimilation integration was itself started from an initial state taken from a simulation of 20th century climate. The forcings in the assimilation and the re-forecasts are the same, except that during the re-forecasts total solar irradiance was estimated by repeating the previous eleven-year solar cycle and volcanic aerosol was specified to decay exponentially from the concentration at the start date with a time scale of one year.

2.3. **Stochastic physics**

IFS/HOPE was also run with the CASBS (Cellular Automaton Stochastic BackScatter) stochastic parameterization (Berner et al. 2008). The stochastic parameterization is based on the idea of the backscatter of kinetic energy from unresolved spatial scales (Shutts 2005). At each time step, the level of dissipation associated with parameterization of convection, orographic wave drag and numerical dissipation (horizontal diffusion and semi-Lagrangian interpolation error) is calculated. A fraction of the dissipation is re-injected into the atmospheric model near the truncation scale to account for energy transfer out of the sub-grid scale and back to the resolved scale. The scales onto which this energy is backscattered are determined by a simple cellular automaton, which essentially plays the role of a stochastic number generator. The initial conditions and ensemble generation employed were as in the IFS/HOPE control experiment.

3. **Forecast quality assessment**

Various measures of forecast quality have been used to assess the relative merits of the three forecast systems. The scores include the anomaly correlation (ACC) and root mean square error (RMSE) of the ensemble mean and, for dichotomous probability forecasts, the Brier skill score (BSS) with respect to climatology and the relative operating characteristic (ROC) skill score (ROCSS) (Jolliffe and Stephenson 2003). All forecast quality measures have used ERA40 as the reference dataset, except for precipitation for which GPCP (Adler et al. 2003) was taken as the reference.

Ensemble forecasts have been widely used to issue probability forecasts (e.g. Richardson 2001), although they are not the only method available for this purpose (Stephenson et al. 2005). In the case of a dichotomous event, given an ensemble of simulations, a simple way of obtaining a probability forecast consists in computing the fraction of ensemble members for which the value of a given variable exceeds a threshold. More sophisticated methods of obtaining an estimate of the forecast probability distribution function (PDF) from the ensemble have been proposed (e.g. Roulston and Smith 2003; Stephenson et al.,
2005), but given the limited sample size of long-range forecasts a simple, frequentist, non-parametric approach has been used.

The BSS is a measure of the relative benefit of the forecasts with respect to using the naïve climatological probabilities. It is defined as $\text{BSS} = 1 - \frac{\text{BS}}{\text{BS}_c}$, where BS is the Brier score, defined as the sum over all forecasts of the quadratic distance in probability space between the forecast probability and an observational step function that takes the value one (zero) if the event does (not) verify, and BS$_c$ is the Brier score of the climatological forecast. The BSS has also been decomposed into the sum of two components (Murphy 1986): the reliability (RESS) term that measures the relative bias of conditional means, and the resolution (RESS) term that measures the relative variance of the conditional means. Computing the forecast probabilities as a fraction of the ensemble members satisfying a threshold-based criterion implies that the maximum set of probabilities issued is determined by the ensemble size plus one. However, it is common to simplify the forecasts using a smaller number of probability categories (Doblas-Reyes et al. 2008), which in this paper is the same for all forecast systems regardless of their ensemble size. The effect of this simplification has been taken into account in the BS. The BSS decomposition used here includes two additional terms in the resolution component that account for the within-bin variance and covariance of the probability forecasts, as described in Stephenson et al. (2008).

The ROC is a signal detection curve for dichotomous forecasts obtained by plotting a graph of the hit rate (total number of correct forecasts, or hits, divided by the total number of events observed) and the false alarm rate (number of false alarms divided by the total number of events observed) over a range of thresholds. In the case of probability forecasts, these thresholds are the range of probabilities issued. The area under the ROC curve, A, is a measure of discrimination, or the variance of the forecasts conditioned on the observations. The ROC skill score (ROCSS) is defined as $\text{ROCSS} = 2A - 1$.

Attribute diagrams (Hsu and Murphy 1986; Jolliffe and Stephenson 2003) illustrate several of the forecast quality attributes defined above. They are made of a reliability diagram that allows the visualization of the reliability and resolution of a set of probability forecasts for a specific dichotomous event, and a histogram of the probability forecasts. The reliability diagram illustrates the conditional relative frequency of occurrence of the event as a function of the forecast probability. In the idealised case of infinite sample and ensemble sizes, the diagonal line represents the result for a set of forecasts with perfect reliability. If for those forecasts with probability $p$ the average frequency the forecasts verify is different from $p$, the probability forecasts obtained from the ensemble are not trustworthy. This situation will appear in the diagram as a point away from the diagonal. If the corresponding curve is shallower than the diagonal, the forecast system is said to be overconfident, while if it is steeper the system is underconfident. The sum of the vertical square distance of all the points to the diagonal (weighted by the sample size of each probability category) is an estimate of the lack of reliability of the system as measured by the Brier score. In the same way, the sum of the vertical distance of the points to the horizontal line corresponding to the observed climatological frequency of the event measures the forecast resolution, i.e., the ability of the system to issue reliable forecasts different from the naive climatological probability. This means that if the reliability curve were to be horizontal, as in the case of a certain type of random forecasts or for a climatological forecast, the conditional frequency of occurrence would not depend on the forecast probabilities and the system would have zero resolution (and no skill with respect to a climatological forecast).
Every forecast quality measure has been computed taking into account the systematic error of the forecast systems. For the deterministic measures, ACC and RMSE, forecast anomalies are estimated by removing the mean over the period 1991-2002 of all the re-forecasts available for a given lead time and start date in cross-validation mode. The anomalies for the reference dataset are estimated for the same calendar period. In the case of the multi-model and the perturbed-parameter ensembles, the mean is estimated separately for each one of the single models or model versions and the anomalies are computed from the respective climate mean. For the probabilistic measures, the events are defined using percentiles of the distribution. The threshold that defines the event is chosen separately for the verification dataset and the set of re-forecasts, and is computed from all the available years for the same start date and lead time. The reader should note that the flux corrections applied in the perturbed-parameter case does not prevent the simulations from drifting over land nor constrain the model variability, making necessary estimates of a climatological distribution for the re-forecasts. This way of dealing with the systematic error is similar to the “bias-corrected relative frequency” used by Hamill and Whitaker (2006), but different from the one used in Smith et al. (2007). In the latter case, re-forecast values are bias corrected using the difference between a long climate integration and a suitable reference dataset for the same period. Anomalies are then computed with respect to the mean of the reference dataset over any specific period. The centred ACC obtained with these anomalies is lower than the one discussed in this paper, the difference being larger as the sample size is reduced. This implies that DePreSys, by having long runs performed with the same forecast system, offers the possibility of providing more accurate bias-corrected predictions than if only the re-forecasts were available. However, only predictions for anomalies have been considered in this paper and no attempt to compute bias-corrected predictions has been made for consistency with current operational activities.

The main objective of this paper being a comparison of the quality of several experiments, it is paramount to assess the robustness of the results. For the first time, statistical inference has been applied throughout for the comparison of seasonal/annual forecast experiments. Confidence intervals for the scores have been computed using a bootstrap method, where the re-forecast/reference pairs were resampled 1,000 times with replacement (Nicholls 2001; Lanzante 2005; Jolliffe 2007). The scores were then computed for each of the 1,000 samples, ranked and the intervals for specific confidence levels estimated. Inference tests for the differences in scores between two forecast systems have been carried out with a two-sample test based on the differences of the 1,000 bootstrap estimates of the scores.

4. Seasonal forecast quality

4.1. Prediction of tropical sea surface temperature

The performance of seasonal forecast systems has been traditionally tested on tropical SSTs. This is because the main global source of seasonal predictability comes from the interannual variability related to ENSO. As an illustration, Figure 1 shows the SST forecast anomalies over the Niño3.4 (5°N-5°S,170°W-120°W) region for the three experiments. The re-forecasts have been initialized on the 1st of May 1997, a year in which the most intense warm ENSO event of the 20th Century was recorded. The observed anomalies were close to 3 K, a value that some of the ensemble members of the perturbed-parameter and multi-model ensembles attain, suggesting that such an extreme event could have been predicted with non-negligible probability by both systems. However, although the stochastic-physics ensemble members predict the occurrence of a warm anomaly in the central Pacific, the spread of the ensemble is not large enough to encompass the observed anomalies and the probability of an extreme warm event is severely underestimated.
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Figure 1: Monthly forecast anomalies of sea surface temperature (SST) averaged over the Niño3.4 (5°N-5°S,170°W-120°W) for the a) stochastic-physics, b) perturbed-parameter and c) multi-model ensembles. The ensembles were initialized on the 1st of May 1997. The solid black line shows the observed anomalies.

As individual events can not be used to assess forecast quality, a simple way to evaluate the performance of the three forecast systems on seasonal and annual time scales over the equatorial oceans is displayed in Figures 2 and 3. Figure 2 displays the ensemble-mean RMSE and the ensemble standard deviation around the ensemble mean for SST averaged over the Niño3.4 (5°N-5°S,170°W-120°W) and eastern tropical Indian ocean (0-10°S,90°E-110°E) regions using re-forecasts of the May and November start dates over lead time for the multi-model, perturbed-parameter and stochastic-physics ensembles. For comparison, the RMSE of a simple statistical model based on persisting the SST anomaly of the month previous to the start date is also
shown. The accuracy of the re-forecasts measured by the RMSE generally decreases with lead time, although all forecast systems show higher skill than the simple persistence model. For Niño3.4, the multi-model ensemble has the smallest RMSE, although followed closely by the other two experiments. The three experiments also show differences in the spread, as in Figure 1. They can be ranked in decreasing order of spread as multi-model, perturbed-parameter and stochastic-physics ensembles. The spread of the multi-model ensemble matches the RMSE reasonably well, which can be considered as a desirable feature in a well-calibrated prediction system. Instead, the perturbed-parameter and stochastic-physics ensembles have a larger RMSE than the ensemble spread for all lead times of the May and November start dates. Ensembles with this sort of behaviour are usually called under-dispersive, as the dispersion of the ensemble does not cater for all the error growth. For the eastern Indian ocean SST, again the multi-model ensemble shows higher skill and a better match between the RMSE and the spread than the other two ensembles, although the spread is overestimated. For this region, as for Niño3.4, it is found that beyond the second month the perturbed-parameter ensemble has a larger spread than the stochastic-physics ensembles. SSTs for other tropical regions also show skill with respect to persistence and climatology (e.g. Figure 4).

Figure 2: Ensemble-mean root mean square error (RMSE, solid) and ensemble spread (dashed) as a function of the forecast month for the anomalies of sea surface temperature (SST) averaged over the Niño3.4 (5°N-5°S,170°W-120°W, top) and east Indian ocean (0-10°S,90°E-110°E, bottom) regions using the May and November start date re-forecasts. Results are for the stochastic-physics (light grey), perturbed-parameter (medium grey) and multi-model (dark grey) ensembles, respectively. The RMSE of a simple statistical model based on persisting the SST anomaly of the month previous to the start date is shown with a dotted-dashed black line.
Figure 3 depicts the RMSE and spread of SST re-forecasts over the Niño3.4 region for the November start date up to the fourteenth month of integration. Note that with respect to Figure 2 the sample size is now reduced to a half because only re-forecasts for the November start date are available for a forecast period longer than seven months. Both the perturbed-parameter and the multi-model ensembles show a similar evolution of the RMSE; the multi-model RMSE growing above the perturbed-parameter ensemble after forecast month six. The ensemble spread matches the RMSE for the multi-model up to month six. Beyond that time, the ensemble underestimates the spread, as is also the case for the perturbed-parameter ensemble from the beginning of the integrations. The stochastic-physics ensemble has a larger RMSE and smaller spread than the other two systems. The tropical Pacific is the only region that shows some substantial skill using monthly mean data at the end of the first year of forecast, the tropical Atlantic and Indian oceans showing a faster loss of skill with time that makes them less accurate than persistence (not shown). Given the important teleconnections with the tropical Pacific, the skill over that region might be at the origin of some annual-mean forecast skill in other tropical and extra-tropical regions discussed below.

*Figure 3: As in Figure 2, but for Niño3.4 SST using the November start date re-forecasts up to 14 months.*

The forecast quality for the tropical SST shows that while the three experiments perform well over the tropical Pacific and other tropical regions in terms of RMSE, the multi-model shows a lower RMSE and a better fit between the RMSE and the ensemble spread than the other two forecast systems up to lead times of five or six months. Beyond that time, the performance of the multi-model and perturbed-parameter ensembles is at a similar level, in spite of the larger ensemble size of the multi-model. An overall underestimation of the spread is found for long lead times, which is much larger for the stochastic-physics ensemble than for the other two forecast systems.

### 4.2. Ensemble characteristics: skill and spread

Previous forecast quality assessments of seasonal forecast systems show low skill over most areas outside the tropical Pacific (e.g. Palmer et al. 2004; Wang et al. 2008). In this low-skill scenario, the most adequate way of treating climate information on seasonal and annual time scales is in the form of probability forecasts. Probability forecasts formulated from dynamical forecast systems are computed using information from the ensemble of simulations. Hence, a preliminary assessment requires an analysis of the ensemble characteristics, which here are described in terms of the ratio between the mean spread around the ensemble mean and the ensemble-mean RMSE, or spread-to-RMSE ratio. The link between the spread-to-RMSE ratio
and a deterministic measure of potential skill such as the ensemble-mean anomaly correlation coefficient (ACC) is also discussed in this section.

The multi-model has a larger ensemble size than the other two forecast systems. To determine the best forecast system, it is paramount to discard the possibility that any improvement is purely a consequence of using a larger ensemble size. In order to carry out a fair assessment of the benefits of using each forecast system independently of the benefits of increasing the ensemble size, a reduced multi-model with nine ensemble members has been considered. However, it is important to bear in mind that, by the current construction of a multi-model system, it is likely that a multi-model will tend to have a larger ensemble size than other approaches to address model uncertainty because different institutions end up pooling their resources together. The nine members were randomly selected from the larger 45-member multi-model ensemble, but taking at least one member from each of the five forecast systems contributing to the multi-model ensemble. The results described below are robust and agree well with those obtained for different samples of nine-member ensemble taken from the 45-member multi-model ensemble. A comparison of the full multi-model ensemble with the other experiments is discussed in Section 6.

The global distribution of the boreal summer (June-to-August) ensemble-mean anomaly correlation and of the spread-to-RMSE ratio for near-surface temperature in the re-forecasts started on the 1st of May with a lead time of one month is shown in Figure 4. The correlation is mostly positive and becomes statistically significant in large areas, especially over the tropical and subtropical Pacific, the North and equatorial Atlantic and some continental regions. Areas with significant skill tend to agree between the three forecast systems, which increases the robustness of the result. These areas can be considered as having significant potential skill, which might translate to actual skill if the variability of the forecasts is similar to the variability in the observations. This level of skill is typical of, if not better than, state-of-the-art seasonal forecast systems (e.g. Palmer et al. 2004; Saha et al. 2006). The ratio spread-to-RMSE for the multi-model is significantly larger than one over some sparse areas (e.g. Southern Europe), suggesting an excess of spread compared to the ensemble-mean error. In many regions, however, the ratio is close to one for the reduced multi-model ensemble. Note, however, that while a value of one indicates a desirable consistency between the ensemble spread and the forecast error, it does not guarantee that such consistency is being generated for the right reasons, i.e. that the processes giving rise to the ensemble spread are necessarily identical to those giving rise to the forecast errors. The stochastic-physics ensemble is more under-dispersive, not only over the tropics, as discussed above, but also over most ocean and continental regions. The perturbed-parameter ensemble shows an under-dispersive behaviour over the tropical regions and over-dispersion in the northern subtropics. An analysis of the spatial distribution of the spread in those areas where the spread-to-RMSE ratio is low (not shown) indicates that in the case of the stochastic-physics and perturbed-parameter ensembles, the ensemble spread tends to be too small instead of the RMSE being too large. This suggests that the ratio could be improved if those two experiments could increase the spread without degrading the RMSE.

Areas where the ensemble-mean skill for near-surface temperature is high do not in general agree with those where the spread matches the RMSE (Figure 4). This shows that consistency between adequate ensemble spread, measured by a ratio spread-to-RMSE close to one, and potential skill, as estimated by the ACC, while intrinsically desirable, does not necessarily indicate an enhanced likelihood of an accurate forecast. In other words, with the current forecast systems the spread might not be a useful predictor of the ensemble-mean skill.
Predictions of seasonal precipitation display a lower skill than those of temperature. A strong annual cycle of skill with lower skill during boreal summer has been found (not shown). Figure 5 shows the ensemble-mean ACC and the spread-to-RMSE ratio for one-month lead boreal winter (December-to-February) precipitation from the re-forecasts started on the 1st of November. As for near-surface temperature, skill is higher over the tropics, the three systems have a similar level and spatial distribution of the ACC and there is little agreement between regions with statistically significant correlation and a ratio spread-to-RMSE close to one. This last feature again suggests that a well calibrated ensemble in a deterministic sense does not guarantee (or preclude) a significantly high potential skill. There is a large similarity between the multi-model and the perturbed-parameter ensembles, with no obvious general under-dispersion of the latter. By contrast, the
stochastic-physics ensemble again shows an underestimation of the spread with respect to the ensemble-mean RMSE, especially in the tropics.

![Figure 5: Ensemble-mean anomaly correlation (left column) and ratio between the ensemble spread and the ensemble-mean root mean square error (RMSE, right column) of mean precipitation for December to February using the November start date re-forecasts. The first, second, third and fourth rows show results for the stochastic-physics, perturbed-parameter, reduced multi-model and 45-member multi-model ensembles, respectively. The black dots depict the grid points where the correlation (ratio spread-to-RMSE) is significantly different from zero (one) with 95% confidence.](image)

Figures 4 and 5 show that the characteristics of the three forecast systems in terms of ensemble-mean skill are very similar. This implies that it could be difficult to determine which approach gives the best results overall. For instance, Déqué (2007) examined the re-forecasts discussed here and found that the stochastic-physics ensemble gives better results than the other systems for 500-hPa geopotential height over the Northern Hemisphere. However, other variables and regions might give different results. Figure 6a shows the ensemble-mean ACC of near-surface temperature over the northern extratropics for both start dates and several forecast periods. The values, which in a large proportion of cases are statistically significantly
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different from zero with a 95% confidence level, vary between the three forecast systems, with the best performer depending on the start date and lead time. To make the task of determining the best forecast system even more complicated, confidence intervals overlap. Figure 6b, that shows the spread-to-RMSE ratio, helps to shed a clearer picture on one of the features mentioned above, i.e. the lack of spread of the stochastic-physics ensemble. The ratio has been computed by previously averaging the square of the mean spread and the mean square error over all grid points. Both the reduced multi-model ensemble and the perturbed-parameter ensembles show a remarkable match between the spread and the RMSE for lead times longer than zero, especially in the case of the former. Instead, the stochastic-physics ensemble underestimates the spread in every instance. However, this is not necessarily an indication of lower reliability when compared to the other two systems, as will be illustrated below.

Figure 6: Ensemble-mean anomaly correlation (top) and ratio between the ensemble spread and the ensemble-mean root mean square error (RMSE, bottom) for the anomalies of near-surface temperature over the Northern Hemisphere. The horizontal axis covers the forecast period 1-1 (first month), 2-4 and 5-7 months for the two start dates May and November, results for each start date being separated by the vertical dotted line. The bars are for the stochastic-physics (light grey), perturbed-parameter (medium grey) and reduced multi-model (dark grey) ensembles, respectively. The black dots depict the sample values, obtained by averaging variances and covariances over all grid points before computing the correlation or the spread-to-RMSE ratio, and the bars show the 95% confidence intervals.

The results described above can be generalized to other variables and lead times, as Figure 7 and Table 2 illustrate. The scatter plots have been created with scores computed for seasonal predictions of several variables (500 hPa geopotential height, 850hPa temperature, precipitation, near-surface temperature and
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mean sea level pressure), over a number of regions (Table 1) for both May and November start dates and for several lead times. This allows for a comprehensive comparison of pairs of experiments that goes beyond a visual inspection of specific scores for individual regions and variables and is easier to interpret than the spatial distribution of the forecast quality measures of Figures 4 and 5.

Table 1: Regions used in the computation of the forecast quality measures. The first four regions include land and ocean grid points, while only land points have been considered in the rest of the regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>Latitude (south, north)</th>
<th>Longitude (west, east)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>35° to 75°</td>
<td>-12.5° to 42.5°</td>
</tr>
<tr>
<td>North America</td>
<td>30° to 70°</td>
<td>-130° to -60°</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>30° to 87.5°</td>
<td>0° to 360°</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>-87.5° to -30°</td>
<td>0° to 360°</td>
</tr>
<tr>
<td>Tropics</td>
<td>-20° to 20°</td>
<td>0° to 360°</td>
</tr>
<tr>
<td>Mediterranean</td>
<td>30° to 47.5°</td>
<td>-10° to 40°</td>
</tr>
<tr>
<td>Australia</td>
<td>-45° to -11°</td>
<td>110° to 155°</td>
</tr>
<tr>
<td>Amazon</td>
<td>-20° to 12°</td>
<td>-82.5° to -35°</td>
</tr>
<tr>
<td>Southern South America</td>
<td>-55° to -20°</td>
<td>-75° to -35°</td>
</tr>
<tr>
<td>Western North America</td>
<td>30° to 60°</td>
<td>-130° to -82,5°</td>
</tr>
<tr>
<td>Eastern North America</td>
<td>25° to 50°</td>
<td>-85° to -60°</td>
</tr>
<tr>
<td>Northern Europe</td>
<td>47.5° to 75°</td>
<td>-10° to 40°</td>
</tr>
<tr>
<td>West Africa</td>
<td>-12.5° to 17.5°</td>
<td>-20° to 22.5°</td>
</tr>
<tr>
<td>East Africa</td>
<td>-12.5° to 17.5°</td>
<td>22.5° to 52.5°</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>-35° to -12.5°</td>
<td>-10° to 52.5°</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>-10° to 20°</td>
<td>95° to 155°</td>
</tr>
<tr>
<td>East Asia</td>
<td>20° to 50°</td>
<td>100° to 145°</td>
</tr>
<tr>
<td>Southern Asia</td>
<td>5° to 30°</td>
<td>65° to 100°</td>
</tr>
<tr>
<td>Central Asia</td>
<td>30° to 50°</td>
<td>40° to 75°</td>
</tr>
<tr>
<td>North Asia</td>
<td>50° to 70°</td>
<td>40° to 180°</td>
</tr>
</tbody>
</table>

Figure 7: Scatter plots comparing the ensemble-mean correlation of different forecast systems: stochastic-physics versus reduced multi-model (left), perturbed-parameter versus reduced multi-model (centre) and perturbed-parameter versus stochastic-physics (right). Each dot shows the ensemble-mean ACC for the seasonal prediction of a specific parameter (500 hPa geopotential height, 850 hPa temperature, precipitation, near-surface temperature and mean sea level pressure), start date (May and November) and lead time (lead times from zero up to four months), over each one of the regions in Table 1 for a pair of forecast systems. Black dots are used for cases where the differences between two forecast systems are statistically significant with 95% confidence. A summary of the percentage of cases where a forecast system is significantly better than the other can be found in Table 2.
The results show that a) there is a clear relationship between the ensemble-mean skill of the different experiments because when one performs relatively well, they all tend to perform well, b) there is a large scatter in the characteristics of the skill because many cases can be found when any given system performs either better or worse than an alternative system, and c) average differences in ensemble-mean skill are relatively small compared to the scatter as in 80-90% of cases no significant difference can be found between the performance of any two systems, when equal ensemble sizes are being considered (Table 2). However, a modest number of statistically significant differences in performance do emerge, depending on the lead times considered.

Table 2: Percentage of cases in which one of the forecast systems is statistically significantly better (with 95% confidence) than another one for different forecast quality measures. The scores have been obtained for each region in Table 1 and for the variables 500 hPa geopotential height, 850 hPa temperature, precipitation, near-surface temperature and mean sea level pressure. The event anomalies above the upper tercile and the median and below the lower tercile have been considered for the probability forecasts. The comparison is carried out separately for lead times shorter than five months (forecast periods 1-3, 2-4, 3-5, 4-6 and 5-7 months), for which predictions for both start dates (May and November) have been used, and lead times longer than four months (forecast periods 6-8, 7-9, 8-10, 9-11, 10-12, 11-13 and 12-14 months), for which only predictions for the November start date were available. For instance, the pair of numbers in the first box is for the percentage of scores for which the perturbed-parameter ensemble is statistically significantly better than the stochastic-physics ensemble (3.8), while the second number (9.9) is for the percentage of cases for which the stochastic-physics ensemble is significantly better than the perturbed-parameter ensemble. In total, 1,000 (scores using the ensemble mean) and 3,000 (probabilistic scores) different cases have been computed for lead times shorter than five months, and 700 (scores using the ensemble mean) and 2,100 (probabilistic scores) for lead times longer than four months.

<table>
<thead>
<tr>
<th>Lead time (months)</th>
<th>ACC</th>
<th>Ratio spread / RMSE</th>
<th>BSS</th>
<th>RELSS</th>
<th>RESS</th>
<th>ROCSS</th>
<th>BSS(∞)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbed parameter vs stochastic physics</td>
<td>0-4</td>
<td>3.8/9.9</td>
<td>11.2/3.7</td>
<td>3.9/11.3</td>
<td>2.8/8.9</td>
<td>1.5/3.7</td>
<td>3.3/8.1</td>
</tr>
<tr>
<td></td>
<td>5-11</td>
<td>8.4/2.4</td>
<td>4.0/29.6</td>
<td>10.9/2.0</td>
<td>8.9/1.5</td>
<td>2.3/0.7</td>
<td>8.1/1.7</td>
</tr>
<tr>
<td>Reduced multi-model vs perturbed parameter</td>
<td>0-4</td>
<td>17.1/1.6</td>
<td>4.7/2.8</td>
<td>19.6/1.3</td>
<td>14.8/0.6</td>
<td>6.2/1.2</td>
<td>12.9/1.7</td>
</tr>
<tr>
<td></td>
<td>5-11</td>
<td>4.4/9.6</td>
<td>22.3/4.4</td>
<td>5.8/8.3</td>
<td>4.8/4.7</td>
<td>1.0/2.6</td>
<td>3.5/8.6</td>
</tr>
<tr>
<td>Reduced multi-model vs stochastic physics</td>
<td>0-4</td>
<td>7.7/3.7</td>
<td>12.7/2.2</td>
<td>9.6/3.9</td>
<td>6.6/2.3</td>
<td>4.3/1.7</td>
<td>6.6/3.8</td>
</tr>
<tr>
<td></td>
<td>5-11</td>
<td>7.0/2.6</td>
<td>8.4/15.7</td>
<td>10.9/2.0</td>
<td>9.0/1.5</td>
<td>1.6/0.5</td>
<td>6.6/2.0</td>
</tr>
<tr>
<td>Multi-model vs perturbed parameter</td>
<td>0-4</td>
<td>31.2/0.9</td>
<td>5.8/5.4</td>
<td>49.2/0.1</td>
<td>36.2/0.0</td>
<td>16.4/0.3</td>
<td>28.4/0.5</td>
</tr>
<tr>
<td></td>
<td>5-11</td>
<td>9.4/5.1</td>
<td>5.6/1.9</td>
<td>31.7/1.0</td>
<td>28.0/0.7</td>
<td>3.8/2.1</td>
<td>8.3/2.8</td>
</tr>
<tr>
<td>Multi-model vs stochastic physics</td>
<td>0-4</td>
<td>14.8/2.4</td>
<td>11.8/3.8</td>
<td>34.2/0.4</td>
<td>25.6/0.1</td>
<td>13.1/0.5</td>
<td>16.6/1.4</td>
</tr>
<tr>
<td></td>
<td>5-11</td>
<td>14.0/2.3</td>
<td>13.0/4.9</td>
<td>45.6/0.4</td>
<td>37.7/0.1</td>
<td>6.8/0.7</td>
<td>13.5/1.2</td>
</tr>
</tbody>
</table>

For lead times of up to four months the reduced multi-model ensemble has more often than not a higher correlation than the stochastic-physics and perturbed-parameter ensembles, i.e. there are more symbols below the diagonal, although there are still cases where one of the other two forecast systems can be better than the reduced multi-model ensemble. Among the other two forecast systems, the stochastic-physics is more often than not better than the perturbed-parameter ensemble. Table 2 also summarizes the proportion of cases when a forecast system is significantly better (measured with respect to an ideal ratio of one) than the other two in terms of the spread-to-RMSE ratio. The reduced multi-model ensemble performs better than
both the perturbed-parameter and stochastic-physics ensembles. In contrast with the correlation, the
stochastic-physics ensemble performs more often worse than the perturbed-parameter ensemble.

Results for lead times longer than four months are computed only from re-forecasts of the November start
date (Table 2). Interestingly, there are many skilful predictions even at these longer lead times. The reduced
multi-model still has more statistically significantly higher correlations than the stochastic-physics ensemble.
However, in contrast to shorter lead times, the perturbed-parameters ensemble shows a larger proportion of
cases with higher skill than either of the other two systems. The perturbed-parameter ensemble has also more
often a better matching between the spread and the RMSE than the stochastic-physics ensemble, although the
reduced multi-model is more often significantly better than the other two.

### 4.3. Forecast quality for probability predictions

Values of the spread-to-RMSE ratio close to one are a desirable feature of all ensemble systems and have
been interpreted as a precondition to achieve reliability. However, it has been demonstrated in the previous
section that in the seasonal forecast context it does not necessarily have a direct link with the potential skill
of the ensemble mean. In addition to that, values of the spread-to-RMSE ratio close to one do not guarantee
that the ensemble would translate into a set of reliable probability forecasts and, hence, a more direct
measure of reliability is needed. This can be obtained by formulating probability forecasts from the
ensemble, which is also a way to include in the climate information provided to an eventual user as many
sources of uncertainty as possible. Besides, the ensemble-mean ACC suggests that there is potential skill in
the re-forecasts, so estimates of aspects of probability forecast accuracy beyond reliability are required.

The forecast quality of probabilistic predictions is multi-faceted; this implies that different skill measures can
lead to slightly different conclusions. Attributes diagrams offer a comprehensive illustration of several
forecast quality properties of a set of dichotomous probability forecasts, such as reliability and resolution, a
measure of forecast accuracy. As an illustrative example, Figure 8 shows the attribute diagrams for
predictions of 1-month lead boreal summer (June-to-August) precipitation (May start date) above the upper
tercile over the tropical band. Probability forecasts for all grid points and the eleven years of the sample are
pooled together to construct the diagram. Each forecast probability bin is represented by a solid circle whose
area is proportional to the bin sample size (i.e., the number of probability forecasts in the interval over all the
years and grid points of the region), so that a histogram of the probability forecasts is implicitly embedded in
the attributes diagram. For each interval of probability, a representative probability is defined as the weighted
mean of the individual forecast probabilities included in the category. This is different from, and more
precise than, defining the representative forecast probability as the centre of the probability interval of the
category (Bröcker and Smith 2007). The vertical line represents the average forecast probability, while the
horizontal line is for the climatological frequency of the event. The black dashed line in the diagram
separates skilful from unskilful areas in the sense of the BSS: categories with forecast probabilities lower
(higher) than the mean probability that fall below (above) this line, contribute positively to the BSS; otherwise
they contribute negatively to the BSS.

The reliability curves for all systems are shallower than the diagonal, although the reduced multi-model
ensemble is slightly closer to the diagonal that either the stochastic physics or perturbed parameters.
However, also for this forecast system the confidence intervals are not wide enough across the full forecast
probability range to encompass the diagonal. The 95% confidence intervals, which are represented with the
grey bars, are also far away from the diagonal, an indication of the overconfidence of these systems. On the other hand, the confidence intervals are away from the climatological frequency line for most of the probability categories showing that the forecasts have statistically significant resolution, which is measured by the vertical distance between the reliability curve and the horizontal line. The first interpretation of the diagram is that these particular probability forecasts issued with the simple counting method, although skilful, should be considered unreliable and be subject to some form of calibration before use.

Figure 8: Attributes diagrams for predictions of boreal summer seasonal precipitation above the upper tercile over the tropical band (20°N-20°S) for the stochastic-physics (top left), the perturbed-parameter (top right), the reduced multi-model (bottom left) and the 45-member multi-model (bottom right) ensembles. The forecast period is 2-4 months and the start date the first of May. The size of the dots is proportional to the number of probability forecasts included in each of the ten probability bins. The vertical solid lines correspond to the average forecast probability and the horizontal solid line the observed climatological frequency of the event. The dashed grey lines delimit the areas where the predictions are skilful in the sense of the Brier score: predictions with points above the line to the right of the average probability and below the lines to the left of it contribute positively to the Brier skill score. Vertical grey bars depict the 95% confidence intervals for each bin of the reliability diagram.

As an example of how skilful the systems are for regions of special interest Figure 9 shows the ROCSS of near-surface temperature over the Mediterranean region and of precipitation over Northern Europe for values above the upper tercile as a function of the start date and the forecast period, starting from the first forecast month of the predictions initialized on the 1st of May and ending with the four-month lead seasonal
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predictions initialized on the 1st of November. The ROCSS decreases with lead time in all instances except for the perturbed-parameter experiment in the November start date for Mediterranean temperature. The sample value of the forecast quality measures, displayed with black dots, although low, is most of the times positive in the case of temperature, but not so much for precipitation. This is typical of seasonal forecasts over extra-tropical regions (Hagedorn et al. 2005; Saha et al. 2006). The confidence intervals, as in the case of the ensemble-mean ACC, are large and straddle the no-skill zero line, which should be interpreted as a large fraction of the positive values actually being not different from zero. Besides, there is a big overlap between the confidence intervals of the three forecast systems. On this basis, it is again difficult to conclude that any specific system is consistently better than the others.

![Figure 9: ROC skill score of near-surface temperature over the Mediterranean region (top) and precipitation over Northern Europe (bottom) for predictions of values above the upper tercile. The horizontal axis covers the forecast periods 1-1 (first month), 2-4 and 5-7 months for the two start dates May and November, results for each start date being separated by the vertical dotted line. The bars are for the stochastic-physics (light grey), perturbed-parameter (medium grey) and reduced multi-model (dark grey) ensembles, respectively. The black dots depict the sample values and the bars show the 95% confidence intervals. The contingency table required to compute the scores was computed by pooling together (not averaging) the re-forecasts from all the points of predefined regions over the 1991 to 2001 period.](image-url)
To overcome the fact that differences in forecast quality between the three forecast systems are in many cases small and not statistically significant, as in the case of the ensemble-mean ACC, a thorough comparison has been carried out by computing the scores for all the regions listed in Table 1 in a similar way as for the ensemble-mean scores. Probability forecasts for three different events have been considered: values above the median and the upper tercile, and values below the lower tercile. Figure 10 shows the scatter plots of BSS and ROCSS for the stochastic-physics, perturbed-parameter and reduced multi-model experiments for both start dates and seasonal forecast ranges with lead times between zero and four months, making a total of 3,000 cases. For both skill scores there is a large range of values, from unskilful predictions (lower than zero) to values close to 0.5 and 1 for BSS and ROCSS, respectively. There is a large spread of the scores around the diagonal; in other words, comparing the scores of two experiments for a specific case (region, lead time, start date, variable and event) might give a completely opposite result to the scores for a different case. To better interpret Figure 10, Table 2 shows the proportion of cases whose scores (along with the reliability and resolution skill scores) are significantly better for one experiment than for another one. Once again, the conclusions depend on the lead time. For lead times up to four months, the BSS is more often significantly better for the reduced multi-model than for the other two experiments. Between the perturbed-parameter and the stochastic-physics ensembles, the latter shows a larger proportion of cases with significantly higher BSS than the former. The larger proportion of cases where reliability is significantly better for the reduced multi-model (Table 2) suggests that the better performance in terms of BSS can be largely attributed to an improved reliability, although resolution also plays a role. The improved reliability of the reduced multi-model ensemble agrees with this experiment having the best performance in terms of the ratio spread-to-RMSE. Both resolution and ROCSS are more often significantly better in the reduced multi-model than in the two other experiments. The improvement in terms of ROCSS and resolution, both measures of potential skill, is especially important because the discrimination and the resolution can only be enhanced by using additional sources of forecast information, while the reliability could be improved a posteriori using climatological information from the observations in a calibration process (Doblas-Reyes et al. 2005). Table 2 also shows that for lead times of up to four months the BSS of the stochastic-physics ensemble shows a better performance than the perturbed-parameter ensemble, which is explained by the superiority of the former in terms of reliability, resolution and ROCSS. It is important to bear in mind that the proportions of statistically significant differences are small and never higher than 20%. In other words, while a larger proportion of points in Figure 10 are below the diagonal, most of the points are grey rather than black. Furthermore, the ratios between the proportion of significantly different cases are also relatively small, between 3 and 6. This should invite the reader to interpret the results with caution and, in a simplification effort, avoid automatically discarding any of the approaches.

The ranking of the experiments for predictions with lead times shorter than five months, with the reduced multi-model showing better results than the stochastic-physics and perturbed-parameter experiments, does not hold for longer lead times. Figure 11 illustrates the ROCSS for seasonal predictions with lead times longer than four months. Predictions for these long forecast periods are skilful for a number of regions, lead times, events and variables, although the level of skill is noticeably lower than for the predictions scored in Figure 10. Table 2 shows that, by contrast with the results for the shorter lead times, the perturbed-parameter ensemble has better performance in terms of reliability, resolution and ROCSS than both the stochastic-physics and reduced multi-model ensembles. Among the reduced multi-model and stochastic-physics ensembles, the former shows better results than the latter by all measures. In fact, the stochastic-physics ensemble shows a dramatic loss of skill for the longer lead times. A comparison of the forecast quality for
the three experiments for lead times shorter than five months with the November start date re-forecasts only (i.e., discarding the May start date re-forecasts) gave basically the same results as those shown in Table 2 for both start dates (not shown). This suggests that the change in the ranking of the experiments with the lead time of the predictions is not due to the unavailability of the May start date re-forecasts for predictions with lead times longer than four months.

Figure 10: Scatter plots comparing the Brier skill score (top row) and the ROC skill score (bottom row) of the stochastic-physics versus reduced multi-model ensembles (left), perturbed-parameter versus reduced multi-model ensembles (centre) and perturbed-parameter versus stochastic-physics ensembles (right). Each dot represents the skill scores for seasonal predictions of a specific variable (500 hPa geopotential height, 850 hPa temperature, precipitation, near-surface temperature and mean sea level pressure), event (values above the median and the upper tercile and values below the lower tercile), start date (May and November) and lead times (lead times of up to four months), over one of the regions in Table 1 for a pair of forecast systems. Black dots are used for cases where the differences between the scores of a pair of forecast systems are statistically significant with 95% confidence. A summary of the percentage of cases a forecast system is significantly different from another can be found in Table 2.

Figure 11: As Figure 10, but for the ROCSS for seasonal predictions with lead times longer than four months from the November start date re-forecasts.
The change of ranking between the stochastic-physics and the perturbed-parameter experiments with the lead time might be due to either 1) the efficiency of each approach to represent model uncertainty depending on the forecast time scale or 2) purely to one of the reference forecast systems, IFS/NOPE or DePreSys_IC, having better forecast quality than the other depending on the lead time. As there is no reference system for the reduced multi-model, the multi-model approach can not be considered in this context. Table 3 summarizes the forecast quality comparison between IFS/NOPE and DePreSys_IC. While for predictions with lead times shorter than five months IFS/NOPE has more often significantly better reliability and ROCSS, the opposite occurs for longer forecast periods: DePreSys_IC is more often a significantly better forecast system (taking into account all measures of probabilistic forecast quality) than IFS/NOPE for lead times longer than four months. This implies that, with the current experiments, it is impossible to determine which one of the two approaches, stochastic physics or perturbed parameter, is better because the differences between the reference forecast systems used to implement them are similar to the differences in forecast quality found between the predictions using the two approaches to address model uncertainty. A way to resolve this question might be to use the same reference forecast system to implement both approaches, something that is not technically possible with our systems in the short term.

### Table 3: Same as Table 2, but for a comparison between probability seasonal predictions issued with different forecast systems. Note that the rows labelled 0-4 have been computed with 3,000 cases, while the second one uses 2,100 because for longer lead times only the November (instead of both May and November) start date is available.

<table>
<thead>
<tr>
<th>Lead time (months)</th>
<th>BSS</th>
<th>RELSS</th>
<th>RESSS</th>
<th>ROCSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFS/NOPE vs DePreSys_IC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>7.6/4.9</td>
<td>6.0/4.3</td>
<td>2.9/2.5</td>
<td>6.1/0.3</td>
</tr>
<tr>
<td>5-11</td>
<td>3.2/6.8</td>
<td>3.1/4.3</td>
<td>0.4/3.2</td>
<td>1.9/7.7</td>
</tr>
<tr>
<td>IFS/NOPE control vs stochastic physics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>2.4/14.7</td>
<td>1.2/16.6</td>
<td>2.4/3.2</td>
<td>2.6/7.7</td>
</tr>
<tr>
<td>5-11</td>
<td>6.1/5.0</td>
<td>3.9/5.1</td>
<td>1.2/0.5</td>
<td>4.8/3.5</td>
</tr>
<tr>
<td>DePreSys_IC vs DePreSys_PP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>4.1/8.4</td>
<td>1.7/10.1</td>
<td>2.4/1.2</td>
<td>4.8/3.0</td>
</tr>
<tr>
<td>5-11</td>
<td>3.5/9.5</td>
<td>2.4/10.4</td>
<td>1.4/0.6</td>
<td>4.7/3.4</td>
</tr>
<tr>
<td>Multi-model vs reduced multi-model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>38.8/0.4</td>
<td>27.8/0.2</td>
<td>13.7/0.2</td>
<td>21.5/8.3</td>
</tr>
<tr>
<td>5-11</td>
<td>46.8/0.1</td>
<td>34.0/0.1</td>
<td>6.7/0.8</td>
<td>14.5/1.3</td>
</tr>
<tr>
<td>5-member ensemble multi-model vs 5-member ensemble DePreSys_PP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>14.8/1.9</td>
<td>12.6/1.0</td>
<td>4.7/1.2</td>
<td>9.4/2.6</td>
</tr>
<tr>
<td>5-11</td>
<td>3.0/7.4</td>
<td>2.7/6.4</td>
<td>0.8/2.3</td>
<td>2.2/8.5</td>
</tr>
</tbody>
</table>

However, an aspect that can be assessed is whether any of the approaches actually improves the forecast quality of their reference system. Table 3 shows the results of the comparison between the IFS/NOPE system run with and without stochastic physics and between DePreSys_IC and DePreSys_PP. The reader is reminded that all these experiments have nine-member ensembles. The use of the stochastic-physics approach improves the forecast quality of the IFS/NOPE seasonal predictions with a lead time shorter than five months. This is reflected in a larger proportion of cases with significantly better reliability, resolution and ROCSS for the stochastic-physics ensemble, which as a result gives a large proportion of cases with better BSS. These results agree well with those presented in Berner et al. (2008). However, for lead times longer than four months only the reliability of the stochastic physics predictions improves with respect to IFS/NOPE control; the rest of the scoring measures are more often significantly better for the control than for the stochastic-physics experiment. In the comparison between DePreSys_IC and DePreSys_PP, the perturbed-parameter approach improves both the BSS and the reliability of the system, but degrades the
ability to discriminate between events and non-events by showing a larger proportion of cases for which the resolution and ROCSS of DePreSys_IC is more often significantly better than for DePreSys_PP. Therefore, the use of DePreSys_PP instead of DePreSys_IC as seasonal forecast system becomes a complicated trade off between a large gain in reliability and a certain loss of resolution. An additional factor to consider in this trade off is the increased computational cost of DePreSys_PP with respect to DePreSys_IC. Although the cost of the re-forecasts of both systems is the same, DePreSys_IC requires the estimation of a model climate and flux-correction terms for a single version of the forecast system, while the use of DePreSys_PP implies that the same process has to be undertaken with nine different model versions. In a seamless context where the same forecast system is used across different time scales the burden of estimating the model climate and the flux-correction terms might be shared with the integrations carried out to perform anthropogenic climate-change projections.

The results described above suggest that the versions of the stochastic-physics and perturbed-parameter employed in this paper have difficulties to improve all aspects of the forecast quality with respect to their reference systems, in particular the resolution and the ROCSS (which measures the ability to discriminate between events and non-events). The main and important advantage of the application of these two approaches is an increase in reliability that, as a consequence, improves the BSS provided the degradation of the resolution term is not too large. The improvement in probability forecast reliability is an indication of the success of both approaches in addressing model uncertainty. Nevertheless, the results of this comparison depend on the specific reference model where the model-uncertainty approach is implemented. The same approach implemented on a different reference forecast system might lead to slightly different conclusions.

5. Forecast quality of annual-mean predictions

Results in Section 4 give an indication of the positive forecast quality of seasonal predictions with long lead times (up to eleven months). In this section the forecast quality of annual-mean values from ensemble annual re-forecasts is assessed. The use of annual-mean predictions is not widespread yet, in part due to its relative novelty, the lack of assessments of the associated level of predictability and forecast quality, and the scarcity of applications. To assess the possibility of issuing predictions of annual means with the forecast systems considered in this paper and to avoid any useful skill being a simple consequence of expected predictability arising from the early stages of the forecasts, we have considered annual-mean predictions with a two-month lead time. The predictions are for the annual mean over a complete calendar year, i.e., from January to December, as the only re-forecasts available longer than one year have the 1st of November as the start date.

Figure 12 displays a comparison of the BSS and ROCSS for the annual-mean predictions. All forecast systems show some positive skill scores, especially for the ROCSS, which can be as high as 0.6. For certain regions and events this might be high enough to allow its use in specific applications. However, the proportion of cases with statistically significant differences is small. On the basis of these results it is difficult to select one of the experiments as superior to the other two. The scores are more or less equally spread around the diagonal and the number of statistically significant cases is rarely larger for one of them. However, as shown in the next Section that discusses the impact of the ensemble size on the forecast quality of the multi-model, the 45-member multi-model is superior to the other two forecast systems in the case of annual-mean predictions.
6. Effect of the ensemble size

The previous sections showed that the reduced multi-model has better performance than the other two forecast systems for predictions with lead times shorter than five months. For longer lead times the perturbed-parameter ensemble shows more often better results than the stochastic-physics and reduced multi-model experiments. Although the multi-model approach has been assessed with a reduced version that has the same ensemble size as the other two experiments, the multi-model experiment has a much larger ensemble available. Ensembles of up to 45 members can be constructed from the different forecast systems contributing to the multi-model. Palmer et al. (2004) and Weigel et al. (2007), among others, have shown that forecast quality, in particular reliability, is sensitive to the size of the ensemble used to compute the probabilities. In this section, the effect of the increased multi-model ensemble size on forecast quality is assessed and the multi-model compared to the other two experiments.

The ensemble-mean ACC and the ratio spread-to-RMSE of the multi-model ensemble are shown in Figures 4 and 5 along with the values for the three ensembles discussed in previous sections. Both, ACC and spread-to-RMSE ratio, show little change between the reduced and the 45-member multi-model ensembles. However, when probability forecasts are considered, more important differences can be found, as illustrated in Figure 8. The reliability curve of the multi-model becomes steeper than for the three ensembles discussed previously. The increased steepness of the multi-model forecasts improves both the reliability (by decreasing the distance to the diagonal) and the resolution (by increasing the distance to the horizontal line corresponding to the climatological frequency of the event). This is carried out at the expense of a reduction in the variance of the forecast probabilities, which is illustrated by a reduction in size of the symbols for the extreme forecast probabilities. This is, nevertheless, a desirable feature. Although a sharp set of probabilities, i.e. forecast probabilities with large variance, is a desirable feature of a forecast system, sharp forecasts may
be particularly harmful in the case of overconfident reliability diagrams, such as the ones obtained for the stochastic-physics, perturbed-parameter and reduced multi-model ensembles.

Table 2 shows the results of the comparison between the 45-member multi-model versus the stochastic-physics and perturbed-parameter experiments in terms of forecast quality. The multi-model has more often significantly better scores than the other two experiments for all scores and sets of lead times. The improvement is particularly clear for reliability. Figure 13 illustrates some of the results summarized in Table 2 in a comparison with the perturbed-parameter ensemble. For seasonal predictions with lead times longer than four months, and especially for annual-mean predictions, the multi-model performs more often significantly better than the perturbed-parameter ensemble. In particular, the number of seasonal prediction cases with negative BSS of the perturbed-parameter ensemble is reduced in the case of the multi-model ensemble. These results contrast with results described in the previous section, where the perturbed-parameter experiment had more often significantly better scores than the reduced multi-model for lead times longer than four months, and can be explained as an effect of the larger ensemble size of the multi-model. As the BSS depends strongly on the ensemble size for small ensembles, Ferro (2007) has developed an analytical expression to estimate the Brier score for an infinite ensemble size, BSS($\infty$). This estimate is a function of the sample BSS and the variance of the probability forecasts (also known as sharpness). Estimates of the BSS($\infty$) in a comparison of the multi-model with the perturbed-parameter and stochastic-physics ensembles give very similar results to the comparison of the BSS of the reduced multi-model with the perturbed-parameter and stochastic-physics ensembles, all having nine-member ensembles (Table 2).

![Figure 13: As Figure 10, but for the perturbed-parameter versus the 45-member multi-model using the seasonal predictions initialized on the 1st of November with lead times longer than four months (left) and the annual-mean predictions (right).](image)
Confirming the validity of the BSS(∞) estimates, Table 2 illustrates that estimates of the BSS(∞) for equally-sized ensembles are similar to those obtained for the standard BSS. The BSS(∞) shows once more that the multi-model ensemble performs more often better than any of the two other experiments regardless of the ensemble size for lead times shorter than five months, and that for longer lead times its superiority is an effect of the larger ensemble size. To support this hypothesis, especially in the context of a comparison with the perturbed-parameter ensemble, Table 3 shows results of the comparison between the full and the reduced multi-model ensembles. The 45-member multi-model shows percentages of significant differences with respect to the reduced multi-model ensemble that is smaller than the percentages of significant differences with respect to the perturbed-parameter ensemble, while the opposite is found for longer lead times. This is in agreement with the good behaviour of the perturbed-parameter ensemble for lead times longer than four months.

Although in previous comparisons the reduced multi-model and the perturbed-parameter ensembles had the same ensemble size, the reduced multi-model experiment is a combination of initial-condition and multi-model ensemble. The reduced multi-model was constructed from five different models, while the perturbed-parameter experiment uses only one member from each of the nine model versions of DePreSys_PP. There is still the possibility that the change in ranking with lead time between the reduced multi-model and the perturbed-parameter experiments is somehow related to the different number of quasi-independent forecast systems used. To check this possibility, a comparison between a five-member multi-model ensemble (taking one member from each single-model ensemble) and a perturbed-parameter ensemble made up of five different model versions taken randomly out of the nine available was carried out, the results being summarized in Table 3. A comparison of Table 2 and Table 3 shows that the better performance of the reduced multi-model with respect to the perturbed-parameter ensemble for lead times shorter than five months is also found when using the five-member ensembles. Instead, the five-member perturbed-parameter ensemble for lead times longer than four months is superior to the five-member multi-model in a similar way as the perturbed-parameter experiment is more often significantly better than the reduced multi-model. The main difference when the five-member ensembles are used with respect to the results for the nine-member ensembles appears to be a reduction in the proportion of cases when the reliability of the multi-model is significantly better than that of the perturbed-parameter experiment.

The superiority of the 45-member multi-model can not be automatically considered as an intrinsic characteristic of the approach because when equally-sized ensembles are used, the perturbed-parameter ensemble performs better than the multi-model for lead times longer than four months. However, currently multi-models tend to have larger ensemble sizes than other forecast systems, which in practice gives a multi-model forecast system an advantage in terms of forecast quality. It should be borne in mind that the superiority of the 45-member multi-model ensemble with respect to the perturbed-parameter and stochastic-physics ensembles emphasizes the relevance of the collaborative nature of multi-model forecasting, where pooled resources allow for large forecast ensembles.
7. Summary and conclusions

Estimations of the uncertainty in dynamical climate forecasts are affected by 1) the lack of perfect knowledge of the state of the climate system (Palmer and Anderson 1994) and 2) model inadequacy (Smith 2002). The relative merits of three methods to address the impact of model uncertainty on the forecast quality of seasonal and annual predictions have been assessed in this paper using a coordinated experiment with different forecast systems. The three methods are multi-model, perturbed parameter and stochastic physics. Two of the methods, stochastic physics and perturbed parameter, have been implemented in different forecast systems, which implies that the differences in the performance of the experiments are not just due to the approach to model uncertainty, but also to the different characteristic of the reference forecast systems. The third approach, the multi-model, builds on an ad hoc collection of forecast systems, and a comparison with the experiments implementing the two other approaches somehow depends on the pool of single-model systems the multi-model is made of. In spite of that, different seasonal forecast multi-model ensembles seem to share common features (Wang et al. 2008), such as the gain in accuracy with respect to the single models and the increased reliability of the probability forecasts issued, which are also found in this study.

The comparison between the three experiments has been carried out in terms of forecast quality, using a set of forecast quality measures that estimate potential skill, ensemble spread and probability forecast reliability, resolution and discrimination. Part of the relevance of the forecast quality assessment arises from the fact that, unlike in the climate-change problem, the future skill and reliability of seasonal and annual predictions can be estimated from predictions carried out for past events and, hence, could feed back information about the drawbacks of each approach when used for climate projections at longer time scales (Palmer et al. 2008). This is particularly the case for the perturbed-parameter ensemble, which has been used in a parallel experiment to assess anthropogenic climate change. This study used ensemble re-forecasts over the period 1991 to 2001 with two start dates per year carried out in a coordinated experiment with coupled global climate models started from realistic initial conditions. This is not a long period to carry out a comprehensive comparison, but given the significant computational cost of performing even such a relatively short re-forecast period, this effort offers a unique opportunity to assess, for the first time, the skill of the different approaches in a controlled setup. To take into account the relatively small sample size, estimates of the confidence intervals of the forecast quality measures have been obtained to determine which results can be considered statistically significant. This is an innovative approach that goes beyond more traditional assessments that tend to look at the performance of climate forecasts over tropical oceans.

All the forecast systems analyzed show a general level of forecast quality similar to each other and also to state-of-the-art systems (Palmer et al. 2004; Saha et al. 2006). In particular, predictions of tropical SST, which are at the origin of a large part of seasonal time-scale predictability, are more skillful than a basic statistical persistence model. In a more general context, seasonal predictions formulated with the 45-member multi-model ensemble show improved forecast quality with respect to the predictions from the two other experiments analysed. Based on comparisons of ensembles of equal size for lead times up to four months, it could be found that this superiority is intrinsic to the multi-model system used in this comparison for lead times shorter than five months. For longer lead times, the improvements of the multi-model are mostly due to its larger ensemble size, for which different institutions have pooled resources together. A comparison of a reduced multi-model with the same ensemble size as the perturbed-parameter and stochastic-physics experiments shows that for lead times longer than four months, the perturbed-parameter experiment gives
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more often significantly better results than the reduced multi-model, especially in terms of probability forecast resolution and discrimination. The perturbed-parameter ensemble also has slightly better forecast quality than the stochastic-physics ensemble for seasonal predictions at those long lead times, while the opposite occurs for lead times shorter than five months. Unfortunately, it is not possible to use this result to claim that the stochastic physics method is superior to the perturbed parameter approach for lead times shorter than five months and vice versa for lead times longer than four months because the corresponding reference forecast systems rank in a similar way. Furthermore, it is important to bear in mind that the proportion of cases with statistically significant differences in the comparison between the reduced multi-model, the perturbed-parameter and the stochastic-physics ensembles are small, typically between 5 and 10%.

Annual-mean predictions have also been analyzed. Although the forecast quality is reduced with respect to seasonal forecasts at short lead times, there are a substantial number of cases with positive skill, which might lead to the development of specific applications of this type of predictions. As in the case of predictions at the seasonal time scale, the multi-model shows more often a better forecast quality than the other two experiments, although this is mainly due to its larger ensemble size.

Interestingly, when the stochastic-physics and perturbed-parameter ensembles are compared to their reference forecast systems, both improve the reliability of the probability forecasts, but only the stochastic-physics ensemble for lead times shorter than five months improves in terms of resolution and discrimination ability. This assessment suggests the need to understand the reduction with increasing lead time in the proportion of cases with significantly better ROCSS for the seasonal predictions of the stochastic-physics experiment.

It has been shown that the stochastic-physics and multi-model experiments, for short lead times, and the perturbed-parameter and the multi-model experiments, for long lead times, give slightly better forecast quality. These results suggest that all these methods deserve attention in the future. The multi-model is an ad-hoc approach that benefits from a large ensemble size from institutional collaboration. The perturbed parameter, while being an expensive method, it allows a large degree of optimization of the ensemble properties. The other approach, stochastic physics, is directly physically based and offers the opportunity to improve forecast quality while addressing a reduction of systematic model error. It is interesting that the stochastic-physics and perturbed-parameter experiments are competitive with the multi-model, while both methods can provide the opportunity to design ensembles according to specific criteria addressing the model inadequacy problem, hence providing an additional route to improved forecast performance beyond that of steadily developing the forecast models themselves.

The results presented in this paper are a lower limit of the forecast quality a user could expect from state-of-the-art seasonal forecast systems. Recent studies for target regions have shown that a careful post-processing (Coelho et al. 2006) and combination of information from different forecast systems, including statistical-empirical schemes (Stephenson et al. 2005), and predictor’s expertise (Schubert et al. 2007) can significantly increase the forecast quality of seasonal predictions. This is certainly possible in our case, since the three forecast systems described here possess complementary strengths in their abilities to sample structural, parameter and initial-condition uncertainties. Furthermore, specific post-processing of the output of the forecast systems discussed here is desirable and might give improved results from those described above, in particular in terms of probability forecast reliability.
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