ABSTRACT

The kilochannel infrared sounders, AIRS and IASI, are important contributors to the ECMWF data assimilation system. This class of instrument can provide information with high accuracy and vertical resolution through the use of their large number of low-noise channels with overlapping Jacobians. The current use of these instruments requires sub-sampling spatially (e.g., cloud detection, thinning) and spectrally (channel selection). The choices made in this regard are examined and the potential for future increased use of the data are explored.

1 Introduction

On 4th May 2002 the AIRS (Atmospheric InfraRed Sounder, Aumann et al., 2003) instrument was launched on the NASA EOS-Aqua satellite. Operational assimilation of AIRS radiances began at ECMWF in October 2003, this being the first assimilation of data from a kilochannel infrared sounder into an operational numerical weather prediction (NWP) system.

A second such instrument, IASI (Infrared Atmospheric Sounding Interferometer; Chalon et al., 2001) on the EUMETSAT MetOp-A platform, was launched on 19th October 2006 and data from this was first assimilated operationally at ECMWF on 12th June 2007. Further launches of IASI instruments on MetOp satellites and of CrIS (Bloom, 2001) on NPOESS satellites will continue the availability of such data for the foreseeable future. With the exception of AIRS — a grating spectrometer — all of these instruments are Fourier transform spectrometers (FTS). The properties of these three sounders are summarised in Table 1.

It is worth noting that kilochannel infrared sounders have flown prior to the launch of AIRS, the first being IRIS (Infrared Radiometer Spectrometer Interferometer and Spectrometer) on NIMBUS 3 & 4 in 1969–70 (Hanel et al., 1971). More recently IMG (Interferometric Monitor for Greenhouse gases; Kobayashi et al., 1999), was flown on the Japanese ADEOS satellite between October 1996 and June 1997. A comparison of data from IRIS and IMG has been used to infer climate signals by Harries et al. (2001). Similar instruments have contributed to our understanding of other planets in the solar system, particularly the IRIS instruments on the Voyager probes that visited the giant planets in the 1980s (Hanel et al., 1977). In addition many investigations from aircraft and ground-based platforms preceeded the launch of AIRS, in particular the HIS (High Resolution Interferometer Sounder) instrument developed by the University of Wisconsin (e.g., Smith et al., 1995).

The advantage of the kilochannel sounders over the preceeding HIRS system is illustrated in Fig. 1. Here part of a simulated IASI spectrum with a line-resolving resolution of 0.5cm−1 is compared with the filter response functions of the HIRS instrument on NOAA 15. It is apparent that the HIRS filter widths are such that fine spectral structure is lost and also that the number of channels measuring the atmosphere is two orders of magnitude higher for IASI. Fig. 2 shows the AIRS temperature Jacobians1 for the same region of the spectrum.

1 The Jacobian matrix $H$ is the derivative of the vector of observed radiances $y$ with the state vector $x$, such that $H = \nabla_{x}y(x)$. 
from which it can be seen that the IASI Jacobians are slightly narrower than the HIRS equivalents, but that the real power of instruments such as AIRS and IASI is the large number of overlapping Jacobians. It is primarily the assimilation system using the information from the differences in these Jacobians that allows greater vertical resolution to be extracted from kilochannel sounder measurements.

Linear simulations of IASI retrieval performance (Collard, 2001; Collard and Healy, 2003) illustrate the much improved retrieval accuracy and resolving power that one would expect from these instruments. Fig. 3 compares expected retrieval accuracy (using an NWP 6-hour forecast as a priori data) for IASI and HIRS. The retrieval accuracy for IASI is far superior to that for HIRS, a large part being due to the improved vertical resolution of the former.

To illustrate the comparative vertical resolutions of the two instruments, Fig. 4 shows a temperature perturbation that was used in an study by Prunet et al. (1998). This profile was one of those that Prunet et al. extracted from a study by Rabier et al. (1996) which identified error structures in the initial atmospheric state of an NWP model run that would grow rapidly with time and would result in erroneous forecasts. These error structures were important in the failed forecasting of the re-intensification of the remnants of Hurricane Floyd over Brittany and SW England in September 1993. It can be seen that IASI performs much better than HIRS at retrieving fine structure in the temperature profile. Particularly the 3km wide temperature spike at 4km altitude is much better represented for the former instrument. It should be noted, however, that studies by McNally (2002) indicate that these “sensitive regions” are often cloud contaminated, especially with low cloud.
Figure 1: A comparison of a portion of a typical simulated IASI spectrum with the instrument spectral response functions (ISRF) for HIRS in this region. The smoothing out of spectral features by the HIRS ISRF is clear.

Figure 2: Typical AIRS Jacobians in the 15µm CO$_2$ band from the subset of 324 channels that are distributed in near-real-time compared to HIRS Jacobians. The AIRS Jacobians are only slightly sharper than the equivalent HIRS ones but the number of overlapping Jacobians may be used to obtain high vertical resolution from AIRS observations.
Figure 3: Simulated IASI and HIRS temperature and humidity retrieval accuracies.
Figure 4: One of the “Rabier curves” used by Prunet et al. (1998) and the corresponding expected profiles that would be retrieved by the HIRS and IASI instruments. The error bars are the respective instrument plus forward model noise projected into retrieval space.
AIRS and IASI are assimilated operationally at ECMWF in a similar but not identical manner. The main differences between the implementations are shown in Table 2. The initial implementation of AIRS is described by McNally et al. (2006).

The assumed errors for AIRS and IASI are the same (i.e., channels with the same wavelength have the same assumed error). These are shown in Fig. 5 in comparison with the measured AIRS instrument noise and the standard deviation of the observed—calculated differences (“first-guess departures”) at ECMWF. The errors are 0.4K in the important regions sensitive to upper-tropospheric and lower-stratospheric temperature in the 15μm CO$_2$ band, while they need to be inflated to 2K in the H$_2$O band. This will be discussed in more detail below.

### 2.1 Channel Selection

Processing the complete AIRS or IASI spectrum is inefficient and would impose an infeasible burden on the assimilation system. Sophisticated methods for compressing the available information have been suggested and are reviewed in Section 3.3, but in current operation systems a simple channel selection is employed. For each instrument two channel selections are used: a selection of channels which are routinely monitored and a subset of these channels which are actively assimilated. The monitoring channels which are not assimilated allow bands that are not actively assimilated to be inspected thus giving additional insight of instrument and model performance plus they form a pool of potential channels for active assimilation at a later date.

The AIRS monitored channels comprise a set of 324 channels chosen and distributed by NOAA/NESDIS (Susskind et al., 2003; Goldberg et al., 2003). These channels were chosen based on the width of each channel’s Jacobians, the instrument noise for each channel, the amount of interference from unwanted species, and the effect each channel has on retrievals. 324 channels were chosen such that the retrieved spectrum reproduced the observed spectrum with an accuracy equal to the instrument noise.

Of the 324 monitored AIRS channels, up to 155 may be assimilated (depending on the inferred cloud top height). Three regions of the spectrum are not considered for active assimilation:

<table>
<thead>
<tr>
<th>No. Channels Received</th>
<th>324</th>
<th>8461</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Channels Monitored</td>
<td>324</td>
<td>366</td>
</tr>
<tr>
<td>Max. No. of Channels Actively Assimilated</td>
<td>155</td>
<td>166</td>
</tr>
<tr>
<td>Spatial Restrictions</td>
<td>Sea Only for $\lambda &lt; 14.14\mu m$</td>
<td>Sea Only</td>
</tr>
<tr>
<td>Spectral Bands</td>
<td>15μm CO$_2$ band, longwave window, H$_2$O band, 4.5μm CO$_2$ band ($\lambda &gt; 4.45\mu m$)</td>
<td>15μm CO$_2$ band</td>
</tr>
<tr>
<td>Spatial Sampling (before thinning to ~120km)</td>
<td>Warmest FOV (in longwave window) per AMSU FOV</td>
<td>Detector 1</td>
</tr>
</tbody>
</table>

Table 2: A comparison of the operational configurations for the assimilation of AIRS and IASI data at ECMWF as of September 2007.
Figure 5: A comparison of the AIRS instrument noise and the assumed observational noise in the assimilation of AIRS radiances.

- Wavelengths less than 4.45µm which may be affected by solar radiation and non-LTE effects in the daytime (but which are not currently used at night either).
- The ozone band around 9.5µm.
- Channels with large upper stratospheric contributions (not used for model specific reasons)

In addition a few channels are removed that have significant effects from CO or N\textsubscript{2}O and two channels (300 & 453) which have become very noisy.

For IASI, European NWP centres may receive the full IASI spectra via EUMETCAST, so the choice of monitoring channels is made after the reception of the data. A total of 366 IASI channels are monitored at ECMWF this choice being based on the 300 channels used for distribution of IASI radiances via the GTS which is described in Collard (2007).

The 300 channels are chosen in a process with three main steps:

1. Removal of channels based on \textit{ad hoc} criteria to avoid spectral regions with large uncertainties in the modelled spectra (i.e., pre-screening).

2. The main selection algorithm based on the information content of the measurements. This is comprised of a number of individual selection runs.
Figure 6: Blacklisted channels for channel selection. Channels with possible signals from CH$_4$, CO or N$_2$O greater than 1K are blacklisted together with those channels in the 4.3μm CO$_2$ band which are affected by non-LTE effects. Channels with large contributions from H$_2$O, O$_3$, the surface and solar irradiance are also indicated.

3. Ad hoc addition of channels for specific purposes that could not be represented by the information content based selection algorithm.

The first step basically removes channels with significant signals from species that are not included in the state vector (CO, CH$_4$, and N$_2$O). Channels with signals due to H$_2$O, O$_3$, solar radiation or non-LTE effects may also be removed for some of the channel selection runs in the second step. These “blacklisted” channels are shown in Fig. 6.

The second step involves a number of runs of the automatic channel selection algorithm of Rodgers (1996, 2000). The various runs are to ensure that, for example, water vapour channels (which have sharp temperature Jacobians the form of which are very sensitive to the assumed H$_2$O profile) are not chosen to provide temperature information. The channel selection proceeds as follows:

1. Choose 30 channels in the 15μm CO$_2$ band considering their effect on temperature information only.

2. Choose a further 36 channels with Jacobians that peak in the troposphere in the 707–760cm$^{-1}$ region of the 15μm CO$_2$ band, as experience with AIRS at ECMWF (e.g., Kelly and Thépaut, 2007) has shown that this region is the most beneficial to forecast scores.

3. Now considering, water vapour and temperature information together and including the 6.3μm water band in the available channels, choose a further 186 channels.
4. Considering O$_3$ information only choose 15 more channels.

5. Considering solar-affected channels only add a further 13 channels.

The third step involves adding a further 20 channels in window regions and on weak absorption lines to be used for cloud detection and surface emissivity derivation. This makes the total number of channels chosen 300. These channels are shown in Fig. 7.

To these an additional 66 channels are added, these being: channels with similar properties to the HIRS channels (useful for monitoring purposes); channels requested by CNES for monitoring purposes; and 44 more channels in the 707–760 cm$^{-1}$ region, this time peaking in the lower stratosphere.

Figs. 8 and 9 show how the 324 AIRS and 300 IASI channels compare while Fig. 10 shows a comparison of the actively assimilated channels for AIRS and IASI in the ECMWF system for the 15 µm band. The actively assimilated channels differ firstly through the purposeful addition of extra channels in the 13.1–14.1 µm region and secondly because changes to the assimilation system in the stratosphere (Healy and Thépaut, 2006; Dee, 2007) now allow the stratospheric channels from AIRS and IASI to be included without degrading the system. This first implementation of the IASI assimilation does not include the active assimilation of water vapour channels.

### 2.2 Cloud Detection and Bias Correction

The ECMWF cloud detection algorithm works by taking the first guess departures (i.e., the difference between the observed brightness temperatures and brightness temperatures calculated from a good estimate of the at-
Figure 8: A comparison of the 324 channels distributed for AIRS and the 300 channels chosen for IASI.

Figure 9: As Fig. 8, except focusing on the 15$\mu$m CO$_2$ band.
mospheric state - typically a 6-hour forecast from an NWP model) and looking for the signature of opacity that is not included in the clear-sky calculation (i.e. cloud or aerosol). To do this, the channels are first ordered according to their height in the atmosphere (with the highest channels first and the channels closest to the surface last) and then the resulting ranked brightness temperature departures are smoothed with a moving-average filter in order to reduce the effect of instrument noise. The algorithm then looks for a change in slope of the smoothed departures — a signal that would indicate the presence of a cloud. Most often, the change in slope will result in more negative departures as height rank increases (i.e., a cold cloud over a warm surface) but warm clouds over a cold surface can invert this and the possibility of such situations is considered. An illustration of the cloud detection algorithm for a single field of view is shown in Fig. 11. The typical number of channels identified as clear for a single 12-hour assimilation cycle is illustrated in Fig. 12.

The current configuration of cloud detection for AIRS at ECMWF divides the spectrum into five bands (long-wave CO$_2$ band; ozone; water vapour; 4.5µm CO$_2$ band and shortwave) with the first-guess departures in each band being used for its cloud detection. An alternative is used for IASI where the cloud height found for the 15µm CO$_2$ band is used to determine the unaffected channels in the other bands. This “cross-band” configuration attempts to remove uncertainties in the cloud detection in bands where the contribution to the first-guess departures from model error are more likely to be confused with the effects of cloud (this is particular problem with the H$_2$O band).

A detailed description of the cloud detection algorithm as used for AIRS in the ECMWF data assimilation system is given by McNally and Watts (2003). The algorithm is available via the NWPSAF website:

Figure 11: An illustration of the ECMWF cloud detection scheme in the 15µm CO₂ band. The first guess departures for each channel are green dots. A ten point moving average is applied (orange line) and the point were the mean gradient is greater than a predefined threshold is found. Below that point it is deemed to be cloudy (asterisks). A further requirement that the departures cannot be greater than 0.5K at the first clear point is enforced, as indicated by the dotted lines. A higher height rank means the channel peaks lower in the atmosphere.

Figure 12: The number of IASI channels identified as clear by the ECMWF cloud detection scheme as a function of wavenumber for a 12-hour period. Channels which are not sensitive to the troposphere (around 670 and 2350 cm⁻¹) are designated as clear virtually all the time, while the incidence of clear channels drops to around 10% in window channels.
As the cloud detection relies on the bias-corrected first guess departures, it will depend on the bias correction applied. However in cloud-affected channels, the bias-correction coefficients will depend on the subset of observations that is deemed to be unaffected by cloud. There is therefore the potential for feedback between the cloud detection and bias-correction calculations.

A variational bias correction (VarBC) is used at ECMWF for most satellite data (Dee, 2005; Auligné et al., 2007). In VarBC, bias correction coefficients are added to the state vector used in the variational assimilation. They are therefore estimated automatically during every assimilation cycle and this estimate benefits from the inclusion of information from all the other observation types in the system. For most AIRS and IASI channels, four airmass based parameters are used as predictors for the bias correction (the 1000–300hPa, 200–50hPa, 50–5hPa and 10–1hPa thicknesses) plus a cubic fit to the instrument view angle. For window channels, only the view angle bias correction is applied.

When a bias correction is updated frequently, there is a danger that the feedback between the cloud detection and the bias correction mentioned above will cause a long-term drift in the applied bias. This can possibly result in such unreasonably large corrections being applied that no clear channels are being selected at all. Auligné and McNally (2007) explored this interaction and identified strategies to ameliorate this effect (one being the removal of air-mass dependent predictors for the window channels of infrared sounders).

2.3 Forecast Impacts

The assimilation of both AIRS and IASI radiances result in positive impact on major meteorological fields. Fig. 13 shows the impact of assimilating AIRS observations on the 500hPa height scores, while Fig. 14 shows the same for IASI. These plots show the differences in 500hPa geopotential anomaly correlation forecast scores between the experiment and control runs normalised by the control run scores (positive values show that AIRS/IASI is improving the forecast). The error bars show 95% confidence intervals. In both cases significant positive impact is seen in one or both hemispheres.

Note that these two figures are for different time periods and so should not be compared directly. Furthermore, the IASI impact is on top of a system into which AIRS data is already assimilated.

Fig. 15 shows the spatial distribution of forecast improvements from IASI for the day-4 500hPa geopotential field.

Extensive Observation System Experiments (OSEs) by Kelly and Thépaut (2006) showed that AIRS was one of the two most important instruments in terms of impact on 500hPa height forecast accuracy. It had a marginally smaller impact than the three AMSU-A instruments (IASI was not available when these experiments were conducted), but out-performed a single AMSU-A.

3 Current Challenges

The current implementation of AIRS and IASI uses only a small fraction of the total available information in these measurements. Future advances in the use of these instruments will involve increasing the amount of information used through using more channels; more fields of view and greater weight on the assimilated observations. The following three sections briefly look at three specific areas where this should be addressed.
Figure 13: Impact of the assimilation of AIRS radiances on the 500hPa height forecasts. Positive values indicate improvement. The scores for each experiment are verified against its own analyses.
Figure 14: Impact of the assimilation of IASI radiances on the 500hPa height forecasts. Positive values indicate improvement. The scores are verified against the then operational system (which was not using the IASI observations but did include AIRS).
3.1 Assimilation of Water Vapour

The instrument noise for AIRS in the 6.3µm water vapour band is around 0.2K, yet the assumed observation error for this band is 2K. Experiments have shown that the fit to other observations (such as AMSU-B radiances) is degraded if the observation errors are reduced below this value. The situation at other NWP centres is similar: NCEP use 2.5K (J. Derber, priv. comm.) while the Met. Office use 4K (Cameron et al., 2005).

Furthermore, as mentioned in Section 2.2, the cloud detection at ECMWF for AIRS channels in the 6.3µm water vapour band is reliant on the first-guess departures in the water vapour band itself. This has the result that observations in regions where the modelled water vapour error is high are often rejected as the cloud detection scheme can confuse the water vapour signal with that for cloud. The water vapour observations that are assimilated are therefore those which most agree with the model background.

A measure of the utility of an observation in an NWP system is whether it improves or degrades the (simultaneous) fit to other observations. Fig. 16 shows how varying the AIRS H2O observation error to below 2K degrades the fit to the AMSU-B observations on NOAA-16. Similar results are seen for IASI.

Possible reasons for this need for error inflation include the fact that correlated observation and forward model error (including bias) is being approximated by an assumed diagonal error covariance and the possibility that model constraints are suppressing high resolution vertical structure or incorrectly distributing the increments in the horizontal or vertical.

One other possibility is that, as the water vapour channels have high sensitivity to temperature, the water
vapour channels are affecting the temperature increments (which is undesirable as the form of the water vapour channels’ temperature Jacobians is highly dependent on the assumed humidity profile). This has been found to be not a significant effect in our system.

The result of the above is that the weight given to water vapour channels is much lower than the simple consideration of the observational errors would imply. While such a configuration is found to give a small positive impact to the forecast scores, it is clear that there is potential to use the data more efficiently in this case. In particular, if the potential for high vertical resolution that these sounders promise is to be realised, one needs to have large numbers of channels with low real and assumed noise.

3.2 Cloud

Current operational NWP systems either assimilate infrared observations where the atmospheric column is completely clear or choose only channels that are unaffected by cloud. The percentage of available observations is reduced to 5–10% in the former case, while for the latter stratospheric channels are available 100% of the time with only 5–10% of window channels usable.

Strategies to increase the number of channels available in cloudy regions are generally either through attempting to remove the radiative effect of the cloud from the observations (“cloud clearing”) or through the explicit...
Cloud clearing (e.g., Li et al., 2005) uses the spatial variability between adjacent fields of view to remove the cloud component from the observed radiances. Cloud-cleared radiances are thus a retrieved product rather then pure radiance observations. The errors associated with cloud cleared radiances are amplified relative to clear-sky radiances and are highly correlated between channels. These errors will also vary depending on the cloud situation being considered. Quality control and observation error specification are therefore important issues to consider when attempting to use these products in an NWP context. In addition, the influence of the a priori data used in the cloud-cleared radiance retrieval should be evaluated.

The inclusion of cloud properties in the state vector is at present an active area of research in the NWP community (e.g., Pavelin and English, 2006; Fourrié et al., 2006; Bauer, 2007). These methods usually model the cloud as single grey layers with the expectation that greater sophistication can be introduced as research progresses. As with cloud-cleared radiances, increased scene-dependent spectrally-correlated errors result from this method — although these errors are more correctly identified as forward-model rather than observation errors. Quality control based on the cloud scenario that is inferred is also, once again, an important consideration.

### 3.3 Data Compression and Reconstructed Radiances

As there are at most only a few tens of pieces of independent information in each IASI spectrum, there is potential to represent these observations such that the bulk of the information is retained while reducing the data volume significantly.

The simplest method for reducing the data volume is channel selection as examined in Section 2.1. However, this method does not take account of the information contained in the majority of the sounders’ channels.

For more efficient use of the information contained in kilochannel sounder radiances one must investigate methods for the representation of most of the information contained in the sounders’ radiances in a smaller number of “channels” (by “channels”, we are referring to the discrete quantities being assimilated rather than specifically channels as measured directly by the instrument). Such methods include super-channels, principal components reconstructed radiances and retrievals:

- **Super channelling:** Averaging similar IASI channels to produce a channel with similar properties except with much reduced random noise (Schlussel, 2005).

- **Principal component analysis (PCA):** Use a climatological set of IASI radiances to infer the principal modes of variability of the spectrum. These principal components (PCs) are associated with real atmospheric variations rather than random noise and the bulk of the atmospheric information in the spectrum is present in the first 100–200 PCs.

- **Reconstructed radiances:** Instead of directly assimilating principal components, use a truncated set of principal components to “reconstruct” the original spectrum. The result is that the full spectrum is used to estimate the true radiance in each channel but with noise greatly reduced. This may be considered a variant on super-channelling in that each reconstructed radiance is an estimate of the true channel radiance calculated by a linear combination of many channels.

- **Retrievals:** Represent the sounder spectrum as an atmospheric state (e.g., profiles of temperature, humidity etc.).

The assimilation of principal components and retrievals represents such a significant departure from the current practice of direct radiance assimilation that they are not considered a viable (or practical) option in the
near-term. Furthermore, the direct assimilation of radiances replaced retrieval assimilation to avoid existing problems with the specification of correlated retrieval errors and with the propagation of the retrievals’ *a priori* information into the solution.

Super-channels and reconstructed radiances are both ways of compressing the information of the whole spectrum into a subset of “channels”. The former is arguably a more physical approach and the latter more statistical.

Of these, reconstructed radiances are examined in most detail at ECMWF, primarily due to the availability of a near real time product for AIRS produced by NOAA/NESDIS.

Reconstructed radiances (Antonelli *et al.*, 2004) are formed through the evaluation of the amplitudes, \( p \), of the principal components, \( L \), of the observed spectrum. Here \( L \) is the set of \( N_p \) leading eigenvectors of the covariance matrix of a set of thousands of spectra. \( p \) is related to \( y \) (the noise normalised observed radiances with the mean observation subtracted) through:

\[
p = LTy
\]

The reconstructed radiance \( \tilde{y} \) is then calculated from:

\[
\tilde{y} = Lp = LLY
\]

If we restrict \( \tilde{y} \) to a subset of \( N_R \) channels, by replacing the first \( L \) above with \( L_{NR} \), those channels will contain all of the information present in the \( N_p \) principal components provided \( L_{NR} \) has \( N_p \) positive singular values. The minimum criterion for this is that \( N_R \geq N_p \) and in practice this criterion is usually sufficient.

The observation error for the reconstructed radiances can be derived from the raw observational error through

\[
\epsilon_{\tilde{y}} = L_{NR}LT \epsilon_y + \epsilon_R
\]

where \( \epsilon_R \) is the error introduced on reconstructing the true (i.e., error free) spectrum (we may assume that sufficient principal components are used and that the training set for the principle components is sufficient that we may neglect this term). Therefore

\[
\text{Cov}(\tilde{y}) = E[\epsilon_{\tilde{y}} \epsilon_{\tilde{y}}^T] = LL^T OL^T L + F_R,
\]

where \( O \) is the original observational error covariance matrix (in noise normalised radianc units) and \( F_R \) is the reconstruction error (which can be assumed to be negligible if sufficient principal components are used).

Inspection of this transformation shows that the reconstruction process reduces the observational error but can also introduce significant inter-channel correlation. Note that if, as is the usual practice, the radiances are normalised by the true noise, \( O=I \).

The reconstructed radiances dataset is supplied by NOAA/NESDIS in near real time for the same 324 channels as the real radiances. The radiances are calculated using the first 200 principal components of the climatological covariance of observed AIRS radiances (taken from the full set of observed data, i.e., clear and cloudy scenes). The principal components are derived from 1688 of the 2378 channels, as a number of noisy “popping” channels are omitted together with those channels around 4.3\( \mu m \) which are highly affected by non-LTE effects during the daytime. All data comes with a quality control flag which indicates whether the original spectrum has been reconstructed to within the noise limits.

Figs. 17 and 18 show a comparison between the first-guess departures for real and reconstructed radiances where the model fields are the same. The standard deviations of the reconstructed radiances’ first-guess departures are significantly reduced for all those channels where instrument noise is expected to be a significant
Figure 17: A comparison of the standard-deviations of clear-sky departures from the same model first-guess for real (red) and reconstructed (green) radiances. Significant “denoising” is seen in the 15\,\mu m band where instrument noise is dominant over model error. The apparent increase in departure standard deviation for the channel at 8.07\,\mu m is an artifact arising from the cloud detection scheme.

Figure 18: The difference between the mean clear-sky departures from the same model first-guess for real and reconstructed radiances.
Figure 19: The covariance matrix of the first-guess departures for the first 120 channels of the 324 channel subset (covering the region 649–739cm\(^{-1}\)) for real radiances. The instrument noise is seen to be very close to diagonal while off-diagonal covariances are only significant for channels that sound the stratosphere - where the model error outweighs the instrument noise.

Figure 20: As Fig. 19 except for reconstructed radiances, the colour scale is the same. The diagonal noise is seen to be greatly reduced where instrument noise is dominant but this noise is now correlated between similar channels.
contributor to the total departure. The biases are unchanged, as the effect of reconstruction is to smooth random noise rather than change the mean radiances.

As mentioned above, one expects the errors in the reconstructed radiances to be correlated between channels. To verify this we can compare the covariance matrix of the first-guess departures of used data for real radiances with that for reconstructed radiances. The result for the first 120 AIRS channels in the 324 channel subset is shown in Figs. 19 and 20. For real radiances the departures are generally uncorrelated except where vertically correlated model errors in the stratosphere (e.g., around channel 35) are significant. It can be seen that the reconstruction process introduces significant additional correlations into the departures.

Extensive experimentation has been carried out on the assimilation of reconstructed radiances with a variety of assumed observation errors. So far, none has been found to give a significant positive impact above the (already positive) impact of the real AIRS radiances, but experiments continue.

4 Conclusions

AIRS and IASI are important instruments in the ECMWF data assimilation system. In particular these instruments provide useful information from their temperature sounding channels sensitive to the upper-troposphere and lower-stratosphere.

Kilochannel infrared sounders such as AIRS and IASI have the potential to provide information to the NWP systems with high accuracy and vertical resolution. For this to be achieved, the information present in the large number of channels with overlapping Jacobians and low noise needs to be presented to the model in an efficient manner. Efficient quality control, particularly when considering the treatment of clouds, is also a requirement.

Future advances in the assimilation of these instruments will focus on increasing the use of these data in spatial (through, for example, better use of cloudy fields of view) and spectral domains plus more optimal weighting.
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