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What is WRF?

B WRF is NCAR’s mesoscale and
global Weather Research and
Forecasting model

B Designed for both operational
forecasters and atmospheric researchers

B Features multiple dynamical cores, a 3-dimensional variational
(3DVAR) data assimilation system, and an extensible software
architecture that supports parallel computing

® \WREF is currently in operational use at NCEP (National Centers for
Environmental Prediction)
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What is FIM?

® FIM (Flow-following, finite-
volume, Icosahedral Model)

® NOAA's global model that
employs adaptive isentropic-
sigma hybrid vertical coordinate f#f
accurate finite-volume horizonts | =
advection, and use of an
icosahedral horizontal grid

® F|IM was designed to run
efficiently on parallel computer
systems
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About Our Little Sectlon of the U.S. Gov't

® \We are a group of 4 people in the

Advanced Computing Section (ACS) of

WL You Are Here!
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® QOr, turning it into the world's longest domain name:
jeff@ACS.AD.GSD.ESRL.NOAA.DOC.USA.PE
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Group Activities -1

B Code Parallelization - the Scalable Modeling System (SMS) is a
tool for directive-based code parallelization for Fortran codes.
The user inserts directives which are converted into parallel code
which relies both on SMS libraries and the MPI libraries
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performance improvement
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Group Activities -1

B Code Parallelization - the Scalable Modeling System (SMS) is a
tool for directive-based code parallelization for Fortran codes.
The user inserts directives which are converted into parallel code
which relies both on SMS libraries and the MPI libraries

B GPU (graphical processing units) Research & Develop — because
of CPU limitations (power & performance), we're investigating
running as much of the code on the GPU as possible, while
communications will be done on the CPU. We've written a Fortran
to CUDA-C code translator and initial FIM tests yielded a 17 times
performance improvement

® Grid Computing - explored the feasibility of using for
ensembles, but security issues, and lack of maturity has hindered
its use at NOAA
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Group Activities -2

® FIM Development — FIM is being run at ESRL and producing 10
day forecasts at 30km resolution.

= 30 km FIM runs producing 10 day forecasts were run at the
Texas Advanced Computing Center (TACC) and provided to
the NOAA National Hurricane Center for information on
hurricane tracks. Also testing a 20 member ensemble of 60
km FIM runs (240 cores/ensemble), with plans to increase
the resolution to 15 km (1680 cores)



Earth System Research Laboratory @

Group Activities -2

® FIM Development — FIM is being run at ESRL and producing 10
day forecasts at 30km resolution.

® 30 km FIM runs producing 10 day forecasts were run at the
Texas Advanced Computing Center (TACC) and provided to
the NOAA National Hurricane Center for information on
hurricane tracks. Also testing a 20 member ensemble of 60
km FIM runs (240 cores/ensemble), with plans to increase
the resolution to 15 km (1680 cores)

® Data Locator - an html based search engine for finding and viewing
meteorological data sets (also includes web services callable from
other applications)



Earth System Research Laboratory @

Group Activities -2

® FIM Development — FIM is being run at ESRL and producing 10
day forecasts at 30km resolution.

® 30 km FIM runs producing 10 day forecasts were run at the
Texas Advanced Computing Center (TACC) and provided to
the NOAA National Hurricane Center for information on
hurricane tracks. Also testing a 20 member ensemble of 60
km FIM runs (240 cores/ensemble), with plans to increase
the resolution to 15 km (1680 cores)

B Data Locator - an html based search engine for finding and viewing
meteorological data sets (also includes web services callable from
other applications)

® NOAA Modeling Portal - the subject of this presentation
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What is NOAA Modeling Portal? -1

B A graphical user interface for running weather models such
as WRF and FIM
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What is NOAA Modeling Portal? -1

B A graphical user interface for running weather models such
as WRF and FIM

B This application runs on all platforms and can be launched
from a standard web browser as a Java Web Start program

B |t simplifies and automates:
configuring and running of model workflows
selection/localization of your domain (WRF)
launching and monitoring runs
Halting or canceling runs/jobs
visualization of your model's output
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" What is NOAA Modellng Portal’? -2
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B |t does not include the models (WRF and FIM) themselves—
this software must be installed separately.

I Portal is a GUI front end for running WRF or FIM models
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B |t does not include the models (WRF and FIM) themselves—
this software must be installed separately.

Portal is a GUI front end for running WRF or FIM models

B Supports batch queue systems such as LSF and SGE and
iIncludes job managers
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It does not include the models (WRF and FIM) themselves—
this software must be installed separately.

Portal is a GUI front end for running WRF or FIM models

B Supports batch queue systems such as LSF and SGE and
iIncludes job managers

® \ersion 1.00 was released on Oct 10, 2008
B Requires Java 1.5 or later, runs on most platforms
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Why Use NOAA Portal?

B Saves user’s time by automating tedious and repetitive
tasks and providing time saving features

® Portal Wizard that walks the user through the steps of
configuring computers, user preferences, and tasks
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“Diff" tool for comparing different workflows and runs
Graphical file browsers to quickly locate files

Robust job managers for running and managing tasks
Progress monitor for tracking the progress of runs
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Saves user’s time by automating tedious and repetitive
tasks and providing time saving features

Portal Wizard that walks the user through the steps of
configuring computers, user preferences, and tasks

“Diff" tool for comparing different workflows and runs
Graphical file browsers to quickly locate files

Robust job managers for running and managing tasks
Progress monitor for tracking the progress of runs
Graphical netcdf viewers to visualize model input/output

Stores its information in a database so you can easily
search and retrieve your information without the tedium of
hunting through a myriad of files in directories directories
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Two Main Categories of NOAA Portal Users

m “Black box” users who know very little about the details of
running a model and want an quick and easy way to run
their model without having to master long and complex
iInstruction manuals or tutorials. They may run their models
on a Linux desktop, a local cluster, or perhaps a super-
computer
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Two Main Categories of NOAA Portal Users

m “Black box” users who know very little about the details of
running a model and want an quick and easy way to run
their model without having to master long and complex
iInstruction manuals or tutorials. They may run their models
on a Linux desktop, a local cluster, or perhaps a super-
computer

B Model developers and testers who, while familiar with the
details of configuring namelists and creating run scripts,
want a tool to simplify the process. Managing and making
dozens or hundreds of model runs can be tedious, time-
consuming, and prone to error. The portal automates many
tedious tasks, freeing the developer or tester to focus on the
science of their model runs
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Modelers and Testers
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Model development is an iterative process

Model Run ﬂlle Evaluate the
Development Mode : Results
(many times)
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Configuring/Running Models is Complicated!

B Typical workflow entails editing multiple configuration files
(namelist text files), setting environment variables, running
executable files in the correct order, checking the output to
make sure the workflow can proceed to the next step
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B Files are scattered across many different directories

B Editing the configuration files by hand in a text editor such
as vi Is tedious and mistake prone
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Configuring/Running Models is Complicated!

B Typical workflow entails editing multiple configuration files
(namelist text files), setting environment variables, running
executable files in the correct order, checking the output to
make sure the workflow can proceed to the next step

B Files are scattered across many different directories

B Editing the configuration files by hand in a text editor such
as vi Is tedious and mistake prone

B Selecting a domain (geographic region) in WREF, for
example, without visual feedback can be a frustrating
exercise in trial and error
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Example: WRF Workflow comparisons

VWEEF from commmand hne

Hard!

WERF using portal

Easy!

Lats/Lons are looked up in an atlas, grid pomnts are computed
with a calculator, user manually types all this datainto
natnelist text files

User draws abox around aregion of the Earth on the screen, grid points
are autommatically calculated with minmmal user input, namelists are
automatically written

Mamelists and scripts are scattered 1n multiple directories,
rmatially edited in vi

Mamelists and scripts are stored 1n database and edited in WEF Portal
visual editors

Mew runs involve copying lots of files, editing thern with w1,
set environment vars, launching scripts manually.

Mew runs are launched from the Bun Worldflow wandow. Most of the
i fo 1z already filled out for you.

Funs are momtored by taling certam log files in specafic
directories. Reogquires detailed knowledge of WEE

Funs are monttored from a wind ow which lists all tasks, how long
they'we heen running and the estimated time to finish

Comparing two different model runs invaolves wewing

rultiple namelists files for each model and hunting for the
differences.

Comparing two different model runs 12 done from a“diff” wandow that

highlights all differences between the models.

Finding an old run involves hunting through directories on
different computers/file systems

Finding an old run 12 done by typing in search criteria into a window

Funs are canceled by killing johs from the command line

Funs are canceled with amouse click

WVisualization 15 done with external tools

Visualization 12 done withm WEF Portal with a mousze click
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From namelist.wps configuration file (domain and nests)

interval_seconds = 10800,

io_form_geogrid = 2,

opt_output_from_geogrid_path = wrf-data’domains U RS,
debug_lewel =0,

!

Sgeogrid

parent_id =1,1.1,
parent_grid_ratio = 1,33,
i_parent_start = 1,841,350,
i_parent_start =1,15,76,

e_le = 100,136,106,

e_=n = 119,130,845,
geog_data_res = "10m',"10m',"10m’,
d« = 11400,

dy = 11400,

map_proj = ‘mercator,

ref_lat = 54804,

ref_lon = -4.195,

truelat1 = 54.804,

truelat? =0,

stand_lon = -4.195,

geog_data_path = "fwrf-datasgecgiom’,
opt_geogrid_thl_path = “fwrf-data/domains/UES,
ref_x =450.0,

ref_w = 59.5,
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From namelist.input configuration file (ETA levels)

Sdomains

(eta_lewels = 1.000, 0.994, 0.937, 0.979, 047,
096, 0.949, 0937, 0.924, 0.909,
0.292, 0873, 0.851, 0826, 0,798,
0.7628, 0736, 0.702, 0666, 0629,
05914, 05536, D.A5163, 04773, 044,
0404, 03695, 03374, 0.3085, 0.2845,

i 0.0571, 0.0429, 0.0287, 0.0145, 0.000,

time_step = G2,
time_step_fract_num =0,

time_step _fract_den =1,

max_dom =3

£ _We =1, 1, 1,

& e = 100 136, 106

IR Varticat Editar Fer ETA bl I wrf-datadomairn L0t dnpin. [5)

E 18 Leysd il ey
Lewed | Welue

02644, 02465, 0.2305, 02165, 02035,
01914, 01792, 01667, 0.1539, 01407,
01272, 01134, 0.0995, 0.0855, 0.0713,
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Graphical Editors -3

From namelist.input configuration file (all parameters)

I WRF Domain Wizard: 1K =T ET|

3 Aetora  Fip
Sdynamics

w_damping =0,
dlff_l:ll:lt - 1, .r\- 0 i Ik !'-:.ld.ur\:: 14 I.I-.'.I-c :'.r.!lu:.:-':ru:n e |l-lu|: | o] ot o e LI rusiver b it
km_opt =4,
baze_temp =2490., 5
dHlTIFI_I:IFIT = vt O Djeeinel (an oy : .|'|

zdamp = 5|:IIZIIZI so00.,  S000., Par pmetat Wgster Doman e § Mrst 2
dampcoef =001, 001,  0.01, | T . g a
khdit =0, 0, O, BT
kwdif =0, o, 0, = ;':,'

smidiv =01, 01, D1, I ves_atv_aronr .

emdi =001, 001, 001, '}nnw S e
BpSEM =01, 0.1, 0.1, pe ]

time_step_sound =4, 4, 4, :

h_mom_adwv_order =5, &, f, Py

w_mom_adw _order =12, 3, 3, '_h | | 1 -
h_=ca_adw_order =4, 5, 5,

U_SGEI_EII:IU_DFEIEF = 3' 3' 3' prel_c ozt (rma_dem) Fadgr Conok Tay ®00F on warad peritation |,|'.-'-\.'.—\-.I:
non_hydrostatic = true., true., true,, e 2uE fisdds fBlse  For &fT opi=1 caly, werisal deffus oo il s (ool fast om
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'NOAA Portal Design -1
® Written in Java so it runs on virtually -ﬂ;_—_(g)
all platforms (e.g. Linux, Windows, <——=
Unix, Mac) Java
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B Stores most of the user’'s work and information in a SQL
database
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NOAA Portal Design -1
Written in Java so it runs on virtually -=;_—<£)
all platforms (e.g. Linux, Windows, <—=
Unix, Mac) Java

Stores most of the user’s work and information in a SQL
database

Standard version of the portal (the single-user or “desktop
version”) is a Java Web Start application that employs an
embedded HSQL database.

All a user has to do is click the web link and the software
downloads (if the user hasn't downloaded it before) and
runs. No other installation steps are required.
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NOAA Portal Design -2

B Portal also supports a MySQL database, m \%g;m
enabling all users at a site to share the Mys
same database instance

Developmental Testbed Center (DTC) is using this setup
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Administrator can create users and configure the
computing resources available at the site

Portal users are prompted for a username and password
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NOAA Portal Design -2

® Portal also supports a MySQL database, AN (@ Sun
enabling all users at a site to share the My L
same database instance

Developmental Testbed Center (DTC) is using this setup

Administrator can create users and configure the
computing resources available at the site

Portal users are prompted for a username and password
Workflows are associated with a username

Users can, however, open up read-only instances of
other user's workflows and their runs
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NOAA Portal Design -3

B Advantages of storing this data in a SQL database instead
of in multiple disk files

Easy to back up the data (archive it) and query it based
on multiple criteria
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on multiple criteria

Eliminated the clutter and complication of the user
maintaining many files in multiple directories on
potentially multiple file systems
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NOAA Portal Design -3

B Advantages of storing this data in a SQL database instead
of in multiple disk files

Easy to back up the data (archive it) and query it based
on multiple criteria

Eliminated the clutter and complication of the user
maintaining many files in multiple directories on
potentially multiple file systems

Enabled the user to run NOAA Portal and access most of
his data from any computer, mounted to any file system
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NOAA Portal Design 4

B After creating a workflow in NOAA Portal, the user can
choose to run it on the desired computer (which was
previously configured in the portal software)



NOAA Portal Design 4

After creating a workflow in NOAA Portal, the user can
choose to run it on the desired computer (which was
previously configured in the portal software)

Portal can be run

on a local computer (direct access to files and exes)
on a remote computer using SSH2/SFTP
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NOAA Portal Design -4

B After creating a workflow in NOAA Portal, the user can
choose to run it on the desired computer (which was
previously configured in the portal software)

® Portal can be run
on a local computer (direct access to files and exes)
on a remote computer using SSH2/SFTP

B User can also run portal “locally” on a remote computer if
they first SSH to the remote computer and then launch the
portal in an X windows session.
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NOAA Portal Design -5

Linux based computer running WRF or FIM (supercomputer or

workstation)

Java Virtual Machine on user’s computer

model configuration files like
namelists,workflow.xml, workflow.log

y

NOAA Portal (Swing GUI) create dirs, write namelists,| scripts, workflow.xml

Domain Wizard, Portal Wizard, Run Monitor,

Visualization External (Ruby) Workflow Manager reads workflow.xml to
Internal > determine which jobs to run. Requires a batch queue system
(Java) like SGE or LSF to execute jobs.

Workflow
Manager
Portal Data Layer (Plain Old Java Objects- POJO) ey, S
J/szem
A
Batch Queue (SGE or LSF)
SQLExecutor - JDBC Framework
v
HSQL DB
Job 2
Job 3
TCP/IP on port{3306 or SSH forwarding
Database Server
Database stores all namelists, All connections to this Linux based computer are either
MySQL DB model configurations, runs, etc. SSH2/SFTP or local (if all software, including JVM is on the
same machine)
—>
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® User logs in with credentials that grants him the limited database
access required to run the software
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NOAA Portal Security

® User logs in with credentials that grants him the limited database
access required to run the software

B Database does not store any sensitive information such as
usernames or passwords to other computers.
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NOAA Portal Security

® User logs in with credentials that grants him the limited database
access required to run the software

B Database does not store any sensitive information such as
usernames or passwords to other computers.

B |f using an external MySQL database, all database traffic is
transmitted via TCP/IP to port 3306 (or another port designated by
the administrator), and the password is encrypted during all
transfers

HSQL database version runs in same VM as portal, so password isn't
transferred over the network
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NOAA Portal Security

User logs in with credentials that grants him the limited database
access required to run the software

Database does not store any sensitive information such as
usernames or passwords to other computers.

If using an external MySQL database, all database traffic is
transmitted via TCP/IP to port 3306 (or another port designated by
the administrator), and the password is encrypted during all
transfers

HSQL database version runs in same VM as portal, so password isn't
transferred over the network

We are also considering the possibility of further strengthening
database security by using SSH Port forwarding to encrypt all
Incoming and outgoing data
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NOAA Portal Security

User logs in with credentials that grants him the limited database
access required to run the software

Database does not store any sensitive information such as
usernames or passwords to other computers.

If using an external MySQL database, all database traffic is
transmitted via TCP/IP to port 3306 (or another port designated by
the administrator), and the password is encrypted during all
transfers

HSQL database version runs in same VM as portal, so password isn't
transferred over the network

We are also considering the possibility of further strengthening
database security by using SSH Port forwarding to encrypt all
Incoming and outgoing data

Portal uses SSH2/SFTP to connect to remote computers
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NOAA Portal Job Maagement

B Two ways to execute jobs with the portal.

External (Ruby) workflow manager developed by Chris
Harrop. This workflow manager must be installed on the
same computer as WRF or FIM, and it runs
Independently. It provides robust job management
including job restart on failure, job monitoring, and
supports running multiple tasks simultaneously.

® Requires that either SGE or LSF be present
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NOAA Portal Job Mahagement

B Two ways to execute jobs with the portal.

External (Ruby) workflow manager developed by Chris
Harrop. This workflow manager must be installed on the
same computer as WRF or FIM, and it runs
Independently. It provides robust job management
including job restart on failure, job monitoring, and
supports running multiple tasks simultaneously.

® Requires that either SGE or LSF be present

Internal (Java) workflow manager. This workflow
manager is built into the portal software, and thus runs on
your desktop computer and can only monitor jobs while
the portal itself is running.

" SGE and LSF are optional



- Earth System Research Laboratory "4

Modelers Working in Groups

B Version 1.01 of the portal has limited support for working in
groups when using the site-wide MySQL database option.
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Modelers Working in Groups

B Version 1.01 of the portal has limited support for working in
groups when using the site-wide MySQL database option.

® Multiple users can log into the portal at the same time and
can access and edit the same workflows and runs, as long
as they share a group login.

DTC used this setup when using the portal to do dozens
of retrospective runs for the 2007 13-km Core Test
(NMM-WRF versus ARW-WREF).
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Modelers Working in Groups

B Version 1.01 of the portal has limited support for working in
groups when using the site-wide MySQL database option.

® Multiple users can log into the portal at the same time and
can access and edit the same workflows and runs, as long
as they share a group login.

DTC used this setup when using the portal to do dozens
of retrospective runs for the 2007 13-km Core Test
(NMM-WRF versus ARW-WREF).

® \We are planning to add a more flexible group management
approach in a future release of the portal software
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Testing

B Testing is such a laborious process for modelers that
sometimes it receives short shrift

B Setting up and re-running dozens of regression test runs for
seemingly minor code changes can be so time consuming
that users often do not do it.

B Since the portal makes it so easy to repeat workflow runs (or
subsets of workflows), it encourages modelers to perform
rigorous testing



Earth System Research Laboratory @

DTC 2007 WRF Core Tests -1

® |n 2007 (and into 2008), the DTC ran side by side
comparison of both WRF cores: NMM and ARW

Tests were run on two supercomputers: 'bluevista' at
NCAR (National Center for Atmospheric Research) and
'wjet' at Earth System Research Lab

Purpose was to compare the efficacy of each core at
predicting various meteorological phenomena
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® For each core on 'bluevista’ (an AIX system), thirty runs
were performed for each season (winter, spring, summer,
and fall), and for platform comparisons, an additional ten
runs per season were conducted on 'wjet' (a Linux system)
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DTC 2007 WRF Core Tests -1

® |n 2007 (and into 2008), the DTC ran side by side
comparison of both WRF cores: NMM and ARW

Tests were run on two supercomputers: 'bluevista' at
NCAR (National Center for Atmospheric Research) and
'wjet' at Earth System Research Lab

Purpose was to compare the efficacy of each core at
predicting various meteorological phenomena

® For each core on 'bluevista’ (an AIX system), thirty runs
were performed for each season (winter, spring, summer,
and fall), and for platform comparisons, an additional ten
runs per season were conducted on 'wjet' (a Linux system)

® Fach run consisted of executing dozens of model tasks,
including moving model data from a mass store to a network
file system, using the portal's external workflow manager
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'DTC 2007 WRF Core Tests -2

® Portal was used for reruns of the WRF NMM core (120 runs in all)
using a MySQL (portal) database.
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DTC 2007 WRF Core Tests -2

® Portal was used for reruns of the WRF NMM core (120 runs in all)
using a MySQL (portal) database.

B Since the portal doesn't support (yet) group accounts, we ran into
file protection problems
the file system, by default, wouldn't allow other users to rerun
another person's tests

As a workaround solution to the problem, we had to manually
change file permissions so other users could overwrite files
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using a MySQL (portal) database.

B Since the portal doesn't support (yet) group accounts, we ran into
file protection problems
the file system, by default, wouldn't allow other users to rerun
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As a workaround solution to the problem, we had to manually
change file permissions so other users could overwrite files

B Despite problems, the portal managed 10-15 runs every twelve
hours and the portal's Run Monitor made it easy to check the

job(s) status.
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DTC 2007 WRF Core Tests -2

® Portal was used for reruns of the WRF NMM core (120 runs in all)
using a MySQL (portal) database.

B Since the portal doesn't support (yet) group accounts, we ran into
file protection problems

the file system, by default, wouldn't allow other users to rerun
another person's tests

As a workaround solution to the problem, we had to manually
change file permissions so other users could overwrite files

B Despite problems, the portal managed 10-15 runs every twelve
hours and the portal's Run Monitor made it easy to check the

job(s) status.
® Fach workflow took about 8 hours to run, 4 hours for WRF

All 120 runs launched and monitored by the portal were
successfully completed within eight days
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DTC 2007 WRF Core Tests -3 |

B Because of the complex security of 'bluevista' and 'wjet’, we
copied the portal software to each system and then ran the portal
locally on the supercomputers, just forwarding the display back to
our desktops (using the SSH -X) option

,((\ /\ ) T
\\ L} H L}
'bluevista' \?@/ﬁi@% wjet
gateway ¢ SSH X desktop 20X portal
ESRL/GSD
Portal > gateway
x gatew:ay L
SRL/GSD
SSH tunnel Portal
> Database [*
(mySQL)
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Managing Complex Workflows -1

B The portal simplifies the management of complex workflows
with numerous tasks

B The next slide illustrates a FIM workflow with
45 tasks (.csh and .ksh scripts)
892 environment variables (under the Settings tabs) in all

= about 20 of them were common to all tasks with
around 3 unique environment variables per task

Note that scripts, environment variables, and settings for
this large workflow can be managed from this single
window
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“ Managing Complex Workflows -2

Y Porta atabase porta 2r=gove L]
File Tools Window Help
Wurkﬂuw: retroFiM [Model=FIM] [wijet.rdhpcs.neaa.gov] [User=govett] [CanEdit=false]
Actions
Configurstion Files r General Settings |/ Task Settings |
Showe run scripts File: fimprep_S0_8.csh Taszk fimprep S0_8
rfitprep_S0_8.csh #1 /bin/esh -
FIM_50_5.csh \\ g
pop_FRS csh 2 sure that the .e and .o file arriwve in the working director
pop_MAT csh #7 —cwd
interp_220_MAT.csh # 1
interp_220_PRS .csh i|# get the account T
interp_236_MAT czh ol #s -A fim
interp_236_PRS.csh &
irterp_africa_MAT ceh # My code iz NOT re-runnable
interp_africa_PRS csh # -rmn 1
. #
. . it 219_MAT.csh
Scripts and namelists __ | merp_1s HALes # The max walltime
associated with tasks imerp_219_PRS.csh #2 -1 b rt=00:40:00
interp_244_MAT czh — T
X 3 -p 24
interp_244_PRS csh
irtetp_w_pacific MAT csh # Source setup file for the Lahey compiler if we are using it
interp_w_pacific_PR=.csh if(${FC} == 'L') then
aribd 2_fim_PR3 csh : source Sopt/lahey /16480 /csh setup
ikl 2_fim_MAT sk | endif
oribd 2_220_MAT csh i
gribd 2_220_PRS csh module switch intel intel/9. l-cpenmpi-1.2.6
oribd 2_236_MAT csh
ikl 2_236_PRS.csh i # Make sure data directories exist
oribl 2_africa_MAT.csh ifi!{-e $DATADIR)} then
ik 2_africa_PRS csh echo $DATADIER 'does not exist’
orika 2_219_MAT csh emdE U
™ masite s A e L endi £
. ifil{-e $DATADRE)) then
m echo $DATADERZF 'does not exist’
fimprep_S0_8 exit 1
Fin_50_5 SR
pop_PRS .
g MAT ifi! #7ID) then
iriterp_220_MAT Z?: =
interp_220_PRS H
Tasks in this — SIS [T # $ID is only set by test scripts to avoid file system race conditi
workflow interp_236_PRS : o -
i K | # concurrent tests. By default it is set to
fmerp—afrfca—NAT set fimnamelist="#{FIM HOME} FIMwin/FIMnamelisc$ {ID}"
irterp_sfrica_PRS set thetacoor="¢ {FIM HOME} /FIMrun/theta coor$ {NVL}_txts{ID}"
iriterp_219_MAT set dpsig="¢{FIM HOME} /FIMrun/dpsigé {NVL}.txcé{ID}" ~|
interp_219_PRS P M | | » |_
interp_244 MAT
intetp_244_PRS Import bultiple | | Import | | Export
I Connected to local computer: Jeff-h2400
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'Future Work

B |mprove the workflow managers to support complex
dependencies and running multiple instances of the same
task simultaneously.
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B Supporting the visualization of additional file formats (e.g.
GRIB visualization is currently under development)
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Future Work

Improve the workflow managers to support complex
dependencies and running multiple instances of the same
task simultaneously.

Extend NOAA Portal to support WRF-Chem and other
models

Improve the support for groups of modelers to work together
on a project (so as to avoid the file permission problems we
experienced during the DTC 2007 Core Tests).

Supporting the visualization of additional file formats (e.g.
GRIB visualization is currently under development)

Supporting a data discovery feature (through ongoing work
on the Data Locator project) so the portal can automatically
search for and find data required to run a model
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http://wrfportal.org website

3 WRF Portal - Mozilla Firefox
File Edit Yiew History Bookmarks

WRF Portal i Home | Contact Us

Download WRF Portal

Home WRF Portal: A GUI For Running WRF
WRF Portal Version 1.01 for Linux, AlX, Mac, and Windows - released October 15, 2008

Domain Wizard

Tutorials (HTML) T : 1
Step 1) et s Ermiomimsent W ar & Defaulls For WiF Tasks e
Tutorials (¥ideo y
( ) 1B WRF Doeain Wizard; Uiniies-Stutes’ Comgner: prp fol e gor I WRF Portal [Databate=C:\Documents and Setting

: Fie Tools Window  Hep
F.A.Q. o T
Q 1T e e izt Eoter i G
Ab t WEF Bt D e et g e IS D Run Monitor . i B
o W Rk O mmartigpwrves tazz] | S oA eh Cilleria
- Fun between | Mokl g E

Comesn . L parthetridonans
! ol Mats ’_
W TAELE Do, gttt birasiet B it ! i
sen [ o] conuw

Foescast wierent (3 | T

3 ! — Fr Catis Fivs Diade el | | —
ForecactLength 12 | i [ari-EnsbCoastun (30050711 GO 000
l : 5 Crvermats WAF Ta . e

Uner Hirfln K info 7
Firsl ehiaerpe any ervvaes (above) and savel [ - [t .11 16 87 0T

A [/ ) Task Manages | 511

Ureyis gt O et et NCER, el

Dislai
PriuI:ci'I?;I:cv e e e U LAl [dy 20080411 1657wl - o
! o
Moad webzite - - S — :
ESRL wabszite Bl et e, o Dy i o 8 o i e b o o i€ s Gt e Regiae 0 et P | Fetreth || Vi Fist izl || [ H il B
F5SL website T
Aocessibility f = 5 r 5 . . ¢t .
il WWRF Portal is the GUI that takes you through the entire process of running WWRF: creating a domain (using the built-in WEF Dormain

Wizard component that generates your namelist.wps and namelist.input files), creating and running workflows, monitoring the progress of
your rung, diffing warkflows and files. Supports WRF version 2.3 and the new WRF version 3.

Source Code is available here.
What's new in warsion 1.01

Run WRF Portal using Java Web Start (recommended, no installation
required)

Click here to launch WRF Portal 1.01 -

Dane
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WorIdW|de Users Of This Software -1

Software Est. Users Countries Google Earth
WHRF Partal B3 . IEI open in Google Earth e
WRE Domain Wizard S5 apen in Gaogle Earth

Ext. Workflow Mgr 45 open in Google Earth

These users have downloaded or run the software from unique IP addresses during
these time spans in 2008: May 4 - July 15 and Sep 14 - Oct 20.
http://wrfportal.org/about.html
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" Worldwide Users Of This Software -2

Software Est. Users Countries Google Earth
WWHRF Portal AP A8 open in Google Earth
WRF Domain Wizard 96 55 apen in Google Earth

i v " |
i i B
L i 1 %
1 L] n
. = P B Ny o
| ¥ . | o
. | | w
1 L} 1 [ A
i Pt
b ' L
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Portal Support

B \Web form for submitting bug reports or to ask questions:
http://wrfportal.org/RequestinfoOrBugReport.html
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Portal Support

B \Web form for submitting bug reports or to ask questions:
http://wrfportal.org/RequestinfoOrBugReport.html

® Forums online here:

http://forum.wrfforum.com/viewforum.php?f=48
http://forum.wrfforum.com/viewforum.php?f=24
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Portal Support

B \Web form for submitting bug reports or to ask questions:
http://wrfportal.org/RequestinfoOrBugReport.html

B Forums online here:
http://forum.wrfforum.com/viewforum.php?f=48
http://forum.wrfforum.com/viewforum.php?f=24

® Tutorials on our website

18 video (flash) tutorials here:
http://wrfportal.org/flash-tutorial.html

8 html tutorials here:
http://wrfportal.org/html-tutorial.html
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B NOAA Portal simplifies the configuration of domains, model
workflows, runs, and monitoring runs, while providing many
useful tools to make the modeler's life easier.



In Conclusion

B NOAA Portal simplifies the configuration of domains, model
workflows, runs, and monitoring runs, while providing many
useful tools to make the modeler's life easier.

B The software is under active development at ESRL and is
fully compatible with the latest versions of FIM and WRF3.

The following slides show portal screen images...
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WRF Domain Wizard screen enables users to easily define and
localize domains (for WRF) by selecting a region of the Earth and
choosing a map projection, and defining nests

Actions  Help

r 11 Wizard Option |/ 27 Open Domain |/ 31 Horizontal Editor |/ 47 Mamelist.imput Editor |/ 5 Run Preprocessors |/E) Yizualize MetCDF |

Darzin Mests rDispIay Options |

ot T
After prajecting your domain | s—242d pomain Properties

HLE, vk anith NEStStat.] [10_[PiD| Ratio | Left | Right |Top| Bot | X | HY | Res|

5 e P dDmam';@ 1 10 1| 101|107 1(100|{106) 10n

You can also setthe : y . @ 1 <] a0 73| 25133/ 145| 10n
nest coordinates by ; . -. .- \
resizing the nest by : . [ |

“\‘\\\ A summary of your nests
\\“‘ is displayed here. Clicking
“ on a nest here highlights
the nestin the map on
the left.

| |
l \ /

dragging the handles
on the nest box.

2 g T | ID
Hest Properties ey | ‘ Edit | ‘ Delete | | Clear |
e =] | .,
Grid spacing ratio to parent 35 ‘ When you create a New nest
or Edit an existing nest, this
Geographic data resolution = . S window PopS Lp, enahling you
Hest Coordinates :T"";‘ 1 S T RS )
o coordinates.

(LLI Left EE

(LRI Right SUE

(LR Tap T3E

q (LLJ) Bottom ‘ZSE

User Hint & Info

Select a nest by clicking on its nu Ok Cancel eszize a nest if
it haz a child nest Cyou must delet

= Back | | Mext =
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Run Workflow wmdow IS where a user selects the workflow,
computer, tasks, nbr of procs allocated to each task, & dates

B WRF Portal [Database=C:\Documents and Settings\Jeff/. portal-files/portal] [User=p |- || | || X|
File Toolz  WWindoww Help

Run Workflow: wrf-run [User:portal] ;
Actionz

Fun Mame: |er-run |

Mate: | |

Computer: |tu:urnado.f3l.nu:uaa.gu:|\-' |"| Status: MOT_RIUR

Yiarkflowy: |er | - |

Wiorklowe Mar: |Internal-SGE Acct |mapp Flow Rate:

Enter A Date/Time

Task Procs |MaxTime| Queue |
def_ungrib 1 06: 00 make
Hef_metorid 1 0600 make Fram Diate |2'3'JE‘-1 0-16 |_|
def_real 1 0F: 00 make
det wif B4 0600 |make ToDate |2'3'3‘3'1':"1'3 [

Initial Timels) 112 haurs (HH Format in GMT)

Interval |24 houre (HH Format

1
‘ Edit or Reorder Tasks |
Choose A Date
Input Diata
Type: (@ Mamelist i) Directory Mame i3 " "
| OdaberH ‘ 2DDSH

Use existing namelist settings to find the input data.

Sun | Mon | Tue [Wwed | Thu | Fri | Sat |
Output Data Directory (Data Roat) 1 2 3 q

s 6 7 8 9 10 1M
12 13 14 15 |16 17 18
2008-10-16 12:00:00 s 19 20 2 22 23 24 5
26 27 2@ 28 30 A

Location: [awr-dataswfpartal-runs

DatesTimes

To Run: Del O

bk

Dol Al
| 034 ‘ | cancel

Connected to local computer: Jeff-2400
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Run Monitor enables a user to follow the progress of runs

WRF Portal [Database=C:\Documents and Settings\Jeff/ portal-files/portal] [User=portal]

File Toolz  ‘Window  Help
Run Monitor
Search Criteria
Run between | || | Model Cfg | |v|
And | || | Mote | | Search
Statusz | |"l"| Computer |tarnada.f3l.naaa.gw |V|
Run Config Run Date Status Run Time Date Started Elapzed Time fociel
Wt f-run 2005-07-11 00:00:00.0 RLIRMIPG 0o:02 2003-10-16 15:25:16.0 00:02 et
hello-test-runt 2008-10-09 12:00:00 0 DORE 00:00 2008-10-0917:36:21 .0 00: 00 hello-test
e f-run 2003-10-16 12:00:00.0 ERROF 0000 vt
1 Il | L
Details for Run Workflow: 'wrf-run1' on 2005-07-11 00:00:00.0
Taszk Jok 1D Jab Started Fun Time | Est. Time Status
def_ungriby 186 2008-10-16 15:25 MDT 00:01 done
def_metgrid 157 2003-10-16 15:26 MDT 00:01 done
det_real 188 2005-10-16 1526 MDT 00.02 running
1 Il | L
| Refresh | ‘ Wiewe Files/Logs/nc | | Delete | | Halt Run | | Cloze |

File Browser
|/ Local Files (Jeff-m2400% rtarnada.fsl.naaa.gav

(=] 23 | ga ]| cd | @||.l‘w’rf-data.l‘wrfpor‘tal-runs.ﬁ\m’rf-rum 120050711 00A0gs!

File Hame - Attr File Size
IE] det_metgrid_ 2005071 10000 log - ——F - 1 KE
=] def_real_200507110000 Jog B o 7 KB
def_ungrib_200507110000 log -F - == - 92 KB
weorkflovy log -Fu-F - -- 1 KB

File Date
2008-10-16 15:26:46
2003-10-16 15:27:30
20038-10-16 15:25:36
2008-10-16 152817

Wiewy az Text || Wiewy MetCDF H Close |

Connected to remote computer: tornada 12 noaa goy
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NetCDF Viewer

WRF Portal [Database=C:\Documents and Settings\Jeff/_ portal-files/portal] [User=portal]

File Toolz Windows Help

n File Browser
r Local Files (Jeff-M24000 rturnadu.fsl.nuaa.gw

|| AR @||.I\n.frf-data.l\n.frfpartal-run&hmrf-rum 120050711 00 Awpz-output! ‘v‘

File Name « Attr File Size File Date Owner
| namelist wps -Fe-Fie—p—- 2 WE 2008-10-16 15:26:29 Sith -
[l] geo_em.dil no F === - 3,146 KB 2008-10-10 16:26:25 Smith
[[] geo_em.di? no -F-F - -- 5,508 HE 2005-10-10 16:26:27 =mith ==
L] bt 2005-07-11_00 -FY-ret - 20187 KB [2008-10-16 15:25:32 mith [
L MM 2005-07-11_03 -Pe-Fep— 20,187 KB  [2008-10-16 15:25:33 hifth =
i | | ¥]

Wiewy a3 Text || .\-’iew MetCOF| H Close |

T RTTRTRAL In g
Datasets Browser File. Edn Plar Windew Hel

Fat 1 GREIN AL
File Edit Plob  Window Help

& |@ <new plob window s

Craate Plot Target

Dakasets & variables

Name | Long Name | Type
=) temp.nc temp.nc Local Fi
&) ALBEDO12M - RE
- [ CLAT - forfl
@ CLOMG E [lon]fla
[ cosaLPHA - [lon]la
-G E - llorfla
-BF - [on][laf b s
ﬁ Ly ; s % A Arraisy | Scade | Map | Comswes | Celers | Captians
; d I'JF"EEr']FF"HL_ [ll_ll'l][l-:ll Fiol {sup w | ot [aaray 1 0oy | = imeipolate
B & [Il:nn][la Aray 1: GREENFRAL
Synikesired time caardinate fram Fimes@imeg: 1 1 1 - 1905%-05-00 1848
& [lDﬂ][Ia Mgt Faf1i=|5af 17 -

List: | Only Plottable Yariahles V| | |<_ | >

Connected to remote computer: tornado {21 noaa.goy
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Diff Tool compares workflows runs, text files (e.g. namelists)

Earth System Research Laboratory

WRE Portal [Database-C:\Documents and Settings\jssmith/. portal-files/portal] [User=portal]

File Toalz ‘Windows Help

Diff Tool ::

Type Wiarkflowes To Diff

) arkflow 1 |pu:urta| | ||hep.fsl.nuaa.gw

| - | |wrf-EastCu:-ast

{:} Wiarkflowe Fun

) Text files from disk 2 |pu:urtal | ||hep.fsl.nnaa.gw

| - | |er-EastCDa312

namelist.input

FILE3 AFE IDENTICAL

namelist.wps

&share

wrf core = 'ARI',

max_dom = 1,

atart_date = 'Z006-01-10_00:00:00°',
end date = 'Z006-01-10_1Z:00:00°',
interval seconds = 10300,

io_form _geogrid = =,

opt_output from_geogrid path = ' fexport/jeffi/domainssE
debug_lewel = 0O,

;

sogeogrid
parent_id = 1,
parent grid ratio = 1,

‘| namelist . input

‘| namelist .wps
sshare

‘|wrf_core = 'ARW',
uwax_dom = 1,

i sgeogrid
parent id = 1,
‘|parent grid ratio

‘| FILES ARE IDEWTICAL

atart_date = 'Z005-07-11_00:00:00°',
end_date = '2005-07-11 1Z:00:00',
interval zeconds
io_form geogrid = 2,
opt_output from geogrid_path = 'fexport/jeff/domains/EastCoast,’
| debug_level = o,
i/

10800,

1,

i Il

BED

Connected to local computer: Tornado2
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Thank you!
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