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Preface

The nineteenth meeting of Computing Representatives took place on 22-24 May 2007 at ECMWE. Twenty-two*
Member States and Co-operating States, plus the CTBTO, EUMETSAT and JRC were represented. The list of atten-
dees is given in Annex 1.

The Head of the Computer Division (Isabella Weger) opened the meeting and welcomed representatives. She gave
a presentation on the current status of ECMWF’s computer service and plans for its development. Each Computing
Representative then gave a short presentation on their service and the use their staff make of ECMWEF’s computer
facilities. There were also presentations from ECMWEF staff members on various specific developments in the
ECMWEF systems. The full programme is given in Annex 2.

This report summarises each presentation. Part I contains ECMWF’s contributions and general discussions. Part II
contains Member States’ and Co-operating States’ contributions; all the reports were provided by the representa-
tives themselves.

*Italy sent a report but did not attend the meeting.
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ECMWEF Staff contributions

and general discussions
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S ECMWF

ECMWF Computing Service: Status and Plans — Isabella Weger, Head of Computer Division

Major activities over the past 12 months

High Performance Computing Facility

e The installation of HPCF Phase 4 has been completed.

e ITT 192 for the replacement of the HPCF has been prepared and issued.
Data Handling System

e The 2006 Phase of the DHS has been installed.

* A new Automated Tape Library has been installed in the DRS building.
ECgate

The Member States server ECgate is being replaced with a more powerful IBM p690 server to address performance
issues.

RMDCN
The migration of the RMDCN to IP/ VPN MPLS technology is underway.
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ECMWF Computer Environment
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High Performance Computing Facility
The installation of Phase 4 of the current contract with IBM has been completed. The first cluster, “HPCE”, was
installed between March and mid July 2006. After the removal of HPCC, from the end of August until mid-November
2006, the second cluster, “HPCF”, and MC-GPFS were installed. Early user access to the new hardware was possible
in August 2006 and general access was available from September 2006. HPCD was taken out of service at the end of
January 2007. In March 2007 the final nodes were installed. HPCE and HPCF now have 153 compute nodes each.
Phase 4 passed its operational acceptance test in February 2007.
Current HPC system — IBM cluster 1600
There are two identical IBM AIX Clusters of p5-575 Servers.
Each cluster has 153 compute nodes (plus two “hot spares”);
each node has:

16 Power5+ @ 1.9 GHz SMT processors;

32 GB memory (2 nodes with 128 GB);

10 nodes per cluster are dedicated to I/O and networking.
There is 50 TB of fibre channel disk storage per cluster.
The total sustained performance on ECMWEF’s codes is around 4 Tflops

Technical Memorandum No. 542 5
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ITT for the replacement of the HPCF

An Invitation To Tender (ITT) for the replacement of the HPCF has been prepared and issued. Following the Council
session in December 2006, the Director established a Tender Evaluation Board. ITT documents were produced and
released on 30th March 2007, with a closing date for tenders of 1 June 2007, after which the evaluation of the tenders
will begin.

Timetable

30 Mar 2007 Vv'Issue of Invitation to Tender

1 June 2007 Closing date for receipt of tenders

Jul - Nov 2007 | Evaluation of tenders and decision of the Director

Dec 2007 Signature of contract following approval by Council
Oct 2008 Start of parallel run

1 Apr 2009 Sole use of new HPCF system - Phase 1

2011 New HPCF system - Phase 2

31 Mar 2013 End of service period

. oy . *1°
HPCE weekly availability HPCF weekly availability
HPCE Cluster from 20060117 to 20070501 HPCF Cluster from 20061122 to 20070501
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Usage of HPCF resources by Member States

Usage of HPCF resources by Member States has continued to increase. Due to changes in the overall availability of
HPC resources in 2007 (additional nodes have been available since April and HPCD was still available in January),
more HPCF resources will be distributed to Member States for 2007 than originally estimated. Early experience
shows that the utilization of the new systems might be higher than that of the previous systems (above the assumed
90% utilization). The current estimate is that extra resources of between 8-13% of what is currently allocated could
be added to the Member States’ allocation.

The cost of the BC Optional Project may become higher than initially planned: the current estimate is for an extra
5% to be deducted from the participating countries.

Many Member State users have been assisted in migrating their jobs to the IBM Phase4 systems, in particular in use
of the Simultaneous Multi-Threading (SMT) feature. All the Member State jobs submitted via the old SMS facility
have been migrated to the new ECaccess-based mechanism. The old service has been terminated. The Framework
for MS time-critical applications continues to be used for several applications.

6 Technical Memorandum No. 542
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Usage of NAG numerical libraries

ECMWEF has started reviewing its in-house usage of the NAG numerical libraries which are available on both the
servers and the supercomputers. The review has established that usage of the library is very limited, especially on
the supercomputer. ECMWEF is considering not installing the NAG library on the next HPCF.

Member States’ representatives are asked for feedback:
* Do Member States’ users rely heavily on the NAG library?

¢ Would you prefer us to inquire of all users directly?

Data Handling System
As of May 2007, 5.3PB of primary data are stored in the DHS; additionally, 2.7 TB of backup data in the DRS

HPSS 6.2 was installed in October last year. This has reduced overheads. New hardware and improved tuning has
enabled MARS performance to be improved. Following an ITT for a replacement automated tape library in the DRS
building, a new DRS robot and LTO-3 tape drives were selected and have been installed. The STK silos are reaching
their end of life and will need to be replaced in the next few years.

DHS Archived Data (excluding backup copies)

Terabytes stored per server
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Servers and Desktops

The Member State server, ecgate, is being replaced by a more powerful p690 server. The HOME fileservers will be
upgraded to new Itanium?2 based systems, the same type of servers as are used for the HAPP data acquisition and
dissemination system.

GPFS is being used on the internal Linux Cluster to serve SCRATCH filesystems and gain experience of it on Linux,
as GPFS includes quotas, which are required for the management of the SCRATCH filesystems. (The installed
Panasas filesystem does not support quotas in the way we require.) A Document Management system, Livelink from
OpenText, has been installed; a pilot service is running for a small number of selected users. A new incident manage-
ment system (Footprints) is being introduced into service.

Weekly availability statistics

ECGATE from 20060501 to 20070501
User Availability = 100%
Average Hours / Week

User availal b li ty 168.0 [ SW Maintenance: 0.0 = HW Maintenance: 0.0
System Ses: ECMWF 0.0 I SW Crash: 0.0 Bl HW Crash: 0.0
Of t

ECGATE weekly cpu utilization
From 24 November 2003 to 14 May 2007

N sys Wl u [ wio [Jidle

December May October March August Januan y June November April
2004 2005 2006 2007

Web Services: Overview

The ECMWEF web servers continue to provide a stable and reliable service. The average response time and avail-
ability of the web site remains excellent and use of the site continues to grow. The number of registered users
accessing our site increased by 16% between 2005 and 2006 and preliminary figures for 2007 suggest that the
2006/2007 growth will be 13%. The average number of pages each of our registered users viewed per month
increased by 4.6% between 2005 and 2006 and preliminary figures for 2006 /2007 suggest a much stronger increase
(16.2%).

Web Search facilities have been significantly improved. htdig search software has been replaced by Nutch/Lucene.
A significant hardware upgrade was completed in January 2007; this has resulted in improved response, particu-
larly from the popular forecast chart areas.
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SECMWF

Web Services — Web Server Response
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Web Services — Number of identified users
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Web Service — Statistics

2003 2004 2005 2006 2007*
Total page accesses by all users (millions of pages) 10.9 13.6 17.6 21.6 23.5
Change compared with previous year +35.0% | +25.2% | +29.4% | +22.7% | +8.8%
Total page accesses by identified users (millions of pages) 1.56 2.02 3.05 3.69 4.70
Change compared with previous year +68.7% | +26.5% | +51% | +21% | +27%
Average number of identified users accessing per month - 685 974 1128 1240
Change in the number of identified users accessing the site - - +42.2% | +15.8% | +13.3%
Average number of pages accessed per user per month - 246 260 272 316
Change in the average number of pages accessed per user - - +5.7% | +4.6% | +16.2%
Average time between page accesses (seconds) 2.89 2.31 1.79 1.46 1.34
Ratio of total users to identified users 6.8 6.8 5.7 59 5.0

*Based on first 4 months
LAN

There was a major outage of the General Purpose Network in March 07. Late in the afternoon of 6th March, both
core routers failed almost simultaneously. During the following night and the next day a temporary network was
built to allow operational activities to resume. In parallel, the cause of the problem was analysed. A software bug,
triggered by a configuration change the week before, was identified late on March 7th and normal operation resumed
on the following day.

A new, Voice over IP-enabled telephone system, with a limited number of IP phones, has been installed. The migra-
tion will occur during the first weekend of June.

WAN
Frame Relay RMDCN

The current Frame Relay-based network, comprising 44 user sites, remains very stable and has a global availability
consistently higher than its target of 99.5%. Its configuration has been frozen since the start of the process towards
migration to IPVPN MPLS.

RMDCN Migration to IPVPN MPLS

The migration project started in late spring 2006. The Ready for Trial date was 16 April 2007, which was 3 months
later than planned. User Site Acceptance began on 18 May 2007. The Reliability Acceptance Test is currently in
progress. At present, Application Migration is scheduled for the first two weeks in June, starting on 4 June 2007,
provided that the Reliability Acceptance Test has been passed.

Internet connection

A highly available, dual 250Mb /s connection to the ISP (UK Research Network SuperJANET) is being implemented.
Improvements have been made to the Firewall and DMZ infrastructure.

Security

The development of the new Certificate Authority is complete. The migration of the various existing ECMWF
Certificate Authorities is in progress. There is a new Strong Authentication system, based on Activldentity tokens.
900 tokens have already been deployed and all SecurID tokens will be replaced over the next 2 years. A review of
the ECMWEF Security Policy has started. It will be completely rewritten in compliance with ISO 17799 standard.

GRID activities - DEISA

ECMWEF continues to participate in the EU funded DEISA (Distributed European Infrastructure for Supercomputing
Applications) project. The former Phase 3 test cluster HPCU (6 nodes), is now deployed on a separate isolated
network as a DEISA host and shares a common GPFS file system with partners in France, Italy and Germany.

10 Technical Memorandum No. 542
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The shared file system has proved to be more stable than anticipated, but operational issues remain to be addressed.
Software to stage files from/to local storage to/from the global shared file system has been developed as part of the
data federation activity. There have been no significant developments in the security area that would allow recon-
sideration of the decision to keep the DEISA host isolated from the operational clusters at ECMWF.

GRID activities - SIMDAT

ECMWEF continues to co-ordinate the meteorological activity of the SIMDAT (Data grids for process and product
development using numerical simulation and knowledge discovery) project. The V-GISC prototype was demon-
strated at the WMO CBS in November 2006. The software is running continuously and catalogues are updated
constantly. Data are available from 11 sites worldwide and more than 27,000 datasets are discoverable. The project
is generating interest within the meteorological and other environmental communities. SIMDAT requirements are
now used to define the requirements of the WIS and the SIMDAT infrastructure is seen as a major infrastructure for
implementing the WIS.

Major ongoing/planned activities
e Complete the ITT process for replacement of the HPCF

e Continue to upgrade the DHS to ensure a balance between the power of the HPC system and the archiving and
retrieval capabilities of the DHS

e Plan the replacement of the STK silos, which are reaching end of life and will need to be replaced in the next
few years

e Continue to enhance ECFS to provide better performance and additional features for users

e Plan further improvements to the general purpose compute service for Member States

* Prepare an ITT to conclude a call-off contract (or call-off contracts) for PCs, laptops and small servers

e Complete the migration of the RMDCN from Frame Relay technology to MPLS (Multi Protocol Label Switching)
e Finalize the solution for Internet VPN backup for the RMDCN

¢ Plan the replacement of the High Performance Network (in time for the installation of the new HPCF)

e Rewrite the ECMWEF security policy

* Replace one of the old chillers with a new, more efficient chiller

* Prepare an ITT for the enhancement of the electrical infrastructure in the computer building (main electrical power
distribution)

e Complete the resolution of UPS issues

* Introduce an access security system in the computer building at the request of the insurer

T. Lorenzen asked why there had been a 5% increase in the computational costs of running the BC optional project.
Umberto Modigliani replied that the planned new cycle of the forecast suite, with a more refined radiation scheme and a higher
resolution, had proved, during preliminary testing, to require more resources than had originally been estimated.

R. Urrutia asked whether the Livelink document management system was open source or commercial and whether
it was ITIL ready. R. Fisker replied that it was a commercial product and that ITIL best practice does not cover document
management. ECMWF’s incident management system, Footprints, is ITIL ready but is not integrated with Livelink.

R. Urrutia asked why Voice over IP (VoIP) had been introduced. I. Weger replied that an exchange based on traditional
telephony had been installed to replace obsolete equipment. VoIP capability was included in all new exchanges and ECMWE
had taken the opportunity to test the facility with a limited number of IP telephones. It was not considered wise to have a tele-
phone system dependent on its general purpose network. The prudence of this strategqy was demonstrated by the incident in
March when ECMWEF'’s network was out of service for 36 hours.

V. Gislason asked how long ECMWEF had been using GPFS with Linux and what their experience had been. R. Fisker
replied that it had been under test since September 2006 and in use operationally for four weeks, although it was still being used
via NFS for the time being. R. Fisker undertook to give V. Gislason more information, after further experience had been gained.

Technical Memorandum No. 542 11
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Status of the Data Handling System — Francis Dequenne

The Data Handling System provides the medium and long-term archive of ECMWEFE. It is also used as a convenient
transfer mechanism between ECMWEF computers and between internal and external users. It is based on HPSS (High
Performance Storage System) software. It can be accessed through two in-house applications: MARS and ECFS.

Volume of data stored
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System usage

5.3 PB of data are stored, with an additional 2.7 PB of backups. There are 37 Million files. The archive grows daily
by over 6TB.

A typical day’s ECFS retrieval activity consists of about 30,000 files (80% from disk), that is, a volume of about 1 TB.
Typical MARS daily retrieval activity comprises more than 9 million fields (70% from disk for MARS OD), that is, a
volume of about 3.5 TB.

ECEFS activity. Files retrieved/day
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S ECMWF

MARS requests
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Recent developments
e HPSS 6.2. has been installed and DCE removed.

* Experiments with 3592 extended-length tapes have been carried out . These tapes allow 700GB to be stored on a
820m tape. They require 3592-E05 drives (also known as TS1120). They are now being used in production. Capacity
will increase with later generations of the drives.

¢ The following new hardware has been installed:

— New P570 servers have been phased in to replace older equipment.
— New 4Gb-FC-able disk subsystems

- Extensions to the 4Gb-FC SAN fabric

— Most IBM 3592s were upgraded to E05.

New DRS robot and tape drives were installed.

New DRS robot (Background)

The DRS robots are used to write backup copies of the most critical DHS data (currently 1.7PB of data); most of it is
shelved after being written. The old ADIC AML/] is reaching its end of life.

An ITT was issued in 2006 to select a replacement. Valid tenders were received from IBM, SUN-STK, and ADIC. All
bids proposed 20 IBM LTO-3 tape drives.

¢ IBM proposed a TS3500 1100 slot SCSI library

e SUN-STK proposed an SL8500 1448 slot library

* ADIC proposed a Scalar 12000 1000 slot library

All the bids satisfied ECMWF requirements. IBM provided the most cost-efficient, well-rounded solution and was
selected.

New DRS robot (Status)

The new system was installed in early 2007. Some problems during the acceptance tests delayed operational deploy-
ment. These were recently resolved. It has been partitioned between TSM, our production and test HPSS. The TSM
media and Test HPSS media have been fully migrated to the new robot. Production HPSS will be deployed shortly
Challenges encountered in the last 12 months

* Disk subsystem misbehaviours, which required disruptive microcode upgrades.

* SATA array performance issues: analysis and tuning of the SATA environment significantly increased performance.
e Deployment of the new supercomputers.

* Overall MARS retrieval performance: under heavy load, MARS was at times less responsive than hoped, so:

— Better servers were provided to support the load.
— A SAN reconfiguration was done.
— More disk cache was allocated.

By and large, the quality of service has now improved. Occasional sub-standard performance is still observed, when
reading data from tape.

e Staff shortage issues.

Future developments (short term)

e Deployment of “SAN-3P” facilities allowing HPSS movers to move data from disk to tape while limiting network
data transfer.

¢ Test and possible deployment of newer generations of the IBM 3592 drives.
e Test of alternative drive technology.

e Version 7.1 of HPSS, allowing more efficient storage and movement of small files, especially on tape.
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Future developments (long term).

* Support of the new High Performance Computer Facilities

The significant increase in capacity of the next HPCF will result in additional DHS data being stored in and
retrieved from the DHS.

It is believed that the technical solution currently used will be adequate, when scaled.

Additional resources will be deployed in the DHS environment to cover this growth increase.

The STK silos will not be supported beyond December 2010

New robots, tape drives and possibly tapes will need to be acquired.

Phased replacement, possibly over 3 years.

ITT to be issued, possibly in early 2009.

R. Swennen asked why a SAN reconfiguration had been undertaken. F. Dequenne replied that the way the disks were
‘seen’ by AIX was reconfigured, for instance larger blocks are used to access the SATA disks and 4 + 1 RAID arrays are used,
instead of the previous 8 + 1 RAID arrays.

P. Hitij asked what the SATA arrays were used for. F. Dequenne replied that IBM SATA arrays were very reliable. Their
performance was not so good as fibre channel disks (30-40 Mbps compared to 120 Mbps) but they were useful to store data
which were unlikely to be needed on the HPC.
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Member State Server — ecgate, Status and Plans — Richard Fisker

ecgate status

It was originally planned to replace the current (old) ecgate by a Linux cluster. A major use of ecgate is for MARS
data extraction, which uses interpolation heavily. Tests on the existing Linux Cluster showed that interpolation was
slower than expected, based on performance running IFS, although using the latest processors would improve
performance. The problem was discovered to be software based and has been fixed.

However, in the meantime, IBM agreed to leave one of the HPC Phase3 I/O nodes, together with the FAStT500 Fibre
Channel Disk Subsystem. This provides approximately 3 times more processing power than the old ecgate and a
significantly more capable I/O subsystem (I/O spread over 480 disks compared to 14). This was considered to be a
better option for improving the service for Member State users by an effectively straightforward replacement - user
work should move across to the new system with almost no changes required.

Mars GRIB Interpolation cpu times

System Processor CPU time seconds

“old” ecgate (AIX) IBM Power4 1.3 GHz 53
Linux Cluster Node

(old EMOSLIB) AMD Opteron 2.2 GHz 104
Linux Cluster node

(latest EMOSLIB) AMD Opteron 2.2 GHz 60

“new” ecgate (AIX) IBM Power4 1.9 GHz 30

“new” Linux node Intel “Woodcrest 39

Xeon 5130 2.0 GHz

Currently, AIX systems use “Memory Mapped” 1/O for coefficients.

Linux systems use “File I/ O” (“Memory Mapped” was failing on Linux systems).

The above times are for post processing (GRIB extraction & interpolation) for a typical request for 492 fields over
Europe to a 0.5 degree grid.

Old ecgate — IBM p690 with

¢ 16 1.3 GHz Power4 cpus

¢ 32 GB Memory

e 1 TB FastT700 disk subsystem with 2 controllers, using 14 x 73 GB disks
New ecgate — IBM p690 with

¢ 32 1.9 GHz Power4 cpus

* 132 GB Memory (124 GB usable for AIX & jobs)

e 8 TB FAStT500 disk subsystem with 24 controllers, 480 x 18 GB disks - 40 disks/ controller. Fully redundant — no
single point of failure

* Network connections to GPN (Single GigEth plus backup) and to DHS via HPN (trunked 4-way GigEth plus
backup)

The new ecgate is running the latest version of AIX - 5.3, at the latest maintenance level available, plus the latest
versions of compilers, libraries etc. The service on the new system took longer to provide than expected, since it was
not at first possible to boot the system using all 32 cpus and all the Fibre Channel HBAs; this has now been corrected
by a kernel patch (efix). The new system will be kept for at least 1 year.

A trial service will start on Wednesday 6 June, to allow users to test and migrate jobs; the MS SCRATCH filesystem
will remain on the old system and be NFS-mounted on the new system; both interactive and batch access will be
available. On 20 June we will make the new system the default “ecgate”, and move the MS SCRATCH filesystem
onto the new system.

We will keep the old system available for at least 2 more weeks, but this will only be for work which fails on the
new system, to allow changes to be made.

It is still planned to install a Linux cluster to provide general purpose compute services for Member State users.
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A New Strong Authentication Solution at ECMWF - Didier Gar¢on

The Evaluation Process - Main Criteria

* Security (all aspects)

* Ability to work in parallel with RSA Securld

* Ease of integration with our Entity Management System (EMS), ECaccess, Web & Firewall
* Ease of development of the administration interfaces

¢ Ease of use for users and administrators

e Cost of the solution in the long term (10 years)

List of Vendors

* RSA

e Actividentity -Selected
® Vasco

¢ Verisign

¢ Secure Computing
Changes:

New tokens — Keychain V2 keypad tokens
Actividentity donated 2 special “big” tokens XL which have been assigned to 2 disabled users
New administration interfaces

Main differences from RSA tokens
Life expectancy

Tokens last 6 years (depending on usage).Tokens switch off their displays to save their batteries. They will not fail
suddenly; close to end of life, they will show some signs - the display will get faint - but the token will continue to
work for several weeks after this.

Tokens do not have any “expiration date”. The first users to notice low batteries will have to request replacements.
Then ECMWEF will organise a whole new batch. Tokens running out of power are replaced free of charge by
Actividentity.

Pin Management

The user’s PIN is stored on the token. (With RSA the PIN is stored on the Server.) The correct PIN has to be entered
on the token, in order to get a passcode. In other words, tokens can give only good passcodes (RSA tokens can give
back a “wrong” passcode, if you enter a wrong PIN on the keypad.) This means that user errors are minimised: a
wrong passcode can only be due to mistyping.

New tokens are programmed to have a default PIN when sent from ECMWE. After entering this default PIN, the
user is obliged to change the PIN to a PIN of his choice. Tokens get locked (internally) after 10 incorrect attempts to
enter a PIN. This is invisible to the Administrator, as it happens on the token. An administrative tool to unlock a
token is available on the WEB Helpdesk: this involves a challenge response.

Account locked

* Accounts get locked (“disabled’ in RSA terms) after 10 wrong passcodes. Administrators have full visibility of the
number of wrong passcode attempts on the WEB Helpdesk interface.

The counter goes back to 0 when a good passcode is entered. Since the token always give good passcodes, this
should not happen very often. The tool to unlock an account is also on the WEB Helpdesk
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Synchronisation

Tokens have an internal clock (like RSA), and also an internal event counter that increments by one every time a
password is obtained. Tokens can get out of synchronisation if this counter is out by more than 30 or the clock is out
by more than 21 minutes. The tool to resynchronise tokens is on the WEB Helpdesk. Tokens have been programmed
to wait for 3 seconds after a wrong passcode. This will discourage children from playing with the token!!

Synchronous/Asynchronous Modes

There are 2 modes in which a token can be used:

e Synchronous mode, also called Password mode

¢ Asynchronous mode, also called Challenge /Response mode or Dynamic mode

In Synchronous mode, the token displays a one time password of 8 digits straight after the PIN has been entered.

In Asynchronous mode, the token displays a prompt after the PIN has been entered to allow the user to input a chal-
lenge number displayed by the server. Pressing the red button will display the response to send back to the server.
If no challenge is entered, pressing the red button will display a normal password.

User tokens have been programmed to support only the synchronous mode. Administrators’ tokens have been
programmed to support both modes, as the Authentication needed for the Administration WEB Help Desk can only
be done by challenge/ response.

Display menu

When a passcode is displayed on the token, the menu button can be pressed to show more options

Documentation

Two leaflets have been created: one for users & one for administrators. Please make sure you include the correct one
with every new token distributed.

Administration: Two interfaces

The Entity Management System Interface.

e Used for registering/ deregistering users

e Will also be used to replace tokens (broken, lost, forgotten, stolen). This feature is being developed currently and
will be available in June.

The Web Help-Desk Interface
e Used to list users and to fix any user problems (locks)

¢ Tool provided by Actividentity

Security Considerations and Awareness

e If a user calls you asking for his token to be unlocked, always make sure that you identify the person who is calling
you as the real user.

* Be aware that anyone finding a token can lock the token, by entering 10 wrong PINs, and then ask an adminis-
trator by telephone to unlock the token (with a challenge/response) which will put the token in New PIN mode.
This person (is he/she a genuine user?) can then gain access to the ECMWF account of the real user

18 Technical Memorandum No. 542



Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007 EEW

Project status

* 700 Activldentity tokens were distributed in early April: a personal envelope, including token, documentation,
and cover letter was sent to Administrators for each NMS user in their charge.

Tokens for users external to NMSs were sent to them directly, in order to minimise the workload for Administrators.
* A first version of the Token Administration documentation was sent to the main Administrators.

What remains to be done

e Options in EMS to replace broken, stolen, forgotten and lost tokens will be introduced -> being done currently,
available early June.

¢ Administration documentation will be finalised, to include a PDF version available on the Web Interface -> also
available in June.

E. Monreal observed that he had found the tool very straightforward to use but missed the “list of last access” fea-
ture on the long listing. D. Gargon replied that they would investigate whether this facility could be provided.
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LAN: Overview & Resiliency Issues — Dieter Niebel

General-Purpose & High-Performance LAN

Redundant links
(for resilience)

Rapid Spanning Tree
(802.1w) and VRRP provide
fault tolerance and resiliency

GPN

F 2x Foundry RX-16 Routers
(L2&L3)
ris -

Redundant links

(for resilience)

= ! | OSPF provides
fault tolerance
and resiliency

: g IBMs
7x Foundry =

€ Super-X switches N
Linux E600C E600D

(L2 only)
Firewalls 2x Force10 E600 Routers
(L28L3)

General-Purpose LAN on 6 March

Network outage began on 6 March late afternoon:

e RXA froze (this was noticed by the Nagios Event Monitor)

e After Power-cycling RXA, both routers were in a frozen state

e Further Power-cycling of either router made no difference

E600C E600D
Firewalls
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Workaround for Critical Operational Activities

e A temporary network was put together to allow critical operational activities to resume.

E600C

E600D
Firewalls

Workaround for Standard Operational Activities
e Another network allowed standard operational activities to resume

e Abuffer overflow problem on the CORE router software and its trigger were identified as the cause of the outage
after 24 hours

¢ Normal network service resumed at noon, 8 March

" <
<[5 &
Spare Super-X Switch
used as Concentrator
for GPN
RXB
1K p
/ g HPs —
7 g IBMs
Users 9 .
3 Linux E600C E600D
Firewalls

Force10 HPN Router
provides L3 functionality
for GPN

Nagios Event Monitor & CVS

¢ ECMWEF uses a number of monitoring systems including Nagios, an Open Source system and service monitor for
early detection of network problems. The Nagios monitoring daemon is set up to run regular checks for status
and configuration changes on various network devices.

¢ The use of CVS (Concurrent Versions System) enabled us to access the current and previous versions of the config-
uration on the broken RX-16 Core Routers.

See http://nagios.org & http://www.nongnu.org/cvs
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Remote Access during the event
e It became clear that Foundry Technical Support needed remote access to the Core Routers as quickly as possible.
¢ To provide this remote access, we

— connected the consoles of the Core Routers to a Linux PC
— connected the Linux PC to the Internet, and

— temporarily configured the Internet router to allow remote access console of the RXB Core Router via SSH
to the Linux PC.

Lessons

* The problem trigger turned out to be a configuration change done one week prior to the beginning of the Network
Outage. A lot of time was lost in trying to find a hardware problem.

* A workaround for critical operational activities was put in place very quickly. This was because the problem
started during working hours, when almost all analysts were readily available to help. It took a long time to
provide Remote Access for Technical Support.

Lessons Learnt
* When considering possible causes, include configuration changes done since the last reboot of a system.
e Consider rebooting a system after a configuration change.

» To mitigate the impact of a similar scenario and to reinstate critical services quickly, in the event of a problem
starting outside office hours, it is planned to:

— Install a terminal server with Ethernet connections to the Internet Firewall and console connections to the
Core Routers, so that remote access can be quickly and easily enabled.
— Set up clearly identified management ports on all network devices, so that we can use a laptop as TFTP
server to enable good configuration files to be downloaded.
— Prepare an emergency network by setting up:
¢ A sufficiently provisioned spare Super-X available next to the RXA Router, to act as concentrator
¢ Cables ready to patch the spare Super-X to the HPN Router
¢ Configuration changes to enable the HPN Router to provide L3 functionality to the GPN.

P. Halton asked: a) why the reconfiguration had been undertaken in the week prior to the network breakdown and
b) whether it would have been possible to revert back to the pre-reconfiguration status. a) D. Niebel replied that when
a network node goes down on the HPC, the static route on the core routers should fail over from the failing node to the func-
tioning node; this had not been happening and the reconfiguration had been carried out to remedy the problem. The ‘route map’
feature had to be applied on all the interfaces and the system could not cope with this.

The suppliers, Foundry, are now developing a modification so that static routes can passively fail, if the node to which a partic-
ular route connects goes down.

b) D. Gargon replied the configuration is always saved before any change. They did revert to previous configurations but did
not go back far enough; they should have gone to the configuration before the last reboot. The team did not consider the likeli-
hood that a reconfiguration could cause problems which were not revealed until one week later, so they had followed incorrect
assumptions.

R. Swennen asked why rebooting after a configuration change was recommended. D. Niebel replied that this was purely
a precautionary measure: if a reboot had been performed immediately after the configuration change, the problem would have been
revealed immediately and it would have been obvious that a reversion to the previous configuration would remedy the situation.
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RMDCN Update — Tony Bakker

RMDCN - Regional Meteorological Data Communication Network (May 2006)
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e 44 sites (incl. ECMWF and EUMETSAT)

* Frozen configuration since Summer 2006

- Start of IPVPN MPLS Migration

* Global availability well above target (> 99.5%) for 2006 and up to April 2007

Migration to IPVPN MPLS
e Supplement no 4 of RMDCN Contract signed on 8 May 2006
¢ Final configuration and ordering completed in October 2006
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e Project schedule:

— Initial Ready for Trial Date: 13 Dec 2006
— First delay until 26 Jan 2007
— Actual Ready for Trial Date: 16 April 2007

¢ User Site Acceptance Tests started

— Was expected to last to two weeks, but lasted 5 weeks! — Network was not ready!

Summary of USA Tests problems
¢ Connectivity problems: Saudi Arabia, Poland
e Performance / Class of Service problems:

— The IP Bandwidth values were wrongly configured (using the raw access line speed instead of the actual
deliverable speed, eg. 2048 kbps instead of 1984 or 1920 kbps)

— Some ACL misconfigurations (some User Sites test PCs in D1 class)

— Routing issues (not all IP Networks were advertised)

* NAS Backup issues

— Interfaces were in shutdown mode
— HSRP was not tracking the correct interface
— Incorrect switch type

Next Phases

» All User Sites were provisionally accepted on 18 May 2007. The Reliability Acceptance Test started on19 May 2007
and will run until 3 June 2007 - only 16 days!

¢ Application Migration Phase will start on Monday 4 June, provided that no serious problems arise during the RAT,
otherwise it will be delayed until September 2007 (to avoid the summer holiday period).
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S ECMWF

Graphics Update — Stephan Siemen

Overview
¢ MAGICS
¢ Magics++
e Metview
Users
l L
Fartran L]} Macro
Mzl
Magics++ Metview
Mﬂﬁl?:ﬁ & data access
X
I T computation
ECMWE & third-parts dota lioraries aed soswars
MAGICS

Maintenance of the current operational MAGICS has continued.
The changes for the switchover to the extended VarEPS were successful.
The latest internal test version is 6.12.

The current available export version is 6.11, released on 14 November 2006.

Platforms:
— Linux: SuSE 9.1 - IBM: AIX 5.1
— SGI: IRIX 6.5 — HP: HP-UX B.11.00
— Alpha: OSF1 V5.1 — Sun: SunOS 5.7
Magics++

The export version has been released to Member states.

The currently available export version is 2.0.1, released on 17 April 2007.
The latest internal test version is 2.1.0.

Platforms

— Linux: SuSE 9.1 / 10.x (32 and 64 bit)
— IBM: AIX 5

We would like to have feedback from Member States on which platforms (operating system / distributions +

compilers) they use.

Technical Memorandum No. 542
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Programming interfaces

Metview Metgrams

v v

Fortran C++ MagML
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Used in monitoring TIGGE’s Grib 2 data using MagML
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S ECMWF

Magics++ Metgrams

Used to produce the new 15 day VarEPS metgram

_'_”Huu_ll“”

Magics++ — new features

* Boxplots available for users via an easy interface

* Maps with more than 360°in Longitude with wrap-around display of data
¢ Different resolutions for coastlines

* MapGen data files allow own borders and rivers to be added

¢ User logo

6

5 Maximum

44 Box_upper

3 e Median
Box_lower

2_

1 Minimum

0

T T T T T T T T T
0 01 02 03 04 05 06 07 08 09

Technical Memorandum No. 542

27



gm Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007

Magics++ - ecgate

¢ Available with the update of ecgate server

¢ First test version of Magics++ 2.1

* Delays in the release of an AIX version because of compiler problems

e Documentation on the webpage will be updated to show how to use Magics++ on ecgate.

Magics++ - plans

* Support for satellite

New MagML syntax — taking into account all the feedback we received
* Basic observations
* Extensions to Metgrams, such as display of wind direction

e Improve support for NetCDF (3D data sets)

Metview — developments
* There is continuing routine effort to incorporate new facilities into Metview. These improvements include:

— New requirements, such as enhancements for BUFR Edition 4

— ‘Percentile’ application (EPS)

- ‘Height’ and ‘Expand’ applications added to Hovméller Family

— Satellite Image re-projection application

— EPS-metgram, 15 Days EPS metgram, and Classic Metgram now use Magics++
— Enhanced Macro memory usage

Metview — Percentile

‘Wedcnasdsy 16 May 3007 1 2UTC ECASWF
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Metview — Hovmoller Diagram
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* New features were added to Metview to meet user requirements, including several Metview Macro functions:

- remove_duplicates, var_a, stdev_a, covar_a, corr_a, search, tmpfile, frequencies, integer, unipressure,
unithickness

e New compilers, such as GCC 4 and gfortran, were tested
* Routine efforts also include training courses, software maintenance and support for both internal and external

Metview users.

Metview Macro — inline Fortran & C
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Metview — releases
e The latest internal Metview version is 3.9.3 which is based on Magics 6.12 and Emoslib cycle 000320
e Metview 3.9-export, released on 10 November 2006, supports the extended VarEPS
e Platforms
— Linux: SuSE 9.1 - IBM: AIX5.1/53
— SGI: IRIX 6.5 - HP: HP-UX B.11.00
— Sun: SunOS 5.7
Metview - plans
* Use of grib_api within Metview to handle Grib 2 data is being tested. This will be part of the next export version.
* A general purpose Macro library
* A new visualisation module to take advantage of all the benefits provided by Magics++

¢ The first prototype using Magics++ aims to execute current operational Metview Macros

Summary
* Metview

— Metview 3.9 export version
— Next export version 3.10 planned for 4Q2007

* MAGICS

— MAGICS 6.11 export version
¢ Magics++

— Magics++ 2.0.1 export version

— Next Export version planned 3Q2007
For more information and to keep up-to-date with developments, please
visit our webpage or subscribe to our RSS at
http://www.ecmwf.int/publications/manuals/magics

http://www.ecmwf.int/publications/manuals/metview

P. Halton asked whether the recommendation was still to use SuSE Linux for Metview and Magics. S. Siemen replied
that Metview and Magics installation was currently being tested on various Linux distributions. He noted that an Appendix
to the Metview Installation Guide contained notes on users’ experience with various distributions of Linux. Moreover, he
encouraged representatives to contact his section, if they wanted to test MAGICS and/or Metview on a new platform.

R. Rudsar noted that they were having trouble installing the latest version of Metview on Fedora Core 5. S. Siemen
replied that their analysts should contact the Graphics section for advice.

T. Lorenzen asked whether a graphical user interface to MagML existed. S. Siemen replied that currently, standard text
editors are used but it is planned to use something XML-based, as lots of programming languages have ways of supporting the
writing of MagML. Some people use script languages to produce MagML output. It is not very user friendly but the idea is to
write one script and then use it as a template for further work. Many users have reported that they find this method easier than
writing and maintaining Fortran code.
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GRIB API update and new GRIB TOOLS - Enrico Fucile

GRIB API release version 1.0.0 (April 2007)

Encoding and decoding GRIB editions 1 & 2 is the main requirement and it is performed by the same functions for
both editions (get and set). Due to the structural and semantic differences between the two coding systems, it was
impossible to use a numeric table (as in gribex) to point to the information, as it is organised in a completely different
way in the two editions. Instead, a Key/value based approach has been implemented: the information contained
in a message is entirely described by a set of keys and their values, so that by using a few get and set functions it is
possible to access and modify any value in the message, regardless of its edition or even its type.

There are two different types of keys:

* The coded keys are directly linked to octets of the GRIB message and their value is obtained by only decoding
the octets.

e The computed keys are obtained by combining other keys (coded or computed) and when their value is set, all
the related keys are set, in a cascade process. These keys provide a synthesis of the information contained in the
GRIB message and are a safe way of setting complex attributes, such as the type of grid or the type of packing.
Amongst these keys are: mars keys, angles in degrees, gridType, packingType, setDecimalPrecision ...

* Anew set of command line tools is available, providing easy and reliable access to grib messages without writing
code. With these tools it is possible to inspect the content of a grib file, modify the header of a message, copy some
grib messages selectively from a file or compare two grib files.

* A GNU configure build system for installation is included in the distribution and has been tested on several plat-
forms and several C and Fortran compilers. The build system is intended also to work on platforms which have
not yet been tested. The only external library required is jasper for the jpeg2000 encoding and it is accessed auto-
matically, if already installed in the system path. It is also possible to build without jasper, by disabling the
jpeg2000 support.

e A set of tests is provided within the distribution to check that the library is working properly, after it has been
built. It is recommended always to run the tests after each new build.

* AFORTRAN interface very similar to the native C interface is provided. Two identical sets of C and Fortran exam-
ples are included in the distribution, to show the similarity between the two interfaces.

* A manual is provided online: http:/ /www.ecmwf.int/publications/manuals/grib_api/index.html and is
included in the distribution. Some examples of how to use the tools are also included in the manual.

e The Library and tools are installed on all the platforms at ECMWEF. The two environment variables,
$GRIB_API_LIB and $GRIB_API_INCLUDE, are available to users for linking with the stable library version. The
tools are available in all users’ paths.

e grib_api can be downloaded from http:/ /www.ecmwf.int/ products/data/software /download / grib_api.html

GRIB Tools
¢ grib_dump
o grib_ls

o grib_get

e grib_copy
¢ grib_set

¢ grib_convert
o grib_filter
¢ grib_compare

¢ grib_get_data
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grib_dump (WMO style)
grib_dump -HO file.grib

ewwwd FILE: file.grik

— === MESSRGE 1 { leagth=10141 ;

== == SECTION O ( length=0, padding=0 )

1-4 identifier = GRIB

5-7 totallength = 10142 ( 0x00 d=2? Ox9E )

-] editionRumbar = 1 [ Gz01 )

i ===  SECTION_1 { length=31, paddiog={ )

1=3 sectioniLongth = 52 [ Oxdd OxD0 Ox34 )

1 gribTablesVersion¥o = 128 | OxBO )

5 muimmlﬁg:ég:fw:::nP;:ﬁfﬁt. ll:lnll;‘.r.FE = 98 { Dx6Z ) [Europeam Ceoter for

generatiogProcessldeckificr = 128 | Ox80 }
gridbafisition = 255 | OxFF )
pectiaplFlags = 12B [100DDO0OA]
indicatortfPacametar = 130 | 0xzB2 ) [T Tespecatuza B (gribl/2.96.126.table) ]

Mom o~ W

grib_dump (Debug)
grib_dump -D file.grib

m——meex gaction GRIB (L0142 ,10143,0)
G-0 gonstant gribldivider = 1008
(-0 ooostant isesPloats = O
G-0 tramsi=nt dusmy = 1
==e===x mgaction section O {0,0,0)
====> label empty
<me==e= goection seotioo O
=4 ascii identifier = GRIB
i=7 gl _mossage length totalLength = 10142
7=8 unsigned editicnWumber = 1 [ls.editiom]

E<E coostant ECMNF = 93
E-2 position offsctScctionl = B
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grib_dump (C code)

grib_dump -C file.grib

neluda <grib api . he

T'h.:Lu- -1

naio

t mize
0

FILE* £
conest cha

const I'DIE: ‘Enf for

£ias 2
% :EE?:iﬂ:fi[ %d.tr:r, ‘usager &s outi\n".acgw[OfhF

qu

fpr:mt:;:utdurr,

exitil

£+ cmpty +/

GRIB CHECE(grib set long
GRIE_CEECK{grib_sct " long

v OF = Europs
GEIB_CHECE{gri

GRIN CHECK{gri
GRIB CEECE{grin set”

grib_ls

E A WHE gunecat
{int argo,ooost o

gnh handle *h

LR RN

B sct Tongin,"Ld

sagih; geeasas

Het

:I‘IE'LL
WILL
KULL
KIrLL

EL‘II-I-;

-y oy =

(hreoditd

grib_lIs test.grib1 tigge_pf_ecmwf.grib2

Eeat.griki
nantca
15 o
acmE
nemk
nemE
mcmi
wemk
wemk
1= 13
acHE

FNE AR
130.138

130.13R
1BT.1320
XIZW . 180
1¥0.128
1%0.138
16T .138
167 .138
167,138

layalTrpn
ml
Pl

nic
nic
@l

Pl

nfe
wie
wie

di a
BEELE

ah

-uiaa.ut-mut-l.unllr w f
argy)

Erih bandie now from templato{HULL, "GRIB1™}p
'‘Cannot creates grib hamdlea®);

VErnim.ﬁnk.lEE:u.-DH

zgi.natlngggaug{iblfu .t-ub].ugg e S e

ieationd

ngf Id fiar® 128,90
iﬁtﬂﬁ 55?2'1“ oL id.

1aral Ants
1 200 0A27
1non 20070327
(1] 20070327
] 20070323
20070330
1004 Fletep i E K]
a 2010323
a 204570323
a 20570323

o af § grih seasagos s beat.gedibl

eiggo pl comai.gribd

centoo
gonl
somi
sonl
aomi
AcmE
ncmE
nemk
HEmE
ucmk

dakg

ZO0TGIEE
FONTRAEE
FONTRAEE
INOTRIERE

Z0O0TOAEE
2007T0AXT
ZO0ACE1R
2007013
2007022

30 of 30 grib ressages ino tigge pf_ scoef.gedibd

47 2f 47 total grib oeksages io 2 Eilus

grib_ls (mars keys)

grib_Is -m test.gribl

tant.arlibl
TEEAR
120, 12R
130,528
167. 128
Za8. 140
120, 1280
130, 5ZR
167 . 128
167. 128
167, 1ZR

% of ® grib measages in tann.q::l.hl.

levtype
Tl

Pl
[F ]
afa
Tl
Pl
afa
pfa
[F 4]

dataIFpo e ldTFpo 13

pi rogular_11 ®6

pi roqular_l1 #6

hids reqular_11 #6

R ragular_11 4

ot cagularc 11 Bh

pE ragular_ll ®h

pE cagular 1l ®h

-H ragular_ll ¥b

pi cagulac 11 %6

levalick st

1 20070333

100 2710333

Q 20570333

-] 20070333

1 20070333

1000 20079333

<] 20070333

|:| 20370333
20670333

? of 5 total grib meseaqes io 1 flies

cp

tima
Lann
L300
Lann
K200
K200
ron
Lann
Lann
Lo

AataType

lovalIves
[§ -]

3 L=

sfa

Ft

ntc

startBien

[=R-E-R-E—-R-R-R-R-—]

abhoick_nams

lavw
1
Q2

L FES

933

433

:
§

L-R-E=R-R-R -k rR -] -]

valauanCoent gridlyss pmt{nmn
nil4d Teduced gg grid rmimple
AL14 raduced g grid smiople
BL14 Tadocsd grid mimple
JLIIED rwduced_11 grid siople
Hi®Z rwguler_gg grid simple
- L ] regulur gy grid aiocple
Bi%d rugular gg grid ulimplae
d9& ragular 11 q'r:'.a:ui.n;plu
dds segular 11 geid @iample
shork pame packingfrpe vwalucalomnt
Liama grid_pimple &Ed
1ow qrid_plmples &84
cags grid_pimpln  §84
grid_miemmls &84

u grid_mioples &8R4
u grad_miopla B4
u grid_miopla S84
w grid_miople &54
w grid_uiople &84

atap olaze iype  shream  RERTAE

[+ nd an opEE noo1

] nil an opar iG]

] ol am SPEE 0391

=] il am LAY S ngg]

o il oA GpeE ni

o ni an opRE a1

o nd Ba PR oGl

[+ oil am L rto] 8 nida]

o od om GpBE oGl
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options
A set of options common to all the tools is provided.
e -p key[:{s/d/1}] key[:{s/d/1}],...

Declaration of keys to print. For each key a string (key:s) or a double (key:d) or a long (key:l) value is printed. The
default type is string.

o -w keyl[:{s/d/1}]{=/!=}value key[:{s/d/1}]{=/!=}value,...

Where clause. Grib messages are processed only if they match all the key/value constraints. A valid constraint is of
type key=value or key!=value. For each key a string (key:s) or a double (key:d) or a long (key:l) type can be speci-
fied. The default type is string.

grib_ls (-p option)

grib_Is -p count,centre test.gribl

taosk, grihl

[=C-1-1,14 DENETE
] L= b

El et

1 L b

4 st

0 [ =t

] e f

T [ o=k

;] manf

q [ 214

% af 9 grib oaseagar iz teat.groikd

% af ¥ tokal -gri.b mHHAAGHH iz 1 filmm

grib_Is -p count,centre:] test.gribl

tant.gribl
=aount cantra
1 UH

N G e
-]
[

¥ of ¥ gridb swessges L6 teebt.gribl

b of § etotal geilb seseoges in L Eiles

grib_ls (-w option)
grib_Is -w level Type=pl test.gribl

Emat.grial

adition caotra @pECRO lawalTypa devml datws dutaTyps shork naps vTalusaCaoont gQricTyps p.l.-:ll:iu.g'!:lrpl
1 AcmE 1X0.L2IH pl 1000 20070323 mn I a1l cadzoRd_gg g'::'.:l_l imples
1 HEmE 1X0.LIH pl 1000 200703323 mn I ez cegzler_gg g'::'.:l_l imple
2 of ¥ grib masengee iz test_grdbl

2 of ¥ totbtsl grib oassageas iz 1 filem

grib_Is -w levelType!=pl test.gribl

tapt.gribl

efdition osnkre param lawalIyps leval date dataType chort_name valuesCount grildType packingTypa
1 e f 13%.138 x1 ] 20070323 &N T alld eoduossd g grid_slmpls
1 eomi 157.138 sio [+ 20070333 an 3 5 Glld raduoed_gg grid _siople
1 et 235,140 5 L=] ] 0070333 &n HHH L3363 ceducsd 1L grid_slmple
1 [k 132,138 ml ] 20070323  &n T BLFE Coquiar_qg grid_plmpla
1 e 157,138 Bfo Q 20072223 &n T BLFE roquiar_qg grid_plapla
1 e 157.138 Bfo [+] 20070323  &n 2T 496 raquiaf_LL grid_plmple
1 e f 157.138 efo 4] 20070333 &N T 4%E raguiar_lL grid_plmgpla
T of & grib messnges in tosk,.gribl

7 of 5 kotal grib messages in 1 files
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grib_copy (-w option)

grib_copy -w levelType=pl test.grib1 pl.gribl

tant . gribl

mditiaon ocankrm
1 [ =L
1 mmnt

130.128
114, 138

lrrslTyps lawsl

Fl
Fl

inof & grih msassges in ek .grihl

E of ¥ kotal grib meseages in 1 fliles

1000
1000

dnkn
070323
FOOTDIZ

grib_copy -w levelType!=pl test.gribl not_pl.gribl

sl il
mdition

sl
wemE
acxE
soum il
ac=E
L1
o=k

B

THLTCw

¥ bkokbal g-ib messages ic 1

grib_set (-w option)

LuTmiIggs
=l

wEe

[ 5 4]

ml

wic

rin

wio

of F grit mamssyar ia tast.grikD

filam

- - NN

LT ]

HIDT0I1E]
IqOIOIEY
20133323
IaInazn
e h e v
SLa713335
EENIGIEE

grib_set -s date=20070523 -w levelType=pl test.grib1l

grib_ls pl.gribl

Plogribl
cdltion oontia
miamil
nomf
Ao
ncmE
memt
ucmf
LS o1
gomil
eomi

e e

param
139,138
130,128
LE7.12A
23%.140
130,128
130 124
1&7.138
L&7.124
LET.128

Loyl TEpa

8 of § grik messages in pl.gribl

P ot ¥ Ental grib carengea in 1 filan

lawal

g

-:-:-qngl-nn--—

grib_set (changing packingType)

datd

AG0T03A33
ACFTNR3
AT O
20T 03T
200710333
Pl n i
AT 0323
2070323
2210333

dataTypa

dataTrpe
ar

E1i

Al

(-]

pl.gribl

Aok TEp:

grib_set -s packingType=grid_jpeg test.grib2 test_jpeg.grib2

grib_lIs test.grib2 test_jpeg.grib2

tmet.grib?
adittan osntre
) [ b

I of 1 grib meosages in best.gribd

Hutrjpﬂ- grihl
wditian cantre
k| mort

I of 1 grib peasssges in tent_jpsg.gribl

2 of F tetal grih mespacep in 3 Ellee

Anta dAnEaTyps gridlyps Lovel Typs Ly
20070322 &t reduced_qa  sfo Q
dats dataType gridTypa LlavmlIyes
20070423 nt raduced _og =ic

nLart _nmrR
P

E114

T A183

abort_came

E11&
T 5114
Fp e | FLEXEIE
T ERR F
> ELm2
aF 44E
=7 [ &1
phork noEse
r F114
r 6114
7T h11l4
14,34 J113d43
I H1392
I Bigz
ar BLaZ
ar 485
ar 65
paakingTypn

grid_sizpie E114

lur packhingType
o grid_jpas

PolussConns

walusarComnt

wAluseCouzt gridIyes
Teduced gg

Tegular_gg

waltasCount gridIyps

redaced go
redused_gy
redooed 11
P LT _ g
zegulor_gg
regqulac Il
Fegulac_I11

P LdTyysn
reduced_gg

refluced_=ag
rafduced g

reducesd 11
ragulear gg
ragular_gg
regular gg
pogular 11
reqular 11

valunaCaust

I:H:B\E‘I’P
;rid._n xpla

grid_sixrpia

FackLogTrpe
grid mimple
grid_wimple
grid micpism
grlid_slepls
grad _mizmpim
qurid_smicple
grid_mimplu

packlngTypo
grid_slrgle
grid_nmirmls
grid_rimsila
grid miopls
grid micople
grid ulepla
u-:iﬂ__uib;-l-n
grid slogle
gqrid_plople
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grib_set (setting MISSING)
grib_set -s scaleFactorOfSecondFixedSurface=missing test.grib2 test_m.grib2

grib_lIs test.grib2 test_m.grib2

test.grib2
goalafactordiSacondF izediur face

a

1l of 1 grib messages in test.gribd
test_m.grib
fcalafactarlfRacondFizadlurfacsa
HISSEIHG

l of 1 grib messages in test_m.gribl

2 of 2 total grib nessages in 2 f£iles

grib_set (changing precision)

grib_set -s setDecimalPrecision=1 test.grib2 test_precl.grib2

grib_compare test.grib2 test_precl.grib2

rrr:fcfgl:;zczﬂ;a.lunl double values arc differemt: [2102%.5] and [2102.88)7, diff:
dnn:.nnlﬂehiﬂ"m:tnr] lJong walues are differcste [2] and

1
:tl.:uhn:rtl!::B-:I.t:Enntain;ngEaeh.‘Ea.cjmd‘-‘nluc; long walucs arc jil!wt: [14] and [11]
values] 6114 walues, max absolute Aifference: 0.0439951

GRIB Tools: grib_convert
converts grib messages, applying the rules from a conversion_rules file, e.g:
editionNumber = 2;
if( indicatorOfParameter == 11 && indicatorOfTypeOfLevel == 105)
{
productDefinitionTemplateNumber = 1;
typeOfFirstFixedSurface =103;
scaleFactorOfFirstFixedSurface = 0;
scaledValueOfFirstFixedSurface = 2;
}

grib_filter

is similar to grib_convert.

It supports more complex rules and is used to split a single file into several files with a write rule:
write “[centre]_[date]_[dataType]_[levelType].grib[editionNumber]”;
It will produce the following set of files from a single file:
ecmf_20060619_pf_sfc.grib2

ecmf_20060630_pf_sfc.grib2

ecmf_20070122_pf_pl.grib2

ecmf_20070122_pf_pt.grib2

ecmf_20070122_pf_pv.grib2

ecmf_20070122_pf_sfc.grib2
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grib_get_data

prints a latitude /longitude/value list.

It takes into account the bitmap.

The -m option provides a way to define a missing value: grib_get_data -m 9999:missing file.grib2 prints “missing”
every time a 9999 is found.

Future developments

* Replace gribex in the operational applications.

e Implement thread safety in the Fortran interface. The C interface is already thread safe.

e Implement memory management. The library is already designed to change the memory allocation function with
user defined functions.

* Modify the iterators to deal with all the scanning modes and to change from one scanning mode to another.
* Provide a function to get the nearest neighbours of a latitude/longitude point.

e Implement a GUI based on the GRIB API to inspect and modify grib files easily.

* Work on the documentation, providing more examples.

* Develop a Fortran 90 interface. A Fortran 77 interface is already available and can also be linked to Fortran 90
programs.

* Release a perl interface: it is already implemented and tested and will be released in the next version.
e Design and implement more interfaces (matlab, java, python ? )

e Distribute the library with the LGPL licence.

T. Lorenzen asked a related question; he believed that models running on the new HPCF in two years’ time would
have to produce output in GRIB 2. When did ECMWF believe that users would have to be ready for this?
U. Modigliani replied that he couldn’t give an exact date but users would get plenty of notice; GRIB 1 would certainly be accept-
able for more than another two years for current products only.
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ECaccess: status and plans — Laurent Gougeon

ECaccess developments
e Initially used to implement a secure portal to access ECMWEF archiving and computing facilities

- Providing file and job management in batch or interactive mode
— Supporting secure interactive sessions on ECMWF platforms

¢ Implementation of a secure portal to MS

— Allowing secure file transfers between ECMWF and remote sites
— ECaccess network with the ECaccess Gateways

* Set of configurable Java components for various ECMWF projects
— Services and libraries for security, file transfer, data management, job submission and control, monitoring ...
¢ Common CVS repository

— More than 220,000 lines of code (1,500 Java classes) using 100 external libraries (Open source API)

Uses of ECaccess
* Secure portal to ECMWF (ECaccess)

— Via the Internet or RMDCN, ECaccess provides file and job management in batch or interactive mode and
allows secure file transfers between ECMWF and remote sites

ECMWEF Product Dissemination System (ECPDS)

— Provides a data transmission service which allows MSs to specify which ECMWF product to deliver, on
which target systems, using which networks (RMDCN, Leased Lines, Internet/ECaccess, LAN)

MS Time-Critical Applications (MSTCA)

— MS job submissions triggered by SMS suites and monitored by ECMWF operators
¢ Projects using ECaccess components

— PKI (Web Services Gateway), Strong Authentication (Web Help-desk and Self-desk), Ticketing Server ...

ECaccess statistics
e ECaccess

— More than 2,000 users recorded in ECaccess
- 40,000 jobs/month on average on ecgate and hpce
— 395,000 transfers/ month on average with ectrans
— 140,000 transfers/ month on average with ftp
e ECPDS (transfers more than 7,100 GB/month)
Internet (Local Gateways): 235,000 files/ month (4,500 GB/month)
LAN: 15000 files/month (1,600 GB/month)
RMDCN: 320,000 files/ month (675 GB/month)
Leased Lines: 41,500 files/month (280 GB/month)
Internet (Remote Gateways): 4,500 files/ month (18 GB/month)

e MSTCA
— More than 600 jobs with 43 daily events and 2 weekly events
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ECaccess network update

skuggi.vedur.is

— . ccaccess.ecmwflint  ecaccess.austrocontrol.at
msaccess.ecmwf.int
___ctbtod.ctbto.org ecaccess.knmi.nl
tifoh.inm.es
ecaccess.dmi.dk ecaccess.oslo.dnmi.no
huracan.inm.es
. ecgate.irmet.ie proxy.mercator-ocean.fr
els027.metoffice.gov.uk
— . - |— ecgate.smhi.se rus4.dwd.de
els028.metoffice.gov.uk
elnino.cerfacs.fr srvx6.img.univie.ac.at

—hc1900.metoffice.com —
X ecaccessl.meteo.fr  srvx9.img.univie.ac.at
mevsim.meteor. ZoV tr
— — forte.meteo.fr sun-out.met.hu
yaz.meteor.gov.tr
. marea.inm.es temmuz.meteor.gov.tr
ecmiwf-gw.cnmca.meteoam.it [

ecaccess.fmi.fi ecaccess.meteoswiss.ch

ecgw.meteo.pt

[ oflsd08.dwd.de terra.cscs.ch
| ecaccess.zmaw.de ocean.cscs.ch
eaceess (L AN zagecml.zamg.ac.at  oiswww.eumetsat.de
zaaecm2.zamg.ac.at  xpmss(l.eumetsat.de
SE— Internet —— gurung.oma.be imp6.boku-ac.at
et AIX HP-UX Irix
ECMWF Linux SunOS

Upgrade to ECaccess v3.1.0
e The upgrade has been mandatory to support the new strong authentication mechanism based on ActivID.

— The Telnet, ssh plugins and eccert command were restricting passwords to 6 digits (avoiding unnecessary
network traffic for invalid SecurID passcodes).

e Almost all ECaccess Gateways have been upgraded.

e There are some issues regarding the upgrade of old ECaccess Gateways running with Java 1.3. The UKMO has
additional problems, due to a special set-up on their side, originally implemented to fix bad performance over
their Leased Line.

* Remote sessions to assist MS in their upgrade
¢ Questions regarding “eccert -expire” from INM/DWD:
— Validity for each command and exit code?

¢ 5 Gateways left to upgrade!

Progress on ECaccess New Generation plans
e ECaccess Virtual File System (ECVES)

— ECVFS at the same level as ECHOME /ECSCRATCH
— Transfers possible between different domains and different ECaccess Gateways (through ectrans associations)

e Progress on a new Web interface (Web 2.0)

— More responsive and more user friendly (e.g. cut and paste between ECaccess domains)
— Based on AJAX technologies

¢ Implementation of Web Services

— Services provided by the ECaccess Gateway now available through SOAP requests (a step towards the inte-
gration of Globus)

— Based on AXIS (SOAP implementation used by Globus)
— Could be used for the new release of the ectools

¢ VNC Applet improvements

— Support for slow/fast networks
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ECFS improvements
— Support for meta-characters in files names and support for multiple deletions at once (e.g. mdel *)
Integration with the new ECMWF PKI

— Better management of the Gateway certificates due to expire
— Will allow MS administrators to create certificates for temporary users (e.g. for the ectools)

Additional ectrans module
— The ftps protocol is now supported (ftp over ssl)
¢ Release of the ECMARS plug-in

- Originally developed for DWD, this plug-in will be part of the standard ECaccess distribution and will
allow the MARS archive to be queried by the ectools

Added support for the new hpcf

Problems already/almost fixed
 Large increase in usage has triggered new problems
* ECgate (ECaccess Resources Provider)

— OS overload has sometimes caused delays in job sub-missions (e.g. for INM)
— Impossible to upgrade to Java 1.5 (system upgrade required)

¢ ECaccess Job Scheduler
— During the migration to the new MSTCA we have fixed a number of issues regarding the integration with LL
* Gateway certificate management

— A few sites (e.g. KNMI, DWD, CTBTO) have been affected by the sudden expiration of their Gateway cer-
tificate without warning, messages will be sent in advance

— Gateway certificates have been extended to give time for their replacement without affecting users

— Gateway certificates from the new ECMWF PKI will soon be distributed to MS with a new duration of 4
years instead of 2 years

Remaining issues
¢ ECPDS

— Problems during dissemination peeks on the Internet link causing unnecessary alerts for the operators
(unnoticeable for the users, as the transfers are automatically restarted almost instantly)

— Still investigating: network congestion, rooter or other security device, bug in RMI implementation, ...
¢ Database

— No redundant system to take over the service
¢ Timeouts

— Transfers with ectrans: some users at MF are experiencing interruptions/retry with their transfers

— Telnet and ssh: the standard firewall timeout of 10 minutes applies for the ECaccess data channel on port
9003 (e.g. EUMETSAT)

What next?
* We will work hard to fix the remaining issues!
e ECaccess Resource Provider will be moved to the new MS server

— Support for Java 1.5 (the application has been already tested successfully on ECgatel)
— A more powerful system which should solve the availability issues for ECaccess

e ECaccess v3.2.0 scheduled later this year

— New features (e.g. ECaccess VFS and the new Web interface) will be gradually deployed locally at ECMWF
and, if validated, incorporated in the new distribution

— Java requirements will be the same as for the ECaccess v3.1.0 Gateways!

e Continue progressing on last year’s plans: finalize the Globus integration, new ectools, load balancing ...
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ECaccess links
¢ http://www.ecmwf.int/services/ecaccess/

— Download the ECaccess packages, the user’s manual (on-line & PDF) and the administrator’s manual (PDF)
— Registration centre (SecurID or ActivID card required)

http://ecaccess.ecmwf.int/sshvnc/

— Interactive session (vnc over ssh)

https://ecaccess.ecmwf.int:9443/

— Dissemination monitoring

https://ecaccess.ecmwf.int:8443/

— ActivID Web helpdesk
For access through the RMDCN instead of the Internet, just replace ecaccess by msaccess
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Member State Time Critical Applications — Dominique Lucas

Background

¢ Framework for time-critical applications:

— Demand for more robust environment for job submission, with monitoring facilities
Requests from some Member State users to set up more developed time critical systems at ECMWF

No satisfactory solution available

Discussed at a TAC meeting and approved by Council in 2004

3 options considered for the framework:
¢ Option 1: Simple time critical jobs
¢ Option 2: SMS suites, managed by users, monitored by ECMWF
¢ Option 3: SMS suites, managed and monitored by ECMWF

Simple Time Critical jobs

¢ Service based on ECaccess - reminder

Enhancement of batch service under ECaccess

Notion of events/notifications added

Users subscribe jobs to the events

ECMWEF operational suite sends a notification to an event
This notification will trigger the user jobs

These jobs are visible to our operators

¢ Introduction of the service in November 2006

e Reminders have been sent to users of the old system
¢ Old system closed on 9 May 2007

Simple Time Critical jobs — ECtools

e ecels - list events available to user:

Ll
A1
pLrA |
2
324
M3
17
[fit}
172

5]

erels
eMhplumses Al (his stape, the EFS pluane charts s 00T Bave Beom opulagiod,
efhIA0) Al thiz sape, the ensemble furecast masdel 28 BIUTC (step 2400 is cumplete
efl2hii At this sioge. the ensemble forecost moded ad 1E0TC - for scep 204 (21 doys) s complete
1224l At £his ftape, the ciscimhle Trecast sond ol 24 TZLTC - seep 2400 - B enmiplene
e e Al this glage, he ensosabile Torecast soanlod 20 IV - For soegs S04 (21 lays) i complele
beiMh072 At this stazge, (b= bousdary condition Torecast @ 0UTC - dep 72 - is oomplede,
(R} At this stoge, the onalysls of $8UTC is complege.
ain 1 e} AL this glape, thie analyes af TTUT s enmplete.
efilimetgram AL ihis stage, the KPS metgram dotabase s (000 has been opdated.

Eoels 343

Ruolilication il: 343

Wurmme; hoilThiTE

Pahllc: true

e sl

Tilhe: Sinlfa'rres oo ¥Puleac sl T2

Comenials AL il slape, the boanndasy condiion Foraeast an 0T - soep 72 - 8 complels.

42

Technical Memorandum No. 542



Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007 CEHW'F

* ecjput —ecjls

ﬂ ecjput <help
Aynbax: JIFUT ECaccesi-guene lcol-soripl [wrgs -]

-1t - motilications bds (st separated by ‘3" or *)')

=Tk - renew subseription off (defanlt 15 on)

=i« aime seripl bo pne odification oft (defoult & o)

-inr - send mail when the execotion'transier retries

-mp - man page comtent (comment for the operators)

=ri: = define the number of job retries (defaolt is )

=rf = define the frequency of job retries in seconds (defuull s GH)

|:.- |-_'cj].1u". ecgate sms.cmd -nd -ni 343 -mp "nothing to be done” -re 1 -rf 300
AnES3

!’.'_!|:-i 15853
obid: 35853

Locution: cogntedE ecgnte. comefint
Motificatinm|s |z helith 07X (343]
Schedule: May 31 M0

Try numbers 2
Stotms: STRRY

Simple Time Critical jobs — today
e 94 different users of this service
* More than 600 jobs: a dozen on hpce, the rest on ecgate

— Mainly simple, straightforward jobs
— A few jobs with dependencies:
¢ Jobs with multiple steps (Loadleveler feature)
¢ Jobs with built-in dependencies, maintained by the user: jobs submitting other jobs ...
¢ Monitoring;:
— Operators monitor the jobs and notify User Support of any failure.
— User Support contacts the users.
— Errors mainly occur in the installation period.
— Users are given ecommendations to increase the reliability of their jobs.

Simple Time Critical jobs — issues
¢ Common problems in migration:

- “set -e” stopped some jobs on harmless errors
- Loadleveler directives/no directives in job
— Jobs submitted to wrong event - data not available

e ECaccess (specific) job statuses:

— STDBY: job with subscription to an event, waiting for notification

— INIT: job initialised by ECaccess, being submitted to batch system on target host, e.g. Loadleveler on ecgate.
— WAIT: job is queued in batch system on target host

— EXEC: job is running

— DONE: Job is complete and finished successfully

— STOP: Job is complete but failed.

Technical Memorandum No. 542 43



CBCMWF Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007

* Increased complexity in user jobs:
— Multi-step jobs:

¢ Operators only have visibility of one ECaccess job
o If the job (any of the steps) fails, operators may restart the job, including all the job steps =>
increased use of resources, “waste of time”
¢ Check previous runs of job step within the job ...
— Jobs submitting other jobs:

¢ Operators only have visibility of one ECaccess job, the first user job. Any failure in subsequent jobs
will not be visible.
¢ Use job steps ...

Simple Time Critical jobs — ecgate
* Peak times on ecgate:

— in the morning and evening

may slow down user Time Critical jobs

New ecgate should absorb more “traffic”.

We may look at prioritising the Time Critical jobs.
* Long running jobs:

— Access to VAREPS and Monthly forecast data may take some time.
— Single jobs will run faster on the new ecgate.
— Users can divide their work into separate jobs.

SMS suites

¢ Suitable for more complex Time Critical activity

e To be discussed with User Support; initial test suites can be developed.

* Service to be requested officially by TAC representatives via our Head of Operations Department
* SMS should be used ...

* Some guidelines should be followed. These guidelines are based on the experience acquired at ECMWF in running
our operational activity.

Environment

e Initial tests can be done with normal UID.

* Time critical activity will be implemented with a special UID.
* Access to the 2 HPCF clusters will be opened.

* Access to privileged classes/queues given.

e Access to special file system will be given, with quotas!

¢ SMS:

— To be run on ecgate

— Generic script available to start SMS

— Controlled assignment of SMS program numbers
— Generic Log server available on HPCF system

— Generic submission script on ecgate

— Generic script to kill a job from xcdp

— SMS access protections (sms.lists file)

* Monitoring will be done by the operators.
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Recommendations

A document detailing the set up of a suite in SMS has been written and will be published on our web site shortly.
Use variables in SMS to change the configuration of your suite, the profile of a job ...

Document all the tasks in your suite, with clear instructions to the operators.

Run the critical path in the safest environment - on HPCF.

Do not access the DHS (mars or ECFS) in your critical path.

Do not use cross-mounted file systems. Use local file systems.

Keep a tight control on disk usage, including data and SMS related files.

The triggering of your suite can happen with a simple time critical job or with a time trigger in your suite.

The cycling of your suite should happen with a time trigger.

Data transfers:

— With external sites: use ectrans
— Between systems at ECMWFE: use ecrcp

Backup procedures should be implemented to use the second HPCF cluster.
Changes to the suite should first be done in test mode.

A mailing list will be set up to exchange relevant information.

Issues

Data transfers: ectrans
— Ectrans (being asynchronous) is not monitored by operators.
— A dissemination-like system could be implemented.
— Use synchronous ectrans transfers

Ecgate: single point of failure

— SMS runs on ecgate ...
— Some tasks in the critical path may run on ecgate.
— The Linux cluster should provide higher resilience.

V. Gislason asked whether the new SMS document which D. Lucas had mentioned referred to SMS in general or
only to time critical SMS. D. Lucas replied that the new document was specific to the setting up of suites in a time critical
environment; general SMS documentation remains available on the ECMWEF public website.
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New Incident Management System — Paul Dando

Background

e ECMWEF has practised Incident Management for many years — we have to!

* Use of software solutions has improved efficiency.

e Formal incident management has matured only recently.

* Consideration of such an approach can help to identify the strengths and weaknesses of our processes.
¢ Current processes result from:

— the support requirements of our customers
— the currently used software solutions
— not everyone using the current software solutions

e This results in a fragmented approach.

History

¢ Incident management tools (Operators and Calldesk)

1980 — Paper based system

1992 — Repgen: Empress 4GL forms system

1999 — Repgen-2: Web-based system

2002 - Calldesk shared IMAP e-mail knowledge base added
— 2003 — Analysts’ Repgen: Analysts’” web-based interface

¢ Incident management tools (Analysts)

— 1980 — Face-to-Face and provider facilities (EQUANT, JANET, IBM)
— 1992 — E-mail to log — Change notices

2001 — Web shared IMAP e-mail

— 2003 - Analyst Repgen — read /reply

The need for a new tool

¢ To allow all support persons to record all incidents in one system

* To allow the recording of incidents without unnecessary overheads

¢ To allow recorded incidents to be used as a knowledge base by all support staff

e To facilitate the formal assignment of responsibility for and documentation of the resolution of recorded incidents
¢ To provide a means of analysing our service quality

¢ To provide a means of creating server availability statistics

* To provide a means of producing customised incident reports used by the Calldesk

Incident Management project: scope
e Included

— Incident management
— Knowledge management relating to incidents
— Users: Computer Division (and Meteorological Division)

e Excluded

- Change management

— Configuration management

— Problem management

— Release management

— Asset management

— Formal Service Level Agreements
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Core project team

The core project team consisted of representatives from:

Shift staff (“24/7” Operators)
Calldesk

Analysts

User Support

Selection process

Document current processes

Define requirements

Produce a Request for Proposal (RFP)
Undertake initial market survey

— 24 products identified as having the potential to meet our requirements
— Copies of the RFP were sent to vendors

Six responses to the RFP were received from vendors:

— LiveTime, ServiceDesk Plus, TOPdesk and Monitor 24-7
— Two vendors offered Remedy - but only it supports MS Internet Explorer

Two RFPs were evaluated internally

— Current in-house solution (Repgen) and Request Tracker

Detailed evaluation

Detailed evaluations were undertaken to test:

— Ease of customisation

Usability by Shift Staff

Usability by Calldesk

— Usability by User Support and Analysts

Tested: ServiceDesk Plus, TOPdesk, Monitor 24-7 and LiveTime

— Both Repgen (known) and Request Tracker required significant in-house development
Serious shortcomings were found in all products

Conclusion: none of the products evaluated was suitable for deployment at ECMWEF

Review of other products

Several of the companies that had not responded to the RFP were contacted:

— To establish their reasons for not responding
— To check whether their product could meet our requirements

e Our evaluation was based on what we had learnt from the detailed evaluation of the other products and two

potential candidates were identified:

— Footprints by Unipress (now Numara) — Linux-based
— Novo HelpDesk by Novo — Windows-based

It was decided to evaluate Footprints further.

Footprints — general impressions

Easy to install, maintain, configure and customise

¢ Very intuitive to use - very little training needed

ITIL compatible - PinkVerify(tm) certification
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* Provides most of the features requested in the RFP, some shortcomings have been identified
e Accessible for code changes

¢ Uses software with which we are familiar: code written in Perl and CGI; uses PostgreSQL

e Provides comprehensive features for managing incidents using e-mail

* Well-supported by the vendor

¢ Chosen!

Footprints implementation

* Footprints has been purchased and installed at ECMWF

* Initial configuration and testing has taken place

e First trial involving analysts has been completed: no major problems identified
* Currently reviewing the configuration and settings

¢ Some technical issues with the Operator environment need to be resolved

e Plan to implement operationally in mid-late June (TBC)

— Initially only for Operators, Calldesk and analysts
— Access for internal and Member State users to be reviewed later

D. Birman asked whether any organisation of responsibilities had been defined around the new tool, for instance,
who was responsible for the progress tracking, and asked P. Dando to describe the ‘life” of an incident. P. Dando replied
that the roles hadn’t been finalised but the Call Desk usually took responsibility for the main tracking. Guidelines state that the
first person to notice a problem should be the one to open the incident report. The usual ‘life’ of an incident would be: problem
observed on the supercomputer, probably by the shift staff; details of the incident entered into Footprints; if the area of respon-
sibility is obvious, the problem may be assigned to the appropriate analyst immediately. This is not current working practice,
which is that the Call Desk deals with the assignment of all incidents. The designated analyst then works on the problem,
assigning it sideways, if necessary, and logs its resolution, once complete. The Call Desk’s rdle will probably be to review and
‘chase’ outstanding incidents, though this procedure has not yet been finalised.

R. Rudsar asked how the knowledge base built up from past experience would be used. P. Dando replied that the
Footprints database had an excellent search facility for discovering previous incidences of similar problems. R.
Rudsar noted that that in Norway they had experienced some difficulty in relocating specific past problems and had
introduced a one-word keyword for each problem. P. Dando replied that a sophisticated search facility had been a very
high priority, when assessing potential replacements for Repgen. The situation may have to be re-assessed, once the database
has grown and searches take increasingly longer. 1. Weger added that Footprints’ search facility searched on both metadata and
full text.

D. Birman explained that Météo France had selected Remedy to be used by users with little knowledge of computers.
Later, different levels of display were added for more knowledgeable users. (For more information on Remedy see
Annex 3).

P. Dando added that the ECMWEF Footprints facility also had different displays for different users. P. Halton suggested that a
pull down menu of problem definitions could be created to aid problem categorisation. 1. Weger replied that this had already
been done, using the categorisations from Repgen and building on them.
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Usage of HPCF resources by Member States — Dr Umberto Modigliani

HPCEF resources available to Member States
* Council guidelines on the distribution of computer resources establish that:
— “at least 25% of the supercomputer system shall be made available to the Member States, as well as suffi-
cient resources for data storage ...”
— A maximum of 10% of the computer resources available to the Member States may be allocated for “special
projects”

* 35% of the supercomputer resources is allocated equally among the Member States and 65% allocated propor-
tionally to their financial contribution

* Special Projects:
— “are of a scientific or technical nature, undertaken by one or more Member States and likely to be of inter-

est to the general scientific and/or technical community”

— Requests for such projects have to be submitted annually, as part of Member State estimates of their future
use of the Centre’s computing resources.

— These projects are then considered by Council at its autumn session, prior to the year in which the Special
Project will take place.

— 20% of the available Special Project resources are set aside for late applications and can be granted at any
time of the year.

Usage of HPCF resources by MS users
Research activities

* Research in numerical weather forecasting (NWP) by National Meteorological Services (NMS)

Aladin

COSMO/Lokal Modell

- HIRLAM

Unified Model

Other (IFS, Arpege, GME, MM5, WRF, RAMS, ROMS, etc)

* Research in NWP by other users (universities, etc.) using models such as ECHAM, ECHAM5-HAM, MesoNH,
MM5, MPI-OM, OPA, CLM, HIRHAM, RACMO?2, RegCM, Speedy, MICOM, MOZART, TM5, etc.

Special Projects

* 89 Special Projects in 2007, of which 75 are continuations of projects started previously
e Submitted by researchers in 13 Member States + JRC and ICTP

» Researchers from Co-operating States can have an active role in a Special Project and, therefore, have access to
HPCEF resources

— SPFRCOUP: “Investigation of coupling the ALADIN and AROME models to boundary conditions from
ECMWF and ERA model data”, includes researchers from: Hungary, Slovenia, Croatia, Romania, Czech
Republic, Morocco, Slovakia

 There is a very large variety of project interests, covering NWP, ocean modelling, climate research, post-processing
of data, etc.

* Alist of all Special Projects, describing their activities, is available at:
www.ecmwf.int/about/special_projects/

* Guidelines on how to apply are available at:
www.ecmwf.int/about/computer_access_registration/Special_Projects.html

e See article “Applying for resources for a Special Project” in ECMWEF Newsletter No. 110 Winter 2006/07 available at:

www.ecmwf.int/publications/newsletters/pdf/110_rev.pdf
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Time Critical applications

¢ Framework for Member State time critical applications

- COSMO-LEPS 16 LM at 10km/40ML up to 132h once a day at 12 UTC

- Norwegian TEPS/LAMEPS

e 20+1 TEPS members at T399L62 up to 72h once a day at 12 UTC

- MOTHS: EPS based on UM as the UKMO contribution to TIGGE

e 23+1 UM members at N144L38 up to 360h twice a day at 0/12 UTC

- COSMO-MED/COSMO-ITA using specific 3D-Var analysis and ECMWF BC for the Italian Met Service
® 3D-Var assimilation at 14 km every 3 hours

e COSMO-MED at 7km up to 78h twice a day at 0/12 UTC

e COSMO-TA at 2.8 km up to 36h once a day at 0 UTC

- Aladin LAEF for the Austrian Met Service

¢ 18 members, 18km/37ML twice a day at 0/12 UTC (option-1)

- EUROSIP multi-model seasonal forecasts: ECMWE, Meteo-France and UKMO
Optional Projects

* Boundary Conditions “Optional Project”

- Boundary value forecasts from the 4 main synoptic hours

(0/6/12/18 UTC) up to 90h

- Using 4D-Var since March 2006

- Supported by 15 Member States (all but France, Germany, UK) and 7 Co-operating States
- Using ~16% of the participating countries” HPCF resources in 2007

Summary
Special Optional
Country Research Project Time-critical Project
Belgium MUMM (North Sea modelling) Yes
Denmark HIRLAM 1 Yes
Germany GME, GME-EPS, LME, preplFS 29 COSMO-LEPS No
Spain HIRLAM, Aladin, RCA seas, traj 3 Yes
France A'adi”’o?;';‘;i r'\:gg:ﬁiig"mate’ 4 EUROSIP No
Greece LM, traj COSMO-LEPS Yes
Ireland HIRLAM, climate/ocean modelling 2 Yes
COSMO-LEPS
ltaly HRM, LM 11 COSMO-MED/ Yes
COSMO-ITA
Luxembourg Yes
Netherlands HIRLAM, CTM, IFS, EC-EARTH? 10 Yes
Norway HIRLAM, IFS (+CTM) TEPS/LAMEPS Yes
Austria Aladin Aladin LAEF Yes
Portugal 1 Yes

Table continued on next page
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Special Optional
Country Research Project Time-critical Project

Switzerland LM reforecasts, EFI 1 COSMO-LEPS Yes
Finland HIRLAM (RCR), MM5 (+LAPS) 1 Yes
Sweden HIRLAM, EC-EARTH? Yes
Turkey MM5 Yes

United Kingdom Atmos, coupled ocean-atmos 10 EUROSIP MOTHS No

Usage statistics

Member State usage (% of their share)
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Discussions — Umberto Modigliani

ecgate
* More resources requested:

— Disk quota
— Number of jobs running per user
— Faster processors

U. Modigliani acknowledged the importance of the ecgate server to Member State users. In response to some repre-
sentatives’ requests for various additional resources he noted that R. Fisker’s presentation would have given more
information on current plans to replace the complete server. In the last few months various unpopular but unavoid-
able restrictions have been placed on users’ working practices (e.g. limiting the number of jobs that an individual
user can run at any one time) in order to mitigate the effects of the overload and will be removed once more resources
become available.

R. Rudsar observed that some of her users had been advised to run MARS jobs on HPCE. Would this advice remain
valid, once ecgate had been upgraded? U. Modigliani replied that it would to some extent depend on the purpose
of the data being retrieved. If they were required for an application to run on the HPC, then they could be retrieved
there. Otherwise, MARS jobs should probably return to ecgate.

G. Wotawa asked whether there would be more memory on the new ecgate. U. Modigliani replied that there would
be more memory on ecgate but reminded representatives that the default memory addressing mode was 32-bit. The
aim is eventually to support a 64-bit environment and, in this case, it would be possible to exceed the normal 32-bit
system 2 Gigabyte limit. R.Fisker noted that ECMWF is still considering the replacement of ecgate by a Linux cluster,
each node of which would be likely to have a maximum of approx. 8 GB, so there would only be 7 GB available for
individual jobs. Guidelines would be produced, in the light of experience with the new system. In the meantime,
users with specific, unusual requirements should contact User Support for advice.

MARS
Speed of interpolation from regular or rotated grid to lat/long, particularly for wind components

U. Modigliani explained that interpolation within MARS is a serial program and is therefore slower than interpola-
tion during product generation, which is parallelized over up to three nodes. T. Lorenzen asked whether it would
be possible to parallelize interpolation in MARS. U. Modigliani replied that this would not be easy but could be
investigated, if there was some specific requirement for wind components. The current interpolation library is being
rewritten, which will benefit MARS; once this is complete, parallelization might be investigated but this would not
happen in the near future.

D. Lucas observed that users could submit their MARS jobs to HPCF in MPMD mode using LoadLeveler, which
allows several MARS jobs to be run in parallel, producing an environment similar to that of product generation.

Access to MARSLIB at the same level as EMOSLIB

U. Modigliani stated that this would need to be discussed internally. Personally, he preferred not to proliferate the
number of libraries available to users and proposed that those routines in MARSLIB which were of particular use
to users could be added to EMOSLIB. He pointed out that with the introduction of GRIB-API there is also a plan to
split EMOSLIB into its separate components and this would provide an opportunity to creating a stand-alone
MARSLIB.

Why are there no limits on the number of MARS requests per user and a limit on the number of tapes used per job?

U. Modigliani replied there is a facility to limit the number of MARS jobs run by any one user and this feature is
used occasionally, when one particular user has submitted an excessive amount of work, so that other users’ jobs
are excluded. The more limits that are imposed on a system, the more likelihood there is of the resources being under-
utilised, unless monitoring is constant and intervention intensive. He advised users to report to the Call Desk any
situations where one individual’s work was excluding others’.
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Mars documentation difficult to grasp
It is possible to write very inefficient mars requests

U. Modigliani suggested that these two comments were linked. He noted that the documentation advises users to
retrieve all parameters for any particular date at one time. He observed that complaints about the MARS documen-
tation were very rare and asked that the user concerned to describe precisely the areas (s)he found unclear. He added
that efforts were currently being made to rationalise the location of existing documentation to improve its accessi-
bility. The possibility of rejecting inefficient jobs before they begin running has not been investigated. M. Fuentes noted
that the data are organised differently on the different MARS servers, so that a job that runs efficiently when retrieving
data from the research database may not run efficiently retrieving data from the operational database.

D. Lucas added that users could monitor the progress or lack of progress of their jobs via the webMARS pages on
the ECMWF website.

Difficult to understand which data are available

R. Rudsar clarified that the comment concerned data available via webMARS. U. Modigliani agreed that it was not
straightforward but explained that, as new datasets were constantly being added and some datasets were for
restricted access, it was difficult to keep documentation up-to-date. The comment was noted and User Support
would investigate whether any improvements could be made.

Expver: what is it?

U. Modigliani explained that expver 1 was the main operational stream; it was used implicitly by the data finder
and would be what most users would need. It would not be straightforward to provide links to explanatory pages
from the long list of expvers. For most purposes, users could remain unaware of the expver number. M. Fuentes
proposed that expver 1 could be highlighted and given prominence on the list, as users’ first choice by default.

Instability of data finder

U. Modigliani explained that the data finder response times were sometimes unacceptably long. This was due to
system overload and was resolved at the beginning of the year. He asked users to report any future instances of poor
response times to ECMWF.

ECaccess
¢ Resilience of job submission, in particular time-critical jobs - will be covered by a presentation later

e High availability features - will be covered by a presentation later. U. Modigliani added that ECMWF tries to main-
tain a constant process of developments to improve resilience etc.

* Jobs are not sent quickly to ecgate: INIT state for a long time
This refers to a specific situation which arose in a period of heavy overload on ecgate and will also be covered later.
 Display of ECaccess certificate validity for the various commands

U. Modigliani asked for confirmation that what was sought was a single command which would show the expiry
dates for the certificates for all the individual services. He stated that this should be a relatively straightforward
enhancement to provide.

R. Rudsar asked where the output from time critical jobs could be found, now that they were run under ECaccess.
L. Gougeon replied that users can either specify where their job output is to go or the ecjget command can be run
as often as required, to retrieve the job output, as the job progresses.

Miscellaneous
* Recursive option in ECFS commands (erm)

U. Modigliani replied that it was still planned to enhance ECFS commands and provide more recursive options, e.g.
recursive els and umask have already been implemented; erm will be next, owing to demand from the HIRLAM
community, along with echmod and echgrp. I. Weger added that the ecfs client code was being redesigned and would
eventually be rewritten to remove reliance on shell functions and make it more modular and thus easier to maintain.

e Users not familiar with Unix

— Difficulties with strong authentication
— Difficulties with access to mars
— Improve web based access to MARS data
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U.Modigliani asked whether Spain’s requirements could be met by the development of a more powerful, even more
user-friendly WebMARS interface. He noted that a data server had been developed for the TGGE project to allow
access to various datasets produced by the UK, JMA etc..

* Improve documentation especially for non Unix users

U. Modigliani commented that it had been recognised for some years that new users on the ECMWF training courses
were unlikely to have much familiarity with UNIX; whilst ECMWF is unable to undertake basic UNIX training, the
structure of the courses tries to take this lack of background knowledge into account. T. Lorenzen suggested that
ECMWEF could compile a list of basic UNIX manuals for beginners to read in preparation for the courses.

GRIB API: support of fields in rotated lat/long

U.Modigliani replied that basic rotation is supported, in terms of data decoding etc. There is not yet an iterator to
navigate the data, so nothing more sophisticated is possible yet. It is being developed.

Provide a common database for the FLEXPART users

The representatives from Spain, Belgium, France, Switzerland, CTBTO and JRC indicated that they would be inter-
ested in this facility. U. Modigliani stated that possibilities would be investigated; in particular, whether ECMWF
would carry out the development or would aid Member States to organise it themselves.

Possibility to tailor the plots: more fields, different contours, etc

This is being considered as part of the “Service on Demand” project which has developed from the “Plots on
Demand” project, though there is no timescale for developments yet.

Earlier availability of 00 UTC model results

A questionnaire on States’ requirements for product delivery times was issued recently. Responses are currently
being analysed and proposals will be made to the Technical Advisory Committee in October.

Availability of point data for model levels

General availability would be very expensive. Currently point data are available for six pressure levels and some
time series (vertical profiles on a point). If users made limited requests for the specific products required, then the
cost implications could be assessed.

SMS

I.Weger asked which States were using SMS: Germany, Greece, France, Norway, Finland and Hungary; Belgium,
Denmark, Iceland and Ireland are using it or planning to do so.

V. Gislason asked what States were using, if not SMS. M. Andersson replied that SMHI used ControlM because their
system used OpenVMS and SMS did not support VMS. (They are now leaving VMS.) P. Halton stated that Ireland
used in-house scripts, developed over time. There is currently some discussion about whether it would be worth
moving to SMS. R. Barnes noted that the UK had its own suite control system, developed in-house. He believed that
SMS was found to be satisfactory for major projects run on the ECMWF computing system.

R. Rudsar noted that Norway had considerable experience in using SMS and had made some developments which
could be of use to other services. Would anyone be interested in an SMS Mailing List? U. Modigliani suggested that
representatives might like to discuss SMS and compare experiences at their next meeting. ECMWF had not given an
update for some time.

V. Gislason would like to install SMS at the Icelandic met. service and would like more information. He was informed
that there was documentation on the ECMWF web pages and additional information could be obtained from
Iceland’s User Support Contact Point. He also asked for some information on GPFS on Linux. He received some
initial information from ECMWEF analysts and was recommended to keep in contact with them, as they themselves
gained experience with GPFS.

E. Krenzien was interested to learn more about the recent extensions to ECFS and was directed to the relevant
analysts.

Denmark asked for a command line version of a facility to display MARS queues. U. Modigliani replied that its feasi-
bility would be investigated.
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U. Modigliani noted that he had also been asked when ECMWF would begin to produce fields in GRIB 2. He noted
that once the resolution was increased, in particular in the vertical beyond 127-128 levels, then it might be beyond
the range of GRIB 1 and GRIB 2 would have to be introduced; however, this is at least 3-4 years away.

I. Weger noted that ECMWF had undertaken to investigate the feasibility of a common database for Flexpart users.

P. Halton asked that a summary of the information presented at the Security Representatives meeting on IPv.6 be
made available to Computing Representatives. I. Weger agreed that this could be done.

P. Hitij suggested that the material in the printouts provided to all the participants could be made available via a
temporary internal website, so that it could be accessed via notebooks and laptops during the meeting, thus reducing
printing requirements.

NEXT MEETING

I. Weger asked representatives whether they had found the new format -of one full day and two half days- to
have been successful. There was general agreement that the additional time had been very useful. They also
agreed that it was practical to have the meeting back-to-back with the Security Representatives’ meeting and that
the next meeting should be in twelve months’ time. I. Weger stated that the date, in spring 2008, would be
finalised in due course.
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PART II

Member States” and Co-operating States’

Presentations
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Dr Gerhard Hermann — Zentralanstalt fiir Meteorologie und Geodynamik, Austria
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BELGIUM BELGIUM

R. Swennen — Royal Meteorological Institute, Brussels

Computer infrastructure evolution at the RMI of Belgium

Three institutes located on the site of the Plateau d’Uccle (the Belgian Institute for Space Aeronomy (BISA), the Royal
Observatory of Belgium (ROB) and the Royal Meteorological Institute RMI) share some common servers: a file server
and intensive computing server. Each institute also has a local network with specific infrastructure.

Last year we upgraded our operational Aladin runs to four runs per day, and we changed our central SAN infra-
structure from an HP-VA7400 to an IBMDS4800. For the moment we are planning our migration from our central
file server HP to the new one a Netapp FAS3050 cluster.

Specific RMI infrastructure:

More and more servers are migrating from HP-UX to Linux. Not all because I believe Linux is not as stable as HP-
UX. The main production server, telecom server and the database server are running on HP-UX servers. Additional
image production is done on a cluster (Heartbeat) of 2 Dell servers running SLES9. The RMI web and FTP server are
running on DELL Power Edge RHEL4. In the near future we will migrate from our HP-UX login server to a RHAS4
DELL login server. Last year a Microsoft Active Directory domain was implemented and there may be a possibility
to integrate it with Exchange in the near future.

Communication links:

In the near future our primary Belnet connection will be upgrade to 1 Gbps and our backup connection to Belnet
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will be established by a 100 Mbps connection. Currently we are migrating the RMDCN network. Our connection
infrastructure to the branch offices and customers hasn’t changed.
The three institute shared infrastructure:

We bought a Netapp FAS3050 (6TB Fibre channel and 10TB S-ATA) NAS server and are planning the migration from
the old file server to this one.

Currently we have beside our parallel compute server 4 “KAOS” machines. They can be used for long mono CPU
jobs (Matlab, IDL, ... ).

The hardware computer infrastructure of the RMI:

The servers are at least for this year still mainly based on HP servers with progressive introduction of Linux servers:
e HP 9000/L1000 (2 processors, 1 GB memory, 34 GB internal disks): oracle database server.

* SAN infrastructure consisting of an IBM DS4800.

e HP 9000/L2000 (4 processors, 2 GB memory, 72 GB internal disks): login and application server. In a replacement
phase.

e Power Edge 6950 4 Dual Core Opteron 16GB memory machine, will replace the HP-UX login and application
server.

e HP 9000/L1500, 2 processor, 512MB memory and 34 GB internal disks: telecommunications server. All our mete-
orological products (RMDCN) are sent and received on this server.

e HP rp3440 2 processors, 1 GB memory, 34 GB internal disks): forecast office server.

e HP rp3440 (1 processor): used as web applications server (Tomcat), proxy server (Squid). It runs also several soft-
wares such as a DMS (Apache Jakarta Slide), workflow (OSWorkflow), access to Oracle data base (Hibernate),
server monitoring (Bigbrother), problems logging (Elog, free ware using a ticket system).

These HP-UX servers are tied in a high availability cluster.
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CROATIA CROATIA
Viadimir Malovi¢ — Croatian Meteorological and Hydrological Service
%
- = m— . @
B ERERE -
i ol
. ' - R
o 40 O 5 il
S e L 4
- . "". . ' oo
—T i~
-3 Compuling Tesaurces
£ Compubinge resources (2)

= 16 processors 5G] Allix 3000, 32 GB RAM (i)

- L& Glarkn Ilhgn-mll": male Kince (Ml R

= 24 procassors 561 3400, 48 GB RAM

~Husl brar
~ A0 Alaadin,
temotd

=BG Origin 200
- GI S, m-mea ] madic soncieg cheamingiesl dh radie annding
= 53 Origin 350

salstar fape oy OF T3 onlng)
- 1.2 TE sk g

3 Future plans

B WEN meronork qa gesal

= LIMLE serwers

- Wit o [ rsaan 550

- Posigrefaial cabase (cimalnkog o dala)

=1.5 T3 o i sqmcsd

= T s besdicn lor 10

-ELMETSAT

= RETRA Qi “rance sabs B clssemirafon, G5

= MSE Windows computers
DIV} dala

- temrHdon netwerk s au ol fsicn tals

= i = rpdma 1500 b
1
R |
3
L. “war EFS PI'\:d.LII.‘.E'.-D L= 15 (o prugzsea)
L Lippreate lighe lihmary oo 84 Th, disk apaee upin 13 1

~Hrmodn nf o st cooer
Conueail Skl eeiies

Technical Memorandum No. 542

63



CBCMWF Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007

CZECH REPUBLIC CZECH REPUBLIC

Karel Ostatnicky — Czech Hydrometeorological Institute
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T. Lorenzen asked how they implemented and controlled the content mirroring of the central disk array. K. Ostatnicky
replied that they used software supplied by Hitachi.
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Thomas Lorenzen — Danish Meteorological Institute

— 8- (8~ 8) Gflops
— 8-32 Gbyte RAM

— 2~(8~1.30) GHz Intel Itaniumll
— 2~16 Gbyte RAM

scalar jobs for air quality and ocean modelling.
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TCP/IP for the rest.

NEC SX6 64M8 (8 vector nodes with 8 CPU’s each)

NEC TX7 16M2 (2 scalar nodes with 8 CPU’s each)
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SX6 is used for running the Hirlam weather forecast model four times a day.

TX7 does pre-processing and post-processing of Hirlam data plus running of demanding multi processor

Other operational workloads, among which also GTS receiving and archiving from RMDCN, are done on
quite a big park of Linux and Solaris based machines.

Network communication is based on 1000Mbps TCP/IP in the backbone and to selected hosts with 100Mbps
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* The procurement for a tenfold compute capacity increase runs as a restricted procedure.

— Notification of tender plans in EU journal with possibility for everybody to express interest.

— After the interest notification deadline, DMI selects 5 vendors to tender.

— The 5 vendors submit their tenders before the tender deadline (Wednesday noon this week).

— DMI evaluates the tenders and selects a successful candidate for contract negotiation and signature.

* Milestones in 2007 and 2008.

— 2007-03-30 : Five companies were selected and forwarded the tender material.
— 2007-05-23 : Deadline for the five companies to deliver their tender.

— Summer 2007 : Tender evaluation.

— Autumn 2007 : Vendor selection with contract negotiation and signature.

— Either : Installation in one phase, if power consumption not too large for current HPCF to co-exist.
All to be completed and accepted 2008-12-31 at the latest.

— Or: Installation in two phases, if power consumption too large for current HPCF to co-exist.
* Parallel running 1st phase with the current HPCF during code migration.
+ Installing 2nd phase after removal of the current HPCF.
All to be completed and accepted 2008-12-31 at the latest.
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The big T15 domain (0.15° x0.15") will be a T10 (0.10" x0.10°) or better domain of the same geographic
coverage.

The nested domains S05 and Q05, based on the hydrostatic Hirlam model, will be replaced by the non-
hydrostatic Aladin model in better horizontal resolution.

Transitioning from 3DVar to 4DVar.

Implementing a Hirlam or Aladin based ensemble forecasting system.
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* DMI receives from ECMWF via RMDCN data amounting to close to 2.5GBytes per day

* Frames for hirlam account for % of the data volume. Global gauss surface fields for web and other visual-
ization purposes account for %2 of the data volume. The remaining fraction contains a mixture of products
for other purposes.

.

Around dissemination hours the primary 1Mbit RMDCN line is fully saturated.

The backup ISDN line only holds one third of the bandwidth of the RMDCN line, so a failure of the primary
line will cause operational delays at DMI. DMI may opt for a true mission critical setup, when RMDCN turns
to use MPLS.

For testing and quasi time critical activities, DMI receives from ECMWF via Internet data amounting to about
1.0GBytes per day.

Data is transferred via Internet via plain ftp as well as via our ecaccess gateway. Using our ecaccess gateway
for this purpose has been ongoing for now two year with no problems.

omi
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« Presently about 30 registered users on ecgate and hpce
+ Of these users, about 20 seem to be using the system regularly.
* Platforms ecgate and hpce are typically used for the following purposes.

— Hirlam reference runs, as the IBM platform at ECMWEF is chosen as the Hirlam reference platform.
— Benchmarking and porting of code in preparation for the ongoing tender process.

— Data extraction from mars.
+ Of the DMI share of the compute resources, most activities are billed to hirlam related activities.

* About a quarter of this year's DMI share has been used.
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* Some post processing actions in mars, for instance calculating u and v components, seem very slow,
sometimes even slower than fetching the data from tape.
* Thenewgrib_api is apparently not supporting rotated lat-lon co-ordinates at present.
* Are there plans for evolving the emos interpolation routines in the way that gribex has evolved into
grib_api and will interpolation in rotated lat-lon co-ordinates be supported?
pmi
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Mikko Aalto — Finnish Meteorological Institute
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E. Krenzien asked whether they had already tried running Hirlam on the new CSC Cray. M. Aalto replied that they
had not.

Technical Memorandum No. 542 69



CBCMWF Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007

FRANCE FRANCE

Dominique Birman — MétéoFrance
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v Review of MEC phase 2 system
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T Lorenzen asked what the front-ends to Météo France’s NECs were used for. D. Birman replied that they were used
purely for job submission and interactive access, no operational applications are run on them.
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Antonis Emmanouil — Hellenic National Meteorological Service
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R. Urrutia asked what kind of mail server they used. A. Emmanouil replied it was Postfix and SpamAssassin but noted that
SpamAssassin did not work well with Postfix

I. Weger asked whether operational work was performed on both the HP and IBM systems. A. Emmanouil replied that
the IBM was used solely for operations and the HP for research and backup. I. Weger then asked whether this meant that they
maintained and updated two versions of the model. A. Emmanouil replied that the versions on the two systems were different.
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Istvan lhdsz — Hungarian Meteorological Service, Budapest
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38 3% el oraEss
5 %% DEMETER (mudt moxdel ET'S seasunal furecast)
30 ERA-LS [recanalvsis 19751793
45 3 ERAD (re-malyss 1957 -2
5 U5 Special sruject
5 aathera JELICETS

Rirpw ami ha [0 raer i o dembar o Dorape 0 Feprasanoaess, 1330 Wy 207, Fesgary

Surnmary ol quesiiomnarre om use of ECMWEF nstouroes (coil)

At Trouble sheating (mnme 2nswers)
R0 %% wae ECKTWT web
% es Coonpermg, Kepresemanve
T % sk enlleagues
40 %% resd prinhed deduments
15 %, cecosinmal i osk Liser Soprort
(2.5 Qrualiny of printed documents
S0, s eintshile
40 % saad: goodl clear and well organised
,6; Cmality of ECMYWF »eb information

55 % seid: gooet clenr and well arganised
45 % wid: suityhle

2.7 AseEalancs of Compuliog Represeiative
Al of them is sacisBad

[J.H: Assivinner of Liser Suppart
AL of thems i aanafied

R i ha 190 maer as o edemdar Soee Donane 0 Fegressnoasee, 1331 By S0, Feesary

HUNGARY

surmmary ol questiorminre omoese o ECMWE resoarnoes

[3.9: Meed of additinnat infarmatinn andfor frafming feore answers;
19 5% Dozl epdomng coomsss
2% % mare infommuminn mn ECMWE web dsginifleanchy decreased’
S5 e Kmiae G fulure seedtn

30 % have oo addiions! seedy

Rirpwra ami ha 10 maer s o kenbar S Do 03 Fepresarauess, 1331 oy 907, Feagary
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HUNGARY HUNGARY

ECMWTEF data by ECPDS and MARS

(e8] Aniderod S SiFedus  aolsie o [T
Ernpone proa i VAR IS, 345 A0E : ET: D3l 5, BE%E: 1o degernl
HE - GRELDET a2 11T 3 L 1] A posan - ORRS apa
THE - [IF1 GRS DAl TR M Pt i) 215 mmpr- IR0 v
parih Aaderdc sre (R R 1B A TIET: :I:I d-irrl-ﬂ:\-
HE  GREADET (0 12 1T b LA | I prate - & are’m
Fearibira bembebors (% DE. TER W= DE L 2ol, EPS: 12809 dogrom)
T2 - LGET T fERI2 T EL) it 1 ] 25 proam - 545 s'pen
SV Borm bt o S0 O, TS RA TR T mel s
HID - AR LT IR T2 U 48 21 Lilpzrm- P4l sm¥ET
Weather paranper BLEE Ska:
His R T=T®OELD ] i SN e R w
HEA - TR P TET TR RGaR T i ¥ EELE, H )
Hi=. FHFE FF3 HLEGARY i rall] B s 0 e
HSY - GRET OFS [2%l2 1 =1 B2 arprt - 531 wpn
Foruprnn arca PIRS159, dam ulF | ET 0al 5, B, Lo degrosd
5% - TiETE TS WOELD ] ¥ 1137 g
rlmgils EI Forcosi fer Hengars E H\.'l-il-\.ﬂ:'b:. RLAME rmrical
Seargas FPE Forsrsar b Hengams TH Tlews rard® bar bih RS mec e
12 D= v AMEFS &1 fm'eey by MADS emewd

Ryt o ha 190 maer i o eambar Sore Donines 0 Fepraasraawes, 33-37 Bay 20T Feesarp

Future plans

= Estubiish of the possibility of dissemination vin Intermet
i{for backup, tes and operational use)

= Upgrade BMMOCH connecrion

= Farther developiment of WEB based wvisusalization

Fior BOUIWOWE Forecast smcd verification [Inlnaweh)

Ry am ha 190 maer ey o dembar Some Dorape s Fegreasnoasee, 1331 By 200, Feesary

R. Swennen queried their use of SMS with Linux. I. Ihdsz replied that ECMWF had provided a special version of SMS for
Hungary. R. Swennen said that RMI would like to use SMS on HPUX (Itanium). U. Modigliani noted that ECMWF
already runs SMS on HPUX and could discuss RMI’s particular problems.
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ICELAND ICELAND

Vigfus Gislason — Icelandic Meteorological Office

E=3|
Currenst spsiems v |
= Sereers

- BurGalars (Oetweeb & produzisf

— Wirslirees rereers [aerrmal Flebweb]

LESD X gar the DB2 durhbase
— Lo [Bodliat Brierprise £ o Fadom]
= Clicits

—  Wirksdsbtore [Wirdows, Linex)

K 1
Aplivilics Ewe lasl Yosar E - |

Ballwis:

. BEarian oo the meesigs swined MovngWeather soocesafal.

»  Pelgroiion o the VissaFemlien aad prodaction Ll ¥ isial W satler secose (il
«  Barotan o e Monosing 1ee] Magaes suzcesslul.

« Urewson of & cozipbeialy pew weebosioe, opens .o Jme,

Hardwiare

s Redundeni LIPS with menpal bypassmg.

- Eeup ol Doplag-sesiam S0 maln eoneuer-ooon: el UES Sams.

+ Eeorp ol zew Fire stizgaishog wamizg 355 in sl Corepomes: 0TS Socs.
s AcresE-comiml on ES COTSp T poams.

< By D bacloup sysem bocghe, 5o up BoD nod W D ase

+  Pecommissiomeg of =14 vear o WAk {pimosn) done.

¥

Activities the last Year

MNetwork — In a transition phase
» Mew Intranct
- 100 Xhat {140 User connectons
Diecentralized
Light-fiber backbone
« MNew Interner Provider
- 1Ghil connection in Tesland
- 315 Mhit to the World
« RMDOCN migration
G4kbit to 1Z28kbit

Technical Memorandum No. 542 87



CECMWF

Report on the nineteenth meeting of Computing Representatives, 22-24 May 2007

ICELAND

=
LL B o

MNetwork Infrastructure

. .

T A
- R "
oy i i
o, "?"I.
- T
e T

-
-
p——

INTETTHT W
El""i.‘".

g’lﬁf L

b4

Future plans and activities

Migration of production schedulingmonitoring to
SMS.

Finishing the Internet/intramet mipratiomn.

« Commissioning the new Data-backup syvstcm.
« Beplication of the main Database.

Scoup of Wircless LAN hotspots.

» Mew remote aceess mechanism.

ICELAND

88
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IRELAND IRELAND
Paul Halton — Met Eireann

g ';'l-l Ewarr

rr e L LIS T ﬁl-_?._-um-' T st

[ -i'iﬁ,-‘:\_\-.__.\:r\_ T .I I‘; ] ERRE
o NE= L

"'.H_j."' [EEE——

P .
—ia =

L :_;";L ot
Flrsi

—r r. St —
[Tumammian o — [
S e —— %w
ot e L E (Lo 3 IREL .
T Ey < e - ey ey
= ST

""""E:'FE' ' m
i il Ervmarmy, Dubir. inchaed 2

Reasons why?
= |EM RE-B0NSP [BWIFT) has reschad End-0f-Life. Ceaily fe run
—  EyEios is on a reduced Supper & Wanlosanee sosteesl Jio By 2007}

* |CHEG i= the racemly astablished Irish Cenire for High-End
Computing

» Tha G4 project (Reglonal Slimals Crangs modelling Fad & vary
prsilive euperience using ICHEC rescumces during ]

s |GHEG 15 & "'nal-ior-profn” retknal nesounses,

= ICHEC is inlenestad in undertsting collabonalive mseach
pragrammas {l.e. rol SIMply prosicing compuser g

= ICHEC is commilbad o providing mading-ados compuian eeaurcas
Tor s usars (La, Wil upgrede Fandeans o mainialn B poeian)

(RLFS Wl By, Dublin. invhaed k]

T I e

i e
-lv'a.u— =
—'.-'\.-. —

T e o R
% ks -l 0 ol s
] [Py ppery
e T ™A

LRIFS, L . Erwnar g, Dol inehaed =
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= Wallan aysbam &1 KHEC ik Listed as 376 in e comenl TopS00 s
(ECKAWF (2 )

= Twn mar cugtsrs st ICHEC are Walton and Hamilkor.,

Wakon:  1BM eSeresr Closler 1350 spstem 40 Roces dor MW
A7 x dun MY Dyders 2 AGHz (B0 DR Terhaiss Remon,

- Hamiton: Bul MovaScalks 5320 [Eacaup far HWF]
37wl e 1E342 S Moy
= Large memory and dss space (bul nat inlendsd 25 an archbee ).

= Canceciadd wia HEAnal & oabaics woid,
= Canneclion b el Eirann & 81 pressnt via e Insenst Ling (100 bps!

= ICHEG faciies ars somowhere’ o Dubln and monbared remaloy.

(RIFALL il E v, Dubdi. inchaed ]

Qperational HWP sule
= AH ded risd nordes |4 2 specs edRe are rmER on the Wakne Hysdem bun e
cperaionsl mide A Hms wie " Pt I masn o b casn oGl npce

Backup MWF suits
= Hremn sesgaabs EHEL deder. Hamilken
= Alenuns on all-Nooe Ol Lisie Cosler ot Wes Elesarn H3

Anacycen
= Comparer znd appdcrions coreelopment mazedss drolodng MA)

= Fealdmo manharing imkommation n:\-néD'-El: SpShIne B awnd ok b [T O perathone ard
e AR dossziooment kzam al et Ercann.

= sk | CONTIOANET TR0 UNOES Snd avin kb For Wt Eineinn ne Sl rod ek
= fin DGFTE porsan for HRLA resezrch & an DGFTE persan for of e regaanch
bed1 In so-mrastion wclh B Deen)

Mamarardum OF Lncaratad ing (MO
- Adpizked BOU oosers T oo-opetalion agrosmen

(RLFS Wl By, Dbl invhaed H

SWIFT ICHEC

MAIN (Feb 2001) MAIM {Jan 2007)

- 31 Levels « B0 Levels

=15 km =15 km

= Vearsion 5.0.1 = Version 7

« Available at T+3.5 = Available at T+3.0

NESTER = [WBSTER =~ =~

« 40 Levels * B0 Levels

=14 km = 5 km

» Varsion 5.0.1 -Version7.01
T il Ewmarny, Dby, nwhaed r
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IRELAND IRELAND

on...

SWIFT
Mia I!

ICHEC
= Feadilion ig aboll 7 Hm
18 Varncal levals {in acean)
= 30 grid gize 406 % 271 K 94
= Balbymetry was ven froem the
ETEF02 dalka sal
= Culput is in MetCOF fomat far
Inbrarsl veel pagas

(RLFS Wl By, Dublin. invhaed u

« ROMS is run on ICHEC four times a day:
00, 06, 12 and 18£

+ The model is driven by Hidam analysis and
forecast fields

« It runs a 6 hour analysis initially; then it is
launched to run a 48 hour forecast

- - :

Analyss Fomecast
T=i T=T+i T=T+54
10 mires El mins
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ECWWAM was installed &
configured on 9 May 2007

* Opan boundaries =
ECMWF spaciral wawve

* Resciution 0.25% was
chasen in order to
LT resulls ws.
aparalional WAM on
SWIFT

= Area of coverage was
exlended in ander ba
include the position of the
naw buoy, MG

(RIFALL il E v, Dubdi. inchaed 1

1 Ly & i s b ol SE |
ikt =.*." { ‘| mrrupumt
L e
=L e e
z PE2GSI with AHES = el
= -;.3' R
| Rans e Sl }- ==y Craygen + Carkon 1,

7 R . CEssnian
reyTe—— | AP I eta
ettt 1o T S| e st e

___.-' ___.-" e 'l..lﬁu. L CONWT,
Fom CHED & un":?'
Emlmp.' l:lumthrbm WnnaL
|'|IC-|| I'H'D-dlu‘:‘r
(RLFS Wl By, Dbl rvkaed (F4

Sorting hae teen comp mas lor 17e R aencding of 2l M F daia ae dolowe:

Modal ) Cocode Slates  Progecl Prodechan
FIALSASGHE | IEHES jAbmca) Aldain Zposded  Fodud ganaration aad;
HALAW QRE | BEHEG (WAM) W dam maibde | hodan aw bk )
JIALAAGAN | ICHES [Hamias] | hodwmsseumbds | s des van shine?
HALSCHE | Mol Mol _A.Il\.'ih Swoodwd Parbrd paveutan sady

HIRIAAGRR | MDEAALL [Aincaj ol dain Senoded kiod prediures on hecain
FIRL&ASGAN | MDGE&LL PASW il dnin cenoded kizd prociunes mn hacaaz
HIR| AR GRE | WOEALL Plerioad | Fan o pay inhds h.nd.m Jax bl

CCMr Mmin [ Al [ e
ECHAT OC Owmwrrslcs | Aldemceocdiss haa
ECMT IFB Cissarinaion | &1 4% cooodad EFSFLD b D el YT
AN Srieced preduoe Al dein zroodes hiz prvhecin pereareiad
[THTs Dipbal Coars Wodd | fldam Sooeded | fl peadeds porroled
LI Tire e ool Aldai cencdes | Al pvedace penersied
LRI IS eea Wade il daN ceooded Al prodeds persrsled
L WAER Al da coomde ol ol Dk
1ur . Erwnar g, Dbl inwhaed 1%
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+ Bince the end of 2006, plans o miprate the BRMDCH from
Frume Beloy in MPLS heve besn piven o hiph prooricy

= Mew telecommumications link was instzlled severa] mnnths aga.

v The pew MPLE Lk will bave 4 capacety of 1aBps for the Priacs
Acoess Line

the wrrenl Foueme Falaw lizk boes a capacity of J8dkbps

v A Lol imipralsod action lisl Bag been emntanned acd o las besn
povizad a3 weceasary over 1B pasl d oanths

= Tlzer Site Accepiance tests carried ool as specified hy ECWWT
+  Nesrs to LI AD were saccesstol sa far bt dara volames wers snaall

= Miprsioon ol Icssh GTS data o G UEMO eperativnal syslom is
:chﬁu’lzrlfm 110607,

(RIFALL il E v, Dubdi. inchaed L3

= Complete evalustion of Skm HIRL AR mode] results from
L

Vel resuls from ECW AR an ICHEL aystenn

" Test IIVAR

= Testassimilation of acdditional ohservations

{EARs datn, GPS derived humidity dota)
= Test AROME, HARMONIE Madels, m-scale NWP (ICHEC)

(RLFS Wl By, Dbl invhaed (-3

+ 5 sppplizes of Forecaster Warkstations replied o n Beguest for
Infoemation (BFT) saucd at cnd of 20006,

+ I July 2007 oo ITT will be published in the QJEL for the
sapply of Forccasier Workstation softoans.

+ The hardemare will be procused separately depending on
platfion secomimendad lxy the suecessful supplice.

= [Itis plimnexd thit p solution will ke purchased ready tor
installaton ard site acceprance testing b the end of 2007,

LRIFS g . Erwnar g, Dol inehaed -3
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IRELAND

SPE Cdl Project
L] A1 Projet s a maste usir ol f5e FUMWE rosataarie s al This glaps:

SME SERG Project

ol

Iy

- The pruject iz tts curnent foomat 5 zow sobering s Bzal months.,
research in [reland is expected to obiain more pemmament
sxl Gonarmumeent s Bormed in sommmer J00T,

- We expert that new projects will ecverge towands the exd of 2007,

= Climese Chan ﬁ
funding afiez 1

- Thie proje:! hae buen svcamnpletid anid 2 final copaot! is capected stom
- The researchers at UCC are still seeldny fonding for a new project

Boundary Conditions [BE] Gptional Project

- Hinge July 2008, Met Eireann has been receiving 211 DC vecticx! levels in
1he ranpe. mestnoee level -100pa level (e, levels TR0

- The extes levels an: incloded o e rostine disscminaticon of (e BC data
cpxd with the aperatinmal HTRLAM mods! rand on SWIFT wd ICHEC

il E v, Dubdi. inchaed (kg

Ad Mizrsher Blals Vleems weilts Tikona & Canks Fnalied

= 20 Ulsers reosived dew AcCeldencry Tobens in April 2007
s I [lezrs al THOT did sol eeceive their Tokeas = e pesl
= 2 Pew Desrs wene maipnal new Actividentiny Tokere on |7 Bay

= 10 Cleors comlinas ke o theie vafal anl workiog Secorlll cands

Lhe Laxpired Seeuzily cards weere rerumed o Comprating Beprossniative

CasEnly we Bies!
" L Bpeers Activliestily Tohess
- 2 Brews Serwrdlr Cak

B psiroian of GSer poocims B ey oanverdeal and e v e BUMWE web

s

(R Wl By, Dbl invhaed

IRELAND

2. Inzzall new clissr aodbecare cithes in nasa

I.  kenhe Elimame arac-
= _EUEDET=120 45 s 11 (P addnes

= FEIFTRSHT=3001
s FRXTEATROAT=5H4%

1ur il Esrwnary, Dbl

T nse Elpecess wihih the new odiend, the B weoees ol softwanr: hiod oo be

updated oo BOs sservers. The new version is w5100
Users wene required te follve these Seps
1. Derenloel tie B ane e client Fom BCMWE
hitip e cermaT nlasvicesizesssr sderamlad emecs sechemi-w | O by

iln rusrlecal, charg e perrsdsskons wang chreed R oobrx ]
3. Ed wcaccess-v 5 LDV clientbosds’ coas cess

= _TOCATTINSE DRRAl=andreabrowrms-w 1 D [pear s ooy g

4 Fibe keehre or cdine Gk changing seaaee-e 20 b comase s | 00

sxian? af uidar fasrieesl

allocal ssrver

rehanl 19

9%
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IRELAND IRELAND

Actividentity Tokerns

= Lbpr 2 oneenls an g e aew Activideatiny Toksrs tne wary Soslive.
= dlenikelivax for misveng b the mew nkens wars werg casy fre wass o fodlore

= Taken keypads are well designed and "mat m= fessy” an dbe Secnr s,
= Ihacks o Dudier Gercon. Calllesk & User Sepror for f2e stoooh Tareito

Lser Support

= Migation from SkE o ibe new mission eoibizal spsiers wocked oo well wih 1o
resadivee telp of Tel Thebs i= ser Soppeen

= fpmen fus vear, seversl reers staied that BOMWE Sopport i extremezly helpSsl and
ke wme sy saliafizl with fae spead o nespomee @ querie.

n Thacks mow comeeed

(RIFALL il E v, Dubdi. inchaed F. i
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ITALY ITALY
Carmelo Gambuzza — CNMCA, Italian Met Service

Last year's chanpes a1 tha Rlian Mot Serdce:

M Ml Serves

Ugrade af the [ntermeet link bancwicth

Compieted the naticral radar nefwark saqip

Completed the natioral atmasaherie lightning survey rebaork

ratup
o
Mew Mail Server

Use af ECAMWEF fadliies

Lipgreda of h Imarnst Derdwidin:

= bz
R A " HW:1HP Poieanl MLISD . w2 180 eSarver 325 Typessas
B bps A
Belare the end of 2007 100 Mbps P '51*5 '3:'1“" E4Lil 2.2 Ghe & 2

= {5 R Linue
= Haidl

= 05 RegHer Lirux Ertampriss ES2
- updale 6

= Clugler HA: HearBeal = RBO
Jlabes slabie warsan)

ECKTAF, Z& 34 May 2007

Conremed with B4 Kops ieanad links EC

! iR A
£ Fraces

h Siiteakiced

M= =i 2=

b Regho Pascos
Kogare: Erviia
Rariss

B Reginse Verers

O, Begane: Foudi J
o Weprzs Shilia
i Yy |
i" Slzuealy i 1 q\_‘

Kooz Trobams
sHa Adiae

'i-_-“ ey A O

[ R Ly =
{
"‘*—\.PI
i
.__II

o “:j = =

!‘ 1754 =, ECKYNF, 3224 Wios Z0CT
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ITALY ITALY
Radar Compoeiis BRI
(Euracs Rl
[z m]
| Alrrrospheric L
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S A e,
survay network o { Py i T
A -
FIASNE, 5251 Ly 0 5 -y
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ITALY

B F 22 hay 00T

Eﬁ Use of ECMWF facilities

ECMWF Products:

Tetal of 1.5 Goytes of dissamératizn GRIB dats recabean pae day:
= 70 Mbytes for inbemal purposes
= 300 Mbytas Tor esfamal users:

v Regonal Vet Ssryces

. Urhersios

# Ropssrch Cerirs

« Chdi Prolecion Organlzztan
o Acilarte ey proaranre
+ Halan pacs Agercy

" Eurnpman Apass Agancy

T Blemsoris

« Motnnways sodaly

# Elscinzsl Power torpany

< Oriher puble and privete compenies

ECKTAF, 2 24 May 00T

= Use of ECMWF fagilities "o -4 ¥mr s
ECMWF Users & Projects

Terdal of 160 usars:
v S0 Trom Matiors] el Sevics
=100 from othes Rstiebans

~" Hefmeva ot MRS dala (mainly for exiemal usems]

+ Twa ame cnbcal asclcations an H2CF:

= Halan A%t Senice NWP

= IDVAR assmirdon cpcia (1 kmi
v CEERO-PAED |1 k)
o COERITUTA |26 ki)

= COEMO - LESS 110 km)
< Expeermental KWP (EnKF, elo) suiiess cn HPCF
& Ecacces 11,0 retalbsd or B-3- 2007 (et w0 Pao Dordo & Liase! Sdugua)
~ Llaa ol ctiddantity lekers withiul poy problam
Tistal of 12 Spedacial Praacts:
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MOROCCO MOROCCO

Hassan Haddouch — Moroccan Meteorological Centre

.,"A-.-tl:ll' Dwrin Eangs of DOparebicn
" hemanie mealmifiatlan forscmet [l

+ The computing tool iz an TBM RS/G000 3P : 54 Giga Flops,
high Modes (Night Howk 2)

2 nodes dedicated for compating (16 proceasors per oode) and
one nade for data manamement (4 processors).

» Each processor is a Power T at 375 MHz (1.5 Giga Flops).
¥ The ceniral memory 15 19 GH,
* The onling exiernal disks iotal capaciiy is about 1024 GH,

¥ The prchiving machine is g robot (LTO) (140 Temm Bytes) )

-~ -
(Les e srems kb S |

'::;:"!HTIFHI\:‘H-:E_I
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equipment used for collecting data

:|'I-- - .n.

Equipment used for visualisation

In centre :
» Synergie System Sun Solans platform
= Migration to Linux platform soon

In regional centres and airports:
» Messir systems operating with windows

International Links

HEIH

— mumusi =

CASABLANCA

MR

|

WADRID

Future Plans
Connection to RMDCN

Increasing our model resolution
updating new web site during 2007
Supercomputer procurement 2008
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NETHERLANDS NETHERLANDS
Hans de Vries — KNMI

Computer Infrastructure

Computer Infrastructure: highlights

> HPC: SGI ALTIX 3700 bx2 (240 Itanium-2 processors)
> HA: SUN Fire V440 (17 UltraSPARC Illi systems)
> SAN: EMC Clariion CX700 (55 TB)

> StorageTek PowderHorn 9310 tape silo

> Linux Workstations (HP, SUSE Enterprise Linux 10)

> Citrix servers

> 100 Mbit/s 1 Gbit/s internal network

> Remote Access: Fire Pass (F5 Networks)

Computer Infrastructure: Main connections

Connection Capacity
[bit/s]

Internet 1G
Firewalls 4x 100M

RMDCN Access line 384k
ECMWF ?256k
Met Oce (GTS) ? 64k
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NETHERLANDS NETHERLANDS

ECMWF Users

States on May 14, 3006

Total
57

Projects 17

Projects

Burning technical issues

ECMWEF service(s)

What should ECMWEF do differently?

> Very important facility

> New version is faster

> Laurent Gougeon is always ready to help out!

New SecurlD admin tools are much faster
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NORWAY

Rebecca Rudsar — Norwegian Meteorological Institute
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R. Rudsar asked that future ECMWEF requests for information allow Computing Representatives more time to gather
the information from their users.
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Roland Cotariu — National Meteorological Administration
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SERBIA

Viadimir M. Dimitrijevic — Republic Hydro-Meteorological Service of Serbia
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Petar Hitij — Ministry for Environment and Spatial Planning,
Environmental Agency of the Republic of Slovenia

Virtualization

Virtualization was the main tool for simplifying servers:

e Linux-VServer — more than 15 vservers on 5 hosts, including web server dns&mail, Idap, home directories, nagios ...
* Vm Ware - one host 2 virual servers, including Oracle application server.

¢ Disk based backup using standard tools like rsync, duplicity.

Linux-VServer

Main features of “Linux-VServer” virtualization:

* single kernel

* excellent (best) performance

e lightweight — best scalability

e simplicity

e easy to install — part of Debian GNU/Linux distribution

* excellent compatibility — works where Linux kernel works
e filesystem sharing without nfs — “mount -bind”

o free

http://www.linux-vserver.org

Processing, Disk and backup capabilities
For this year we plan to aquire:
* new cluster — probably with the newest Intel multicore processors. This time we want to build one ourselves.

e Fibre Channel disk array (SAN). Partially as a disk store for the new cluster and to consolidate disk space across
main servers.

* two dedicated backup servers with 5TB SATA disk arrays are already purchased, but not yet operational

R. Urrutia asked why they were using virtualisation for the LINUX machines. P. Hitij replied that the main reason was
security but it also simplified server management. V. Gislason asked whether they had considered using Xen free virtu-
alisation software instead of Vserver. P. Hitij replied that it had been considered but Vserver was simpler to implement; he
also believed that Xen used more than one kernel
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SPAIN SPAIN
Eduardo Monreal — Instituto Nacional de Meteorologia, Spain
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= Additional 24 TB disk space installed In 32006
« 24 TB ol new disk space added b Lhe SAN
« Did SAN disks (4 TB)] maved bo the direct atteched disk space
« Current system specification:
« 128 MSPsin 16 modules
= 2.3 Treps thearetical peak performance
= 320 Ghytes of mamary:
o Armadules k 32GE & 12 modules x 1668
« 5.2 Thytes of usable direct sttached disk space
« A Storage Area Nebaork with:
o 15.6 Toybes of usaaie disk space
n  ADIC soatar 100 rohatis system ! & LTHZ drivas, 14TH
= ADICs Stormest Management Sulte {Storest Flie System &
Shormext Storage Marager!
- Bt o ey o eslalved Ny Lo % e X000 JT -
[raffun Mecianal e Medeaalogs = Sgain SR
HPC; the CRAY X1E [(1I)
= PMlanned for late 2007:
« Memory spgrade o 512 Ghytos
o all 158 modwes will run at 32GE
= Stand alene cross-compiler
o Linwe sarver with B AMD opteren cones
n Compllabian Gpeed at kast B Bmes fshar
e H"I'lu\.-‘ﬁi b rveela H':I I.-\.'I"H== = I _.-"
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SPAIN SPAIN

Iriaftune Meckamal ca Madsaraliga - Frabi =T
The new Data Handling System (I)

: Installad during August-Septamber 2006
= 2 storage lowels in a 4 Ghy's FLCS5AN;
o Fast FC cisks: 4.5 TH
o SATH disks: 56 T8
»  AOLC scalar 2K tape library: & LTO2 tape drives, 80 TH

= & Albx 350 sareers with 6 [fanium2 1.5 Ghy processors k16
EE of mermory each

= H& cluster af 2 Altix 350 with 4 Itaniem2 1.5 Ghz processars
& 10 GB of memory each

« Sofeware:CHFS, DFM (HSM) & TimeMNavigator {beckup)
= hccepted In November 2006
= Acceptance tests run on an inidal configuration
* F5 &k Migration Policlies reconfigured in January 2007

~ B et B iy o el vwd iy LT W 05 0T -

Iriaivtans Masianal da Mabaare g = Saaln AL TR
The new Data Handling System {1II)

Chaem Samarye 4y el | w2
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[raltarne Maciamai ca Madaoralogis = Faain [t ™
The new Data Handling Systermn {III)

- Oparational since April 2007

= Migration from the old system near completion:

= The e sysbem is sbaring mose than 20 T in L5 millian fles
= Upgrade planned for 3Q2007:

= All 4 Altlx 350 sarvers will ruen with & Itanlumz processars

= SATA disks 1o be increased by 36 TE (Up o 92 TE]

e & LTS drves and 2100 skhots will be added to the ADIC
scalar 2000 tape library (12 LTO3 drives, S00 TE in total)

o~ B o ety o el i Ny LW N D6 0T -
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SPAIN SPAIN

I fitate Mesianal de Medsaralogia Z Saain ==

= Sun Fire V440 sarvers

= A clustar of 2 5un Fire Y440,
o 4 x 1.6 G prodessord, B GB of mamary
o Sun SuodEdge 3510 FC array: 452 GE
n  These teo FYETams sLpport the Massage Switching (SCH)
= 2 5un Firg W440;
o 4= 1.6 GAE prooessard, B GB ol meamary
o 268 GE of disk gach
n  Hardie data pre-pracessing and Report DB as wall a5
rasEation af F digsaminalion, mest af graphics
production and post-pracassing
= 141 Sun Fire Wa4d;
o 4 16 EHE proceasars, B GB af memary
o 268 GE of disk spaca
n 1 for applications develcpmant and testing
o 1 apalisation server far climate DB

~ T ® el o oty o il v il WO -0 I -

Iriaivtans Masianal da Mabaare g = Saaln AL TR
WAN developments (I)

= Connection to the Internet

- Conmectian to Redins (Mational Acadamic & Rasaarch
Mebtwork) upgraded o 40 mbps bandwidith on a 100 mpbs
link in March 2007

« Further upgrade currenty being Inmplemented:

= 2 differert prosiders: Radlris & BT

¢ 2 Diversely moubed 100 mibps faks:
& 100 mbps bandwidth through Redlris:
= S0 mibps bandwidth through BT

v Dyramas halangng ! link proof radeana

= Expected to be operabonal by end of Jure

= RMDCH migration to MPFLS

= Nokb yab complated:
Maw 7 mbps acoess line and aguipment installed
= Conmechdwity tests mot fully suocessful

-~ BUR S aly el ved Ny DO Mo IS 0T -

Ialftane Nesianal de Medsaralogi z Spain == -

WAN developmenits (II)

= Connections to Reglonal Centres [(CMT)

= Currently on Frame Relay:
:  Hain affio= connected through 2 diversaly routed 39 mbps
Eriks
& sites upgradad to 2 mbps last year
n 1L BEes remain at 517 kbps
n ISDOM for backwa

= A completedy new nebwcrk s being deployved:

MPLE based

Fain offior connected shirough 2 diverssly routed 400 mbps:
inks to diffgrant providars

13 s%es rumning at 10 mbps

4 sikes gb 2 mbps

EL links at 2 mbps for backun

Oparatinal by rrd of Jura

2 0 o0

o~ B o ety o el i Ny LW N D6 0T -
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SPAIN SPAIN
Irinftuns Nasianal ce Metsaraloga = Spain L=
Use of ECMWF systems
- Registerad users:
= AL present, 77 Spanish users are registered (72 last year)
= 43 from INM and 14 from univearsities
= 8 nob ative in 2006-2007
= 559 logged on Im Aprl & May
= 10 more Spanish users in 3 Spedal Projects
= Work dona is for the most part MARS data retriavals,
particularly access to ERA-40 dataset
= Metview used In batch mode to produce derived EFS
products
= Al users use the Internet for data transher
= [ata transfer over RMOCK anly for disseminatsan and other
aperational usa
~ H'Hiu-\.--uﬁ’ o il v H:I msn o I _.-"
Inaftane Masianal de Mt g = Spain =T
Use of HPCF
= Last year 18 users used the HPCF. They basically
warkad In the following areas:
= HIRLAM medel nuns using thae reference system
= Trajectory camputationg
= Studies on Climate wariability
= Stetistical dewnscaling of seasonel forecest autputs
= Imtegration of RCASHIRLAM within EU ENSEMBLES Froject
framework
* HIRLAM sccounts for the 96% of 2006 used
allocation:
- Data assimilation group (40-Yar): 465%
= Parallel runs: 36%
- Mode! development; 14%
= A 2% due bto Seasonal FC dovwnscaling
-~ H"I‘lwﬁ,h-.lhd.l'ml ol vy mﬂ:—m
Iraktare Nesianal de Metearaloga = Spain = -

=

e
v
[ | e
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e
= |
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= |
=
= e = ] =
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HPCF: CPU usage

E
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SPAIN SPAIN
Inimiveune Macianai ci Mebsaralogd z Sgain ==
Experience using ECMWF computers [(I)
= Commants &k quaries from users:
= 12 replied 1o a request for feedback
= A5 a general comment, users ane very satisfied of ECHMWF
computer services. They have no complaints
= Assistance & help from User Support, very much appredcated
= A Taw gueries:
o A cptianfutiEy within FCFS te ramavie directories reclrsivasy
[at pres=nt, this is made by ECHWF on-demand}
= Ecaccess oetificates: display al validgity far the differant
ommands
= Common DB far FLEXPART usars
+  WBRSLIE accassibia ab tha same level than BHQSLTE
.- B0 o il Pl laowd ity L b -89 -
Inafitune Macianal ce Matsaraloga z Spain == -
Experience using ECMWF computers [II)
= My own exparieanca:
« I use EMS to regisber new users, réview & dhange proflles
and so on

o straighthersard procedure, weall doodmented

o ey pawerlul and usehdl Loo

o The onling acceptance of terms and conditEns, is already
mpl=manted?

v Wil users of Actwldertty takers hewe o sign a dedlaraston
an its usa similar tn what thay signed on the ise of SecurlD
bokens?

= Actividenty Help Desk

v Far the moment, 1 onby used it 8o list users and kags

v L miss some kind of quick Esting of all users with fast apoess
date similar o eclist

- B Uty P bl vsd Mty LW b -5 0T -~
Inaltune Necianal de Metsanalogi z Spain == -
Future plans

- Integration

= Hew projects at ECMWFF:

of RCASHIRLAM Tor diynamical downscaling of

-I}I.IEFIIJE fram Saasonal Faracask 5-,-3I:Erh-3:
o Hindcasts atready stated, May completed

s 11 member Integratan, on & regular basis, o be started soon.
Huge amount of data cutputs bo be stored on ECFS

= Uploading to MARS of INM-5REFS mukimadel sutputs

B o ety o el i Ny LW N D6 0T -~

-
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SPAIN
Irafune Mecianal ce Wadearaliogia - Seain A EEET A
Questions
= Job submission through Ecaccess & time-critical jobs
= Reliability

= High Avallabllity mechanksms
= Information on new software releasas

= How m improve it?

« Intagration of tools avallabla to Comp. Rap.
= Many Comp, Rep. tasks can be done through EMS, but thers
arg other usaful toals
Progeess an mbegraticn on EMS woukd be welcome

.- B et B iy o el vwd iy LT W 05 0T -

SPAIN

In response to E. Monreal’s query, in relation to EMS, about on line acceptance of ECMWEF’s Terms and Conditions
of use, U. Modigliani stated that, as a first step, every user gets a link to a web page containing all the Terms and
Conditions as part of the registration process. Currently, any new users of Activldentity cards need to sign a decla-

ration similar to the one used with the SecurID cards.

D. Lucas noted that MétéoFrance asks all their users (internal and external) to sign a licence agreement with
MétéoFrance, so any new procedure to be introduced would need to take account of this. D. Garg¢on noted that a
facility to allow a quick listing of all users with their date of last access should be easy to create.
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SWEDEN SWEDEN

Rafael Urrutia — Swedish Meteorological and Hydrological Institute (SMHI)

SMHI IT infrastnacture — The FocalPoinn e s,
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SWEDEN

SWEDEN

SMHIIT I.'I'I.‘ﬁ:'RSEl'I.‘h-"‘I.‘JI.‘l: Application Acosss

"""" BT Wl ¥ ]

Lredidornd Appdcwbon bmoos

Ho e =

SMHIIT |.11.t't*3511'|.'r:rm:

''''' =T B

Urrmelda bl dppiloaies Acoom

Application Access

s § L i

SMHIIT 1.t'ra5‘n.1rl‘un: Emw Virtualizaticn

Fiyelcal serar copseris i cdrfasl v
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SWEDEN SWEDEN
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ShHI IT infrastmechire — Sn:-n:u: activities in focus
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SWITZERLAND SWITZERLAND

Peter Roth — Federal Office of Meteorology and Climatology, MeteoSwiss

r oy T e s P AR
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Current Computer Configuration (1)
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mertehi f e e e e
ke e s Bl

Current Computer Configuration (2)

= Maw (Binca the mesting of 2005)
+ Mindo-dalasareer (=] ofoes)
= CireSal-Saner
= LUpgrade of Fas on Demand
= Sworage Area Nebwork S]]
¢ BwinsMeolNel iwcather caln apculsHion sysicm)
= i of Service [(snce the merting of 2008)
= PO
= EROE nicgrled rko e O6WH, Inla the dal sonver Sor Minjo ard Ao
eyesdeam For gorres GRIE Galal

i, -, ki, Kot ey " T B T "
Pt Ml ' 7
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Figures (1)

Equipmani

= Unke Borvar (Sur): &3 (80]

= Linties Swnd (Dal) 500]

= Windows Serese (1BR, 259 42 (31)
= WS Sarver: 205

= Unb Worssiadon [Sunf: 214 (234)

= PG Laptop (O], BRI 467 (4205

EIJ'B'!B-Q!.': mara WinTal, less Unix

ksl poar

L T P T
P Ml ' I
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SWITZERLAND

L+ T

Figures (2)

= Mabkwiork
= LAk 1000 Mngs ¢ 200 Mbps
= WM 2210 Mbpe Do asch reEana lTca)
= ETH I CSRCS: 2 x 100 Mbp=
= Imernet: 2% 100 NEps
= HMDOUH
ECENTF: MEM I Ebpe (G i CIR m)
=4 0] 1307 Gd Kbps
Ml rance: 32! 33 Ekpe
e DL e e————T— =

e s P AR
L LN, S An L B

P Wl " I

SWITZERLAND

; = e e R LR
i L e, gy i
Rl iriey i

Actual Work f Plans

= ‘Work in progress
© imagzhcn of 1ne Hing apsdcaton s compieed (hacomes noasstnna soon)
v inksgpsbazn of Gl
= inelsligicn of an spplcrion seemr (Veekingice s
= ‘Whithin the noxt few years
v Sofleea e a0 aen e sl st sp ol ceen, Jaei, = atclawanm|
v Srssr repssoETEIE Ior T o A el | Sraew e W alow o

Limue)
Dues o ropd oo sl o meloorodoag i apod oadons ©AM o= FC and Solarks
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ECMWF Users
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R. Urrutia asked why they used Windows. P. Roth replied that it enabled them to follow DWD and benefit from their experience.
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UNITED KINGDOM UNITED KINGDOM
Richard Barnes — Met Office, United Kingdom

Current Configuration

e hras Neravors DU Elerewd L]
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Mo Dwn dorb b
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S ERHT e AT b
- it 0 Page 5

& 7 Mode 168 procaeeort MEC SX-B

s 34 noda MEC SX-E sysbam spit babyasn 2 halks
= Oz 18 Node (182 Prooessor | Chslar
= Onz 18 MNode (120 Prooessor) Claslar

= Arcessed via B MEGC TE-F from ends

= 40 TS of disk space forming a &FS across 2 hals

Operationa almossha lerecas, models flay 2007
CGlobal MDD —30km hAE BMIxEA0 3 —17Em
LIKA ZHExZe 0wl A —damn LIK on damand 300F —1.5km
Plus MOGREPS 24 member short range ersembie
and Wave, Shell Sess and Doasn models

B g 0 Foga i

Supercomputér Procurement

= Dedicated Met Office machine
= Jaint procurement discussions with EFSRO
Fegearch Councils failed o bear fruil this time
= Podantial for resource sharing with MERC
s lnvitation to Tender — July 2007
UM RAPS based benchmarks
=Yarious U configurations, d0WAR, ORPS
=Short-list — Christrmas 2007
s Competitive Dialogue procedurs
» Operational model running transferred to new
machine — April 2009

= Alzo MASS Storage Replacement underwvay

E-Cmmr s 10 Fagn
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UNITED KINGDOM UNITED KINGDOM

Unified Model Development

sFCM - Flexible Configuraticn Managemant
= Corfiguration managament — Subwarsion

= Tickets' to manage all moded & syatam chamges
and upgrades — Trac

= All magar scientific codes now under FCM

=N Collaboration Confracts
= Resaganch licences — =10 in UK, =10 elsewhen
= Jperational licences — Morway, SAWSE, Australia

B gt 0 Faga

Desktop Environment

® Deszkiop PCs used across the Met Office
= Around 300 Linuk deskiops for scentisis
» arand 500 Windows XF deskicps for oinar sted

» 30 Linux workstations used as servars for
computea intensive work

= HP worketatlions haing retired, and replaced by
Liriux cormpausle sere

= Tawthing trowbles with ECaccsss sorfed out
» Matwork capacity

= Gigahbit Erhermet bacsaone
= 130Es o irdwidual desiaap

B g 0 Fogm I

= Lisers Registered
8 Curnantly 165 reglabenad usams (143 lest yaar]
= Mlajaricy {97) al Mel Oilica
= Estimale =110 “active’

* 48 usems issURd with Actridrriny 1nkens 10 replace Srcurlld cards
= Many users make simple MARS data retriavals

i Find sysham aasy o uss

= Goad documertalion
= Fawr users with large / complex data sets

= THORPEX wark requires larger rarsfers todfmom et Cifos
= Met Office Leased Line

= Upgraded from 2 o 10 Mis's in Moe 2008
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UNITED KINGDOM UNITED KINGDOM

Use of ECMWF Systems

» ECaccess
= Currerty rurming £ galeway servers (2 reseanch, 2 operatonal)
= &0 gabeass ghva Bcess We the haased inm
* Metview
= Meny Deal macnos
= Autonatad MARS ralriavals
* Lze of HPCF
= Urified Model parled 1c (BM (ueing MPP coda)

= Used S0%. af talal 58U alozation n 2008, o, 10.58 MEEU out of
11.5 MSEL

= Up fram 5455 wsages n 2005

= ‘With soveml large projocts wel uncenway, likely 1D use most of
aur gllecation s&gain Mk vaer

B gt 0 Fagm

Current use & Projects

= Rulti-model ansambles and FORMOST wall
established
= QIUMF and ENSEMBLES largest user last vear
(43% of usage)
= THORPEX work fully underaay this year {36%:)
= Producton siyia runs bwice daily
= 24 member ensemble forecast
= Forecast o 15 days
= Confribudes o THEGE archive
= 8 Spacial Projacts

B g 0 Foga i

Future Plans

= Continuee with long-range and seasonal forecasts

= ELIRGSIF - ELURCnean mutt-rmodel Seasonal to Inter-
annual Predicion syslem
= ENSEMBLES Projodt [EU FP¥6) has skated and wil conlinue

* Seasoral o decadal predichions of dimate with ocaan
data assimilstion

= Eneambles wil e used 10 E-EI'I'Ir.'IlE unmrlalr"r:.r " bath
nital conditions and mode! parametors

= Continue THORPEX project contribution.
= Possible resalution increase
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UNITED KINGDOM UNITED KINGDOM

Met Office THORPEX medium-range ensamble

= Globsl 15-day ensemble lorecasis, based on
MOGREPS (Met Ofice Global and Regional
Ensemble Prediction System).
& Inkial exndfang ene producaed &1 Mal Ofca. Than menstarmed
wa ECKWWF Tor runring the ensemiole forecasis.
= 24 momaers (cantrol + 23 ETKF-based periubatiars), run
wwice | day {0 ard 92 UTC)
= Besolutian: W124 {00835 = 1.25%), 28 ovels
® Thea arsamike suiha = being furthar devsioond 1o ren as &
“lirrs crilical”™ suia.
= Zutpul fram the er=mmble forecasis is now being added o the
TIGEEE [THORPEX Imterach v Grand CGlanal Ensambba)
dal=base hoelsd by ECMWEF, and also coomd o MCAR dard,
im fubune, ChA].

B gt 0 Fagn

= Output frorm the ensemible forecasis is post-processed both on
sogEla. ared &) tha Mad Ofcs, 1o ganarls axperimenial fonazast
products, paricufardy o highlight predicied gh-mpast weatber.

= The examaie below snows the probability of stong wines (>60ke
8L HES hPa) Tor e glorm of 187 Janvary 2007, et TorecesT rangas
fram 1 day o 14 days.

e = L L
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L
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CTBTO

CTBTO

Gerhard Wotawa — Preparatory Commission for the Comprehensive Nuclear-Test-Ban

Treaty Organization, Provisional Technical Secretariat, Vienna, Austria

e

Daly data transfer from ECMWE o PTS (1)

The FT'5 nses the rew enhanced O Cacpess balch service to reisieve dathy anaivsis
daia fromn ECRAAE mozaaroeal -time
Triggerieg podmis ane realaa i of Anafeeds 13 UTS Caronsd 18 0TS aned Sl ysie 063 LIT

(arerand & LITE)

Cauba o rebweve] ool 90 b leyvers oo gdobal 19207 prie

Arabxs [2200 D18 are app ernarad by 4 sbaa o BLF brees o, el oeobbon e
rar dane e et
Five 32 caed & i of 2. D (2dE a8 eocmicisd
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T. Lorenzen assumed that the CTBTO runs mainly retrospective ATM models but asked whether it also receives
ECMWEF products out to day 15 to study how events are likely to evolve. G. Wotawa replied that the recent incident in
North Korea was known of at his centre within two hours and predictive studies were undertaken. They receive only analyses
from ECMWE: it takes 72 hours to process data from the time of collection after an event, so analysis data are sufficient for
these purposes. If required, forecast data are obtained from the US.
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EUMETSAT
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ANNEX 1 ANNEX 1

Nineteenth Meeting of Computing Representatives
ECMWE, Shinfield Park, Reading, U.K., 22-24 May 2007

Participants

Austria Mr. Gerhard Hermann
Belgium Mr Rudi Swennen
Croatia Mr. Vladimir Malovié

Czech Republic Mr. Karel Ostatnicky

Denmark Mr. Thomas Lorenzen
Finland Mr. Mikko Aalto
France Mr. Dominique Birman
Germany Dr. Elisabeth Krenzien
Greece Major Antonis Emmanouil
Hungary Mr. Istvan Thédsz
Iceland Mr Vigfis Gislason
Ireland Mr. Paul Halton
Morocco Mrs. Fatima Driouech, Mr. Hassan Haddouch, Mr. Khalid Lahlal, Mr. Abderrazak Lemkhenter
Norway Ms. Rebecca Rudsar
Romania Mr. Roland Cotariu, Mr. Catalin Ostroveanu
Serbia Mr. Vladimir Dimitrijevic
Slovenia Mr. Petar Hitij
Spain Mr. Jesus Gomez, Mr. Eduardo Monreal
Sweden Mr. Mattias Andersson, Mr. Rafael Urrutia
Switzerland Mr. Peter Roth
United Kingdom Mr. Richard Barnes
EUMETSAT Dr. Fritz Wollenweber
CTBTO Mr. Gerhard Wotawa
JRC Dr. Stefano Galmarini
ECMWF Tony Bakker
Paul Dando

Francis Dequenne
Richard Fisker
Anne Fouilloux
Enrico Fucile
Laurent Gougeon
Dominique Lucas
Carsten Maass
Umberto Modigliani
Dieter Niebel
Pam Prior
Stephan Siemen

Isabella Weger
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ANNEX 2 ANNEX 2
Programme

Tuesday, 22 May 2007
14.00 Welcome

ECMWF’s computer status and plans..........ccccovveiiininiinnine, I. Weger
15.15 Coffee
15:45 New DRS and update on DHS ..., F. Dequenne
Member State server: status and plans ... R. Fisker
New Strong Authentication SYStem...........cccuvuviueurecueunicieeniciriiericeeseceeeseeeneenes D. Garcon
LAN: overview and resiliency iSSUes..........ccccoeiviriiniiiiniiininciicccicccicn, D. Niebel
RMDCN UPdate....cooviieiciciiiie s T. Bakker

17.30 Cocktails

Wednesday, 23 May 2007

09.00 Member States” and Co-operating States” presentations
10.30 Coffee

11.00 General Discussion

12.00 Visit of Computer Hall (optional)

12.30 Lunch

13.30 Member States” and Co-operating States’ presentations
15.30 Coffee

16:00 Member States” and Co-operating States” presentations

Graphics UPAALe....c.c.ovvcececueieieieiriicciccieieiers ettt et seene S. Siemen

GRIB API update and new GRIB t00IS .......ccccccoeiriiiiiiiiiniiiiiiiiccccce, E. Fucile

ECaccess: status and plans..........ccoceeueueieininiicicceieccee e L. Gougeon

Member State time-critical applications ...........cccceeiiviviiiiiiiie, D. Lucas
19:30 Informal dinner

Thursday, 24 May 2007

09.00 Member States” and Co-operating States” presentations

10.30 Coffee

11.00 New Incident Management SyStem..........cccoovrureeieinininiiineeeeccecee e P. Dando
Usage of HPCF resources by Member States..........cccocovvviiiiinnnnniniinnen, U. Modigliani
Final Discussion

12.30 End of meeting
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ANNEX 3 ANNEX 3

Erwan Favennac — MétéoFrance

mm Management System — 5 years with REMEDY
implementation:

+ Instolbotion 2000 ; usoge since 200E

*Nerdon 4.3 (ofter a long time with ¥.4)

*1 central server

Light client (WEB)

+ 3 bevel cotegorizotion of problems

+ 3 level organisotion {call desk, specialist, ewpert)

[' METED FRANCE

v REMEDY at METEC -FRANCE
“Eopd points:

+High level tool, kigh capacity
+ Reliobility

+High level of parametrization
+ 'Workflow based (TTIL)

+ Improvesd ergonomics

D METED FRANLCE

v REMEDY at METEOQ-FRANCE
*Mot so good points:

+Ergonomics con be improved._

+High lewel of porometrizotion couses heovy odministrotion
~“Data bese 5 Sracle but only « encapsulated Oracle w
+Hetter suppert on Windows than an Limux

+Reporting ! Crystol Report

+'Everything will change with ‘Verslan 7 1

E' METED FRANLE
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