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1. Introduction
In May 2006 Member States and Co-operating States were requested to contribute to the Report on Application and Verification
of ECMWF Products for 2006. Contributions have been received from 24 States and constitute the second part of this report.
The first part presents a summary of the information and results given in the contributions – these were requested to be discussed
under the following headings:

1. Summary of major highlights

2. Objective verification

3. Subjective verification

4. Seasonal and monthly forecast

5. References to relevant publications

The recommendations to Member States for verification of local weather forecasts are given in ECMWF Technical
Memorandum No 430 by P. Nurmi, available via the ECMWF website: 

http://www.ecmwf.int/publications/library/do/references/list/14

This summary focuses on comments that have been made about verification results, or on results themselves, when methods
(e.g. subjective verification) differ from those used operationally at ECMWF. ECMWF objectively verifies a wide range of
direct model output (DMO): upper air parameters verified against analyses and observations, weather elements verified against
observations or 0-24h forecasts. Various statistics, such as area means, time averages, etc., are produced. The EPS verification
is included in this system. These results are considered in a separate document on Verification statistics and evaluations of
ECMWF forecasts (Document ECMWF/TAC/36(06)5). 

The contributions from Member States and Co-operating States contained in the second part of this report complement, in
some detail, the presentations on applications and verification made at the ECMWF Product Users’ Meeting, 14-16 June 2006.
Some of the findings from this meeting are included in the following summary. The programme for the Users’ Meeting, together
with the presentations and the conclusions from the final discussion, can be found on the ECMWF website at:

http://www.ecmwf.int/newsevents/meetings/forecast_products_user/Presentations2006/index.html

In this summary we also used information collected during the visits to Member States and Co-operating States between
autumn 2005 and spring 2006. 

2. General comments
The contributions from Member States and Co-operating States in the second part of this report demonstrate a wide range of
applications of ECMWF products together with an impressive variety of verification results. The overall impression is very
positive. ECMWF products are widely used in the medium range. In the short range ECMWF products are also used by many
countries, often together with other models, especially limited area models. The use of the EPS in developing early warnings
for severe weather events appears to be increasing. The monthly forecast system is also being used and found to be skilful by
several countries. 

ECMWF forecast products on the web are now widely available and used in the forecast offices. Users appreciate the ease
of access and the range of products provided.

3. Applications and verification results

3.1 Applications 

• As well as providing boundary conditions for several limited area systems, the ECMWF model is often used as a
reference system against which to compare the performance of the limited-area forecasts. EPS members also provide
boundary conditions for some limited-area ensemble systems.

• ECMWF model fields are used to drive trajectory and dispersion models (Austria, Czech Republic, France, Hungary),
hydrological models (Austria, Czech Republic, Finland, Serbia, Sweden), agricultural crop models (Croatia, Serbia)
and as a backup for a short-range road ice model (Ireland).

3.2 Synoptic evaluation

• Belgium noted some inconsistency between successive forecasts (00, 12 UTC) in forecasting the evolution of cut-off lows.

• Romania noted occasional underestimation of blocking over Eastern Europe.

• The UK reported improved scores for 2005 from their subjective evaluation of ECMWF forecasts. 

• The Netherlands reported that  2005 was the best year yet for their verification of ECMWF forecasts based on objective
classification of upper air fields.

• France reported that the verification of the EPS tubing central cluster was not as good for 2005 as for 2004.
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3.3 Weather parameters

• Hungary reported that a large area of low stratus persisting for several weeks was not well predicted by the ECMWF
model; consequently forecast temperatures were too cold. Slovenia also noted this problem. Conversely, Sweden reported
too much low cloud forecast in very cold situations and also too much fog over cold seas.

• Underestimation of extreme cold temperatures was reported by Ireland, Serbia and Sweden. 

• Underestimation of heavy precipitation and overestimation of light precipitation was mentioned by Hungary, Norway
and Romania. The difficulty of verifying precipitation forecasts was also mentioned (Hungary, Iceland). 

• Ireland noted a long-term positive trend in precipitation forecasts. Croatia noted improved precipitation bias in 2005.
Romania reported a clear improvement in precipitation forecasts, while Turkey stated that their operational precipitation
forecasts had improved.

3.4 Post-processing
• Almost all countries apply statistical procedures to post-process ECMWF products. Perfect prog, MOS and Kalman

Filter methods are all used. The procedures are used mainly for surface weather parameters (including temperature,
precipitation and wind) and are particularly effective in correcting systematic differences (biases) between the model
grid box mean values and station observations. 

• Statistical post-processing is also applied to EPS forecasts. Finland reported that dressing the EPS improves probability
forecasts for winds. France calibrates EPS distribution using rank histogram and Bayesian Model Averaging. Germany
also noted the need to calibrate the EPS for extreme events.

3.5 Severe weather

• Belgium has introduced an EPS-based alert system for precipitation, maximum temperature and a heat index; probability
information is given for 4 risk categories.

• The UK First-Guess Early Warning System, based on EPS input, was shown to have consistently useful skill to day 4,
with only a slow drop off in performance beyond day 4.

• The Netherlands is developing an early warning system, based on the EPS, to alert forecasters to potential severe events.

• A preliminary study of issuing weather warnings in Finland showed ECMWF forecasts are used both at short-range
(together with HIRLAM) and medium range.

• Germany reported that the EPS is used to assess the potential occurrence of extreme weather events.

• Following encouraging results in spring 2005 (heavy rainfall and severe flooding), Romania now uses the EPS
operationally and especially for extreme events. The EFI is found useful for highlighting severe situations. The Czech
Republic plans to use EPS precipitation probabilities for flood warnings next spring. Hungary reported results from a
case study in which the EPS provides a good signal for heavy precipitation.

• Working together with the regional Water Boards, the Netherlands has developed an automated warning system for
flood risk management. Critical precipitation amounts and probability thresholds were chosen based on a cost-loss
analysis for each Water Board. Warnings are automatically generated from 9-day EPS probability forecasts of area-
average precipitation for each region 

3.6 Tropical cyclones

• France reported ECMWF forecasts to be particularly useful for tropical cyclones and for the tropics in general. Strike
probability maps are used for TCs. Other tropical products include wave model EPSgrams that are useful for potential
coastal flood warnings.

• The UK reported a comparison of UK and ECMWF tropical cyclone forecasts. Met Office forecasts are better in the
short range (ECMWF has no manual initialisation), while ECMWF tracks are better beyond day 3. The two models
have different characteristics – ECMWF is better at deepening cyclones, whereas the Met Office model does better in
the weakening phase.

3.7 Monthly and seasonal forecasts

• Use of the monthly forecasts was reported by France, Croatia, Czech Republic, Hungary, Iceland, Norway, Romania,
Serbia, Slovenia, Sweden and UK. The monthly products from the ECMWF website are often used.

• The seasonal forecasts are used either directly or in combination with other (often statistical) predictions to provide
seasonal outlooks in Croatia, Denmark, Hungary, Norway, Romania, Serbia, Slovenia, Switzerland and UK. Some of
these are made available to the public. The ECMWF seasonal forecast is used to assess the confidence for the
MétéoFrance seasonal forecast.

• Several countries are providing the monthly and seasonal forecasts internally (via their intranet) and are assessing the
potential for using these products (Austria, Iceland, Switzerland and Turkey).



ANNEX ANNEX

Recommendations on the verification of local weather forecasts

Pertti Nurmi, December 2003

1. Introduction - Background
The ECMWF Technical Advisory Committee (TAC) noted at its 32nd session (2002) that the “Recommendations on the
verification of local weather forecasts” annexed to the annual Report on Verification of ECMWF products in Member States
and Co-operating States (hereafter referred to as MS), the so-called “Green Book”, had been drafted some ten years ago. The
TAC therefore requested that these recommendations be reviewed and revised in the light of current circumstances.

Recent progress in numerical weather prediction, as well as developments in forecast verification methods has been vigorous.
The advent of probabilistic methods into operational numerical weather prediction has taken place during the last decade, and
with the introduction of the Ensemble Prediction Systems (EPS) dramatically widened the use and applicability of NWP output
in operational weather services within ECMWF MSs.

There are, and have been, various verification activities under the auspices of WMO like the newly founded Working Group
on Verification (WGV) ([web 1]) within the World Weather Research Program (WWRP), or the more established verification
group under the Working Group on Numerical Experimentation (WGNE) (Bougeault, 2003; [ref 1]). The emphasis of the latter
is focused on verification techniques oriented toward model developers, while the role of the WGV is more directed to end
users of high impact weather forecasts.

There is a host of recent important international conferences and workshops, either solely dedicated to verification issues, e.g.

• Workshop on Making Verification More Meaningful (Boulder, 2002; [ref 2], [web 2])

• WWRP/WMO Workshop on the Verification of Quantitative Precipitation Forecasts (Prague, 2001; [web 3])

• EUMETNET/SRNWP Mesoscale Verification Workshop (De Bilt, 2001; [ref 3])

or, with a strong verification context, e.g.

• International Conference on Quantitative Precipitation Forecasting (Reading, 2002; [ref 4])

• The biennial European Conference(s) on Applications of Meteorology (ECAM)

Two important textbooks with wide coverage on forecast verification methodologies need be highlighted, the earlier by Wilks
(1995; [ref 5]) and the very recent by Jolliffe and Stephenson (2003; [ref 6]). A historical survey on verification methodology
was compiled by Stanski et al. (1989; [ref 7]).

The Internet has dramatically established itself as the media and the means to communicate information. There are many
websites with a wealth of verification content and their value is undeniable (e.g. [web 4, 5, 6]). However, one is easily lost in
the web space where various different notations and formulae flourish depicting same methods and measures.

The past few years have seen efforts in harmonizing international verification practices. Strict rules to slavishly follow pre-
defined verification measures and scores has proven to be a difficult and an undesirable task. Nevertheless, it is strongly
advisable to adopt a general, coherent framework in forecast verification and to utilize common state-of-the-art methods. One
example toward this objective was the WMO/CBS realized Standardised Verification System for Long-Range Forecasts ([web
7]). For purely model-based large-scale numerical forecasts standardisation is, however, fairly straightforward compared to
harmonizing the verification of various local weather forecast products, originating at operational national weather offices,
where forecasting practices, parameters, lead times, forecast lengths, valid periods etc. are typically quite different.

Most of the above has taken place since the previous ECMWF “Green Book” verification recommendations were produced.
A revision is therefore justified. It is the objective of these updated recommendations to take into account recent developments
and guidelines in verification and also to cope with new model developments and forecast products originating thereof, without
neglecting the common traditional methods.

The original reasoning and ideology behind the recommendations and the eventual “Green Book” contributions by the MSs
have, however, not changes in the course of time. The previous reports and the existing “verification history” they contain
serve as a valuable reference for future reports. The reports are meant as a forum to provide, on the one hand, valuable exchange
information between the MSs to learn from each others’ experiences and, on the other hand, to produce valuable feedback
to the Centre on MS’s verification activities and results of localized model behaviour, and even to distinguish possible model
weaknesses. The latter function does not necessarily fall into the primary activities of the ECMWF itself where a more global
verification approach is applied.

Chapter 2 of the recommendations provides some general guidelines, followed by an overview of the properties of various
verification measures for continuous meteorological variables (Chapter 3), for binary and multi-category weather events
(Chapter 4) and for probabilistic forecasts (Chapter 5). Forecast value and the end user decision making issues associated with
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forecast verification is covered briefly in Chapter 6, followed by a short Chapter 7 on other related issues concerning MSs
verification activities. Proposals for means and measures to be followed up in MSs’ annual contributions to the “Green Book”
are highlighted and proposed at the end of each chapter.

The recommendations are outlined, having taken into account what has been reported by MSs in the “Green Books” of recent
years, and, when appropriate, to be in harmony with the latest textbook on verification ([ref 6]), where an interested reader is
referred to. It is the idea to keep the proposal at a fairly simple level to enable and encourage easy and straightforward
applicability. In addition, MSs are warmly welcome to contribute whatever local verification studies they may think of being
of general interest. At the end of the document, there are two lists of references, one to printed literature (quoted by [ref #] in
the text) and, the other, for recommended websites existing at the time of writing (quoted by [web #]).

It is planned that these recommendations will eventually find their way under the ECMWF website (probably as a downloadable
“pdf” document), where additions and possible corrections can be applied. The web version is meant as a helpful, living
guidance when the preparation of national verification contributions is topical.

2. General guidelines
While the ECMWF boasts a comprehensive system to perform standard verifications of the upper air fields, the emphasis of
the requested MS reporting is on the verification of local forecasts of weather elements and (severe) weather events. The
origin of such forecasts may be the relevant parameters based on ECMWF direct model output (DMO). A natural second origin
would be statistically or otherwise adapted, post-processed products (PPP) basing, e.g. on local perfect prog, MOS, or Kalman
filtering schemes. The third forecast source would be the End Products (EP) delivered to the final end users. Although ECMWF
is essentially aiming at medium-range (and longer) forecast ranges, it is appropriate and encouraged to produce comparisons
of ECMWF DMO and derived PPP against corresponding output deriving from local numerical models like national Limited
Area Models. Thus, an obvious comparison of a forecast production chain would comprise of:

DMO (model i) vs. PPP (model i) vs. EP,

where subscript i defines the model (ECMWF,...)

An analysis would then be obtained of the local post-processing scheme’s ability to add value to direct model output and,
additionally, whether local forecasters are able to outperform either guidance.

Since the ECMWF output is being disseminated in various horizontal grid resolutions and because MSs are possibly applying
various of these (e.g. 0.5 vs. 1.5 degrees) in their applications and, further, because local models presumably also have various
resolutions, it is requested to report on the grid resolution that has been used in the relevant verification statistics. Somewhat
addressing this issue is the so-called “double penalty” problem, i.e. objective verification scores for local weather parameters
may be better for a low resolution model than for a high resolution model. Although increased resolution typically provides
more detailed small-scale structures and stronger gradients in the forecasts, the consequent space and timing errors will easily
be superfluous as compared to a lower resolution model. Especially if the scoring methods involve squared error measure
(like the RMSE) the results may be quite misleading. One should try to elaborate this feature in the interpretation of the eventual
verification statistics.

The verification process involves as one of its most central features the definition of the true state of the observed weather.
Likewise forecasts, uncertainties and errors are evident in the observations. Traditionally, the observations originate from the
synop observing network. It is, however, encouraged to adopt and experiment with new, more unconventional and more detailed
observational data like those of meteorological radars and satellites as the observational “truth” in forecast verification.

With the increase in the resolution of numerical models it may be the case that model resolution exceeds that of the observations,
leading to an inherent verification dilemma. The horizontal scale difference between observations and forecasts remains easily
neglected. The density of the (traditional) observing network is highly variable. This raises the question of point vs. area-
averaged verification. When the resolution of observations is higher than that of the model to be verified, one can upscale
(e.g. Cherubini et al., 2001; [ref 8]) the observations to the model grid, rather than compute verification statistics against synop
stations nearest to individual model gridpoints. This has proven to give more realistic and justified verification statistics. On
the other hand, when the model resolution exceeds that of the observations, the closest gridpoint approach is often preferable.
Care must be taken, however, close to coastlines or in variable terrain. Approaches to increase the availability and
representativeness of observational data is in all cases of utmost importance.

The basic general framework of forecast verification addresses to the joint distribution of forecast vs. observation pairs and
the methods to perform comparisons between them. A deterministic or a probabilistic (dichotomous or multivariate) distribution,
p (forecasts, observations), can be split into marginal distributions of forecasts, p (f), and observations, p (o), and, further,
the conditional distributions of forecasts given observations, p (f|o), and observations given forecasts, p (o|f). More of the
subject can be found in an important paper by Murphy and Winkler (1987; [ref 9])
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The aggregation of forecast vs. observation pairs into sufficiently large samples for evaluation is often required (for statistical
significance) but, inversely, stratification of the results to be able to distinguish revealing details in the behaviour of the
forecasts (or the models) is equally or even more important. There are various foundations for stratification:

• time; annual, biannual, seasonal, quarterly, monthly, time of day (diurnal cycle)

• forecast range; degradation of scores with lead time

• values of the quantity or thresholds of the event

• spatial; effects of land-sea contrast, altitude, snow-covered vs. bare terrain etc.

A comprehensive verification system will include a reference no-skill forecasting system against which to compare the
forecasts. Climatology, persistence and chance are examples of references needed for the computation of the skill score and
the economic value. Persistence typically provides a more competitive reference forecasts than climate up to c. two days
forecast range. Both should be quite easily derived within national weather services, so utilization of both references is
proposed. Likewise, the verification of probabilistic forecasts requires knowledge of the climatological distributions or
cumulative probability distributions (cdf) of the relevant events. From the model point of view the Centre has a relatively
sound knowledge of model climate. However, the MSs, having access to their own observation databases, are in a more proper
position to define local observation-based climatological distributions to produce reference verification data both in the
measurement and in the probability space.

Verification statistics should be accompanied by statistical significance testing, especially in the cases of severe/extreme
weather events. The relative frequency of extreme weather is, by definition, very low and, consequently, sample sizes small.
Wrong conclusions are therefore easily being made. Extreme event forecasting should be supported by probabilistic guidance
like the ECMWF Extreme Forecast Index (EFI).

The MSs are strongly encouraged to develop operational, online, real-time verification software with a modular structure
for easy updates and modifications. An added facility to produce periodical verification reports covering the most common
verification measures is likewise supported. Such software already exists in a number (~10) of MSs according to their “Green
Book” reporting. Operational verification packages enable a fairly straightforward reproduction of verification statistics to
serve the additional purpose of contributing to the “Green Book” on a regular, coherent basis. It is requested to continue keeping
ECMWF (and other MSs) informed whether (i) operational verification schemes (either intra- or internet) exist and/or, (ii)
periodical verification reports are being produced.

To summarize, it is proposed to:

• verify local forecasts of weather elements and severe weather events

• compare DMO vs. PPP vs. EP

• consider model grid resolution(s) being used

• evaluate the representativeness of observational data

• distinguish outliers in data

• derive local climatological distributions, including cumulative probability distributions

• apply radar and/or satellite observations in addition to conventional observational data

• consider point vs. area verification, taking into account upscaling of observations and the closest gridpoint approach

• utilize several no-skill reference forecasts to compute verification scores

• perform aggregation and stratification of results

• perform statistical significance and hypothesis testing

• compute and analyse the economic value of forecasts

• develop operational verification systems and report on their features

3. Continuous variables
The verification of continuous variables typically provides statistics on how much the forecast values differ from the
observations and, thereafter, computation of relative measures against some reference forecasting systems. The most common
continuous local weather parameters to verify are:

• Temperature: fixed time (e.g. noon, midnight), Tmin, Tmax, time-averaged (e.g. five-day)

• Wind speed and direction: fixed time, time-averaged
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• Accumulated precipitation: time-integrated (e.g. 6, 12, 24 hours)

• Cloudiness: fixed time, time-averaged; typically categorized

Their behaviour can, however, be quite different: when the temperature may behave quite smoothly and follow a Gaussian
distribution, the wind speed is often very sporadic, the precipitation intermittent, and the cloudiness following a U-shaped
distribution.

The best first way to approach verification of continuous predictands is to produce scatter plots of forecasts vs. observations.
Rather than being a verification measure, scatterplot is a means to explore the data and can thus provide a visual insight to
the correspondence between forecast and observed distributions. An excellent feature is the possibility to distinguish at a glance
potential outliers either in the forecast or in the observation dataset. Accurate forecasts would have the points lined on a 45
degree diagonal in a square scatterplot box. Additional useful ways to produce scatterplots are in the form of:

• observation vs. [ forecast - observation ]

• forecast vs. [ forecast - observation ]

i.e. either the observation or the forecast plotted against their difference. Such plotting provides a visually descriptive method
to see how forecast errors behave with respect to observed or forecast distributions revealing potential clustering or curvature
in their relationships.

In a similar manner as the scatterplot, a time-series plot of forecasts vs. observations (or forecast error) quite easily uncovers
potential outliers in either forecast or observation datasets. Trends and time-dependent relationships are easily discernible.
Neither scatterplots nor time series plots will provide any concrete measures of accuracy.

The next proposed step is always to compute the simple average difference between the forecast and the observation, the
systematic or the Mean Error (bias):

ME = ( 1/n ) Σ ( fi - oi )

The bias is the simplest and most familiar of scores and can provide very useful information on the local behaviour of a given
weather parameter (e.g. maximum temperature close to the coastline or minimum temperature over snow-covered ground).
The ME range is from minus infinity to infinity, and a perfect score is = 0. However, it is possible to reach a perfect score for
a dataset with large errors, if there are compensating errors of a reverse sign. The ME is not an accuracy measure as it does
not provide information of the magnitude of forecast errors.

A simple measure to compensate for the potential positive and negative errors of the ME is to next compute the Mean Absolute
Error:

MAE = ( 1/n ) Σ | fi - oi |

The MAE range is from zero to infinity and, as with the ME, a perfect score equals = 0. The MAE measures the average
magnitude of forecast errors in a given dataset and therefore is a scalar measure of forecast accuracy. It is advisable to always
view the ME and the MAE simultaneously.

Another common accuracy measure is the Mean Squared Error:

MSE = ( 1/n ) Σ ( fi - oi )2

or its square root, the RMSE, which would have the same unit as the forecast parameter. As with the MAE, their range is
from zero to infinity with a perfect score of = 0. MSE is the squared difference between forecasts and observations. Due to
the second power, the MSE and RMSE are much more sensitive to large forecast errors than the MAE. This may be especially
harmful in the presence of potential outliers in the datasets and, consequently, at least with small or limited datasets the use
of the MAE is preferred. The fear for the high penalty of large forecast errors will easily lead a forecaster to a conservative
forecasting practice. MAE is also more practical from the duty forecasters’ intuition as it shows the errors in the same unit
and scale as the parameter itself.

A recommended (at least for experimentation) measure which, however, is not yet in wide use is the Linear Error in
Probability Space:

LEPS = ( 1/n ) Σ | CDFo (fi) - CDFo (oi) | ,

where CDFo is the Cumulative probability Density Function of the observations, determined from a relevant climatology. (Note:
LEPS should not be confused with another, completely different LEPS notation, the Limited-area Ensemble Prediction System!)
LEPS is the MAE in probability, rather than measurement space, and is defined as the mean absolute difference between the
cumulative frequency of the forecast and the cumulative frequency of the observation. Its range is from zero to unity, with a
perfect score equalling = 0. LEPS does not depend on the scale of the variable to be verified and takes the variability of the
parameter into account. It can be used to evaluate forecasts between different locations. LEPS computation may require some
elaboration of the local observation datasets because of the need for appropriate climatological cumulative distributions at
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A5

each forecast point. Thereafter its derivation is straightforward. Nevertheless, this is much more natural to be done locally at
MSs than by the ECMWF. An attractive feature of the LEPS is that it encourages forecasting in the extreme tails of the climate
distributions, when justified, by penalizing less than for a similar size error in a more probable region of the climatological
distribution.

The original form of LEPS is reported to “exhibit certain pathological behaviour at its extremes” ([ref 6, p. 92). Therefore
certain correction and normalization terms have been introduced, leading to:

LEPSrev = 3* ( 1 - | Ff - Fo | + Ff
2 - Ff + Fo

2 - Fo ) - 1 , where

Ff and Fo are the CDFos of the forecasts and observations, respectively.

Relative accuracy measures that provide estimates of the (percentage) improvement of the forecasting system over a reference
system can be defined in the form of a general skill score:

SS = ( A - Aref ) / ( Aperf - Aref ) ,

where A = the applied measure of accuracy, Aperf = the value of the accuracy measure which would result from perfect forecasts,
and Aref = the accuracy value of reference forecasts, typically climatology or persistence (both should be used). For negatively
oriented accuracy measures (i.e. smaller values of A are better, like MAE, LEPS, and MSE) the skill score becomes:

SS = 1 - A / Aref

It is encouraged to compute the skill of EP vs. PPP vs. DMO. Consequently, it is proposed to apply:

MAE_SS = 1 - MAE / MAEref

LEPS_SS = 1 - LEPS / LEPSref

MSE_SS = 1 - MSE / MSEref

The range of skill scores is minus infinity to unity (for a perfect forecast system), with a value = 0 indicating no skill over the
reference forecasts. Skill scores can be unstable for small sample sizes, especially if MSE_SS were used.

To summarize (including the general guidelines), and indicating minimum and optimum requirements, it is proposed to:

• verify a comprehensive set of continuous local weather variables

• minimum proposal: produce scatterplots and time-series plots, including forecasts and/or observations against their
difference

• minimum proposal: compute ME, MAE, MAE_SS

• optimum proposal: compute LEPS (and LEPSrev ), LEPS_SS, MSE, MSE_SS
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Fig. 1: Scatterplot of one year of ECMWF three-day T2m forecasts (left) and forecast errors
(right) versus observations at a single location. Red, yellow and green dots separate the
errors in three categories. Some basic statistics like ME, MAE and MSE are also shown.
The plots reveal the dependence of model behaviour with respect to temperature range,
i.e. over- (under) forecasting in the cold (warm) tails of the distribution.
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Fig. 2: Temperature bias and MAE comparison between ECMWF and a Limited Area Model (LAM) (left), and
an experimental post-processing scheme (PPP) (right), aggregated over 30 stations and one winter
season. In spite of the ECMWF warm bias and diurnal cycle, it has a slightly lower MAE level than the
LAM (left). The applied experimental “perfect prog” scheme does not manage to dispose of the model
bias and exhibits larger absolute errors than the originating model - this example clearly demonstrates
the importance of thorough verification prior to implementing a potential post-processing scheme into
operational use
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Fig. 3: Mean Absolute Errors of End Product and DMO temperature forecasts (left), and Skill of the End
Products over model output (right). The better of either ECMWF or local LAM is chosen up to the +48
hour forecast range (hindcast), thereafter ECMWF is used. The figure is an example of both aggrega-
tion (3 stations, several forecast ranges, two models, time-average) and stratification (seasons).

Fig. 4: Application and computation of LEPS for a hypothetical wind speed distribution at an assumed location,
where the climatological frequency distribution (left) is transformed to a cumulative probability distribu-
tion (right). A 2 m/s forecast error around the median, in the example 15 m/s vs. 13 m/s (red arrows),
would yield a LEPS value of c. 0.2 in the probability space ( | 0.5 - 0.3 |, red arrows). However, an equal
error in the measurement space close to the tail of the distribution, 23 m/s vs. 21 m/s (blue arrows),
would result a LEPS value of c. 0.05 ( | 0.95 - 0.9 |, blue arrows). Hence forecast errors of rare events
are much less penalized using LEPS.
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4. Categorical events

4.1 Binary (dichotomous; yes/no) forecasts

Categorical statistics are needed to evaluate binary, yes/no, forecasts of the type of statements that an event will or will not
happen. Typical binary forecasts are warnings against adverse weather like:

• Rain (vs. no rain); with various rainfall thresholds

• Snowfall; with various thresholds

• Strong winds (vs. no strong wind); with various wind force thresholds

• Night frost (vs. no frost)

• Fog (vs. no fog)

The first step to verify binary forecasts is to compile a 2*2 contingency table showing the frequency of “yes” and “no” forecasts
and corresponding observations:

There are two cases when the forecast is correct, either a “hit” or a “correct rejection” (or “correct no forecast”) and two cases
when the forecast is incorrect, either a “false alarm” or a “miss”. The so-called marginal distributions of the forecasts and
observations are the totals that are provided in the right columns and lower rows of the contingency tables, respectively. A
perfect forecast system would have only hits and correct rejections, with the other cells being = 0. Occasionally one sees the
tables transposed, i.e. forecast and observed cell counts reversed. The distribution above is clearly the more popular one in
literature and should be utilized for harmony.

The seemingly simple definition of a binary event, and the subsequent 2*2 contingency table, hides quite astonishing
complexity. There are a number of measures to tackle this complex issue and they are defined here highlighting some of their
properties. Most, if not all, have a long historical background but they are still used very commonly. One should remember
that in no case is it sufficient to apply only just one single verification measure.

The Bias of binary forecasts compares the frequency of forecasts (Fc Yes) to the frequency of actual occurences (Obs Yes)
and is represented by the ratio:

B = ( a + b ) / ( a + c ) [ ~ Fc Yes / Obs Yes ]

Range of B is zero to infinity, an unbiased score = 1. With B > 1 (< 1), the forecast system exhibits over-forecasting (under-
forecasting) of the event. B is also known as Frequency Bias Index (FBI). As in the case of continuous variables, bias is not
an accuracy measure.

The most simple and intuitive performance measure that provides information on the accuracy of a categorical forecast system
is Proportion Correct:

PC = ( a + d ) / n [ ~ ( Hits + Correct rejections ) / Sum total ]

Range of PC is zero to one, a perfect score = 1. PC is usually very misleading because it rewards correct “yes” and “no” forecasts
equally and is strongly influenced by the more common category. This is typically the “no event” case, i.e. not the extreme
event of interest.

The measure that examines by default the (extreme) event by measuring the proportion of observed events that were correctly
forecast is Probability Of Detection:

POD = a / ( a + c ) [ ~ Hits / Obs Yes ]

Event
forecast

Event observed

Yes No
Marginal

total

Yes Hit
False
alarm

Fc Yes

No Miss
Correct
rejection

Fc No
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total

Obs Yes Obs No Sum total

Event
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Range of POD is zero to one, a perfect score = 1. It is also called the Hit Rate (H) which should not be confused with PC.
The complement of H (or POD) is the Miss Rate ( i.e. 1 - H or c/(a+c) ) which gives the relative number of missed events.
POD is sensitive to hits but takes no account of false alarms. It can be artificially improved by producing excessive “yes”
forecasts to increase the number of hits (with a consequence of numerous false alarms). While maximising the number of hits
and minimizing the number of false alarms is desirable, it is required that POD be examined together with False Alarm Ratio:

FAR = b / ( a + b ) [ ~ False alarms / Fc Yes ]

Range of FAR is one to zero, a perfect score = 0, i.e. FAR has a negative orientation. FAR is also very sensitive to the
climatological frequency of the event. Contrary to POD, FAR is sensitive to false alarms but takes no account of misses.
Likewise POD, it can be artificially improved, but now by producing excessive “no” forecasts, i.e. to reduce the number of
false alarms. Because the increase of POD is achieved by increasing FAR and decrease of FAR by decreasing POD, POD and
FAR must be examined together.

While FAR above is a measure of false alarms given the forecasts (Fc Yes), another score applying the cell counts of false
alarms, False Alarm Rate (note the difference in notation!) is a measure of false alarms given the event did not occur (Obs
No) (also known as Probability Of False Detection, POFD), and is defined as:

F = b / ( b + d ) [ ~ False alarms / Obs No ]

Range of F is again one to zero, a perfect score = 0, i.e. like FAR exhibiting negative orientation. F is generally associated
with the evaluation of probabilistic forecasts by combining it with POD (or H) into the so-called Relative Operating
Characteristic diagram or curve (ROC, see Chapter 5). However, it is possible to apply the ROC in a categorical binary case
so that one can compare directly and consistently a categorical forecast (point value) with a probability forecast (curve).

If a verification system covers computation of POD and F, a popular skill score with various “inventors” in the history is
automatically generated: Hanssen-Kuipers Skill Score (KSS), or True Skill Statistics (TSS), or Peirce Skill Score (PSS),
is defined (in its simplest form) as:

KSS = POD - F ( = H - F ) [ ~ ( Hits / Obs Yes ) - ( False alarms / Obs No ) ]

Range of KSS is minus one to one, a perfect score = 1, no skill forecast = 0 (i.e. POD = F). Ideally, KSS measures the ability
of the forecast system to separate the “yes” cases (POD) from the “no” cases (F). For rare events, the frequency of correct
rejections cell (d) is typically very high in the contingency table compared to the other cells, leading to a very low False Alarm
Rate and, consequently, KSS is close to POD.

A widely used performance measure of rare events, is Threat Score (TS), or Critical Success Index (CSI):

TS = a / ( a + b + c )            [ ~ Hits / ( Hits + False alarms + Misses ) ]

Range of TS is zero to one, a perfect score = 1, no skill forecast = 0. TS is sensitive to hits and takes into account both false
alarms and misses and can be seen as a measure for the event being forecast after removing correct (simple) “no” forecasts
from consideration. TS is sensitive to the climatological frequency of events (producing poorer scores for rarer events), since
some hits can occur due to random chance. To overcome this effect, a kindred score, Equitable Threat Score (also known
as Gilbert’s Skill Score, GSS) adjusts for the number of hits associated with random chance, and is defined as:

ETS = ( a - ar ) / ( a + b + c - ar )            [ ~ ( Hits - Hits random ) /

( Hits + False alarms + Misses - Hits random ) ]

where 

ar = ( a + b ) ( a + c ) / n            [ ~ ( Fc Yes ) * ( Obs Yes ) / Sum total ]

is the number of hits for random forecasts.

Range of ETS is -1/3 to one, a perfect score = 1, no skill forecast = 0.

One of the most commonly used skill scores for summarizing the 2*2 contingency table is Heidke Skill Score. It’s reference
accuracy measure is Proportion Correct (PC), adjusted to eliminate forecasts which would be correct due to random chance.
Using the cell counts it can be written in the form:

HSS = 2 ( ad - bc ) / { ( a + c )( c + d ) + ( a + b )( b + d ) }

Range of HSS is minus infinity to one, a perfect score = 1, no skill forecast = 0.

Odds Ratio measures the forecasting system’s probability (odds) to score a hit (POD or H) as compared to the probability of
making a false alarm (POFD or F):

OR = { H / ( 1 - H ) } / { F / ( 1 - F ) }, which using the cell counts becomes:

OR = ad / bc [ ~ ( Hits * Correct rejections ) / ( False alarms * Misses ) ]
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Range of OR is zero to infinity, a perfect score yields infinity, no skill system = 1, i.e. the ratio is greater than one when POD
exceeds the False Alarm Rate. Odds Ratio is independent of potential biases between observations and forecasts because it
does not depend on marginal totals of the contingency table. It can be transformed into a skill score, ranging from -1 to +1:

ORSS = ( OR - 1) / ( OR + 1 ),             and using the cell counts:

ORSS = ( ad - bc ) / ( ad + bc )

ORSS has practically never been used in meteorological forecast verification but is supposed to possess several attractive
properties (Stephenson, 2000; [ref 10]). Because of this and simplicity of computation, it’s use is proposed at least for
experimentation.

4.2 Multi-category forecasts
Categorical events are naturally not limited to binary forecasts of two categories and the associated 2*2 contingency tables.
The general distributions approach in forecast verification studies the relationship among the elements in multi-category
contingency tables. One can consider local weather variables in several mutually exhaustive categories, e.g. cloudiness or
accumulated rainfall in k categories (where k>2), or rain type classified into rain/snow/freezing rain types (k=3), and likewise
for wind warnings categorized into strong gale/gale/no gale (k=3), etc.

It is advisable to initiate verification again by constructing a contingency table where the frequencies of forecasts and
observations are collected in relevant cells as illustrated in the attached table for a 3*3 category case (left-hand box) (adapted
from [ref 5]). A perfect forecast system would (again) have all the entries along the diagonal (r, v, z, in the example), all other
values being = 0. Only the Proportion Correct (PC) can directly be generalized to situations with more than two categories.
The other verification measures of Chapter 4.1 are valid only with the binary yes/no forecast situation. To be able to apply
these measures, one must convert the k>2 contingency table into a series of 2*2 tables. Each of these is constructed by
considering the “forecast event” distinct from the complementary “non-forecast event”, which is composed as the union of
the remaining k-1 events (right-hand sub-boxes of the table, where the same cell notation is used as in the previous table).
The off-diagonal cells provide information about the nature of the forecast errors. For example, biases (B) reveal if some
categories are under- or over-predicted, while PODs quantify the success of detecting the distinct categorical events.
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The KSS and HSS skill scores can be generalized to multi-category cases:

KSS = { Σ p ( fi , oi ) - Σ p ( fi ) p ( oi ) } / { 1 - Σ ( p (fi) ) 2 } ,

HSS = { Σ p ( fi , oi ) - Σ p ( fi ) p ( oi ) } / { 1 - Σ p ( fi ) p ( oi )} ,

where the subscript i denotes the dimension of the table, p ( fi , oi ) represents the joint distribution of forecasts and observations
(i.e. the diagonal sum count divided by the total sample size, the PC), and p ( fi ) and p ( oi ) are the marginal probability
distributions of the forecasts and observations (i.e. row and column sums divided by the sum total), respectively. Both KSS
and HSS are measures of potential improvement in the number of correct forecasts over random forecasts. The estimation of
randomness (denominator) is the only difference between these two scores. For a 2*2 situation the equations reduce to the
corresponding formulae shown in the previous chapter.

Forecast
Observed

o 1 o 2 o 3 fc Σ

f 1

f 2

f 3

r s t Σ f 1

u v w Σ f 2

x y z Σ f 3

obsΣ Σ o 1 Σo 2 Σo 3 Σ

a = z b= x+y

c= t+w d= r+s+u+v

a = v b= u+w

c= s+y d= r+t+x+z

a = r b= s+t

c= u+x d= v+w+y+z



No clouds (0 - 2) partly cloudy (3 - 5) Cloudy (6 - 8)

B = 0.86 B = 2.54 B = 0.79

POD = 0.58 POD = 0.46 POD = 0.65

FAR = 0.32 FAR = 0.82 FAR = 0.18

F = 0.13 F = 0.25 F = 0.19

TS = 0.45 TS = 0.15 TS = 0.57
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Fig. 5: Contingency table of one year (with 19 missing cases) of categorical rain vs. no rain forecasts (left), and result-
ing statistics (right). Rainfall is a relatively rare event at this particular location, occurring in only c. 20 % (74/346)
of the cases. Due to this, PC is quite high at 0.81. The relatively high rain detection rate (0.70) is “balanced” by
high number of false alarms (0.46), with almost every other rain forecast having been superfluous. This is also
seen as biased over-forecasting of the event (B=1.31). Due to the scarcity of the event the false alarm rate is
quite low (0.17) - if used alone this measure would give a very misleading picture of forecast quality. The Odds
Ratio shows that it was 12 times more probable to make a correct (rain or no rain) forecast than an incorrect one.
The resulting skill score (0.85) is much higher than the other skill scores which is to be noted - this is a typical
feature of the ORSS due to its definition.
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Fig.  6: Multi-category contingency table of one year (with 19 missing cases) of cloudiness forecasts (left), and resulting
statistics (right). Results are shown exclusively for forecasts of each cloud category, together with the overall PC,
KSS and HSS scores. The most marked feature is the very strong over-forecasting of the “partly cloudy” cate-
gory leading to numerous false alarms (B=2.5, FAR=0.8), and, despite this, the poor detection (POD=0.46). The
forecasts cannot reflect the observed U shaped distribution of cloudiness at all. Regardless of this inferiority both
overall skill scores are relatively high (c. 0.4), following the fact that most of the cases (90 %) fall either in the “no
cloud” or “cloudy” category - neither of these scores takes into account the relative sample probabilities, but
weight all correct forecasts similarly.

The lower part of the example shows the same data transformed into hit/miss bar charts, either given the obser-
vations (left), or given the forecasts (right). The green, yellow and red bars denote correct and one and two cat-
egory errors, respectively. The U-shape in observations is clearly visible (left), whereas there is no hint of such
in the forecast distribution (right).
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To summarize (including the general guidelines), and indicating minimum and optimum requirements, it is proposed to:

• verify a comprehensive set of categorical events by compiling relevant contingency tables, including multi-category
events, and focusing on adverse and/or extreme local weather

• minimum proposal: compute B, PC, POD, FAR, F, KSS, TS, ETS, HSS

• optimum proposal: compute OR, ORSS, ROC

5. Probability forecasts
All forecasting involves some level of uncertainty. However, deterministic forecasts and their verification in Chapters 3 and
4 do not address the inherent uncertainty of the weather parameter or event under consideration. Probabilistic forecasts, given
probabilities of the expected event with values between 0 % and 100 % (or 0 and 1) much better take into account the underlying
joint distribution between forecasts and observations. One should remember that a conversion of probability forecasts to
categorical events is possible and simple by just defining the “on/off” probability threshold. However, reverse is not
straightforward. Verification of probability forecasts is, on the other hand, somewhat more laborious, not only because large
datasets are required to obtain any significant information.

Probability forecasts can be produced with different methods just like categorical forecasts. We may have subjective probability
forecasts to end users issued by forecasters (EP prob), or statistically post-processed probability forecasts (PPP prob), or
forecasts generated from a set of deterministic numerical forecast like the ECMWF Ensemble Prediction System (EPS).
Therefore, by using a similar notation as earlier in Chapter 2, it is possible and desirable to provide comparisons of the form:

EPS vs. PPP prob vs. EP prob

A common first look at the behaviour of a probabilistic forecast system is to construct a reliability diagram (see Example 7,
left). It represents an informative graphical plot of the observed relative frequency of an event as a function of it’s forecast
probability in definite probability categories (e.g. in 10% intervals). The resulting reliability curve is thus an indication of the
agreement between mean forecast probability and mean observed frequency. Perfect reliability is reached when all forecast
probabilities and corresponding observed relative frequencies are the same, aligned along the diagonal 45 degree line. The
reliability diagram should include a summary distribution of the frequency of the use of each definite forecast probability
category, which will depict the sharpness of the system. It indicates the capability of the system to forecast extreme values,
or values close to 0 or 1. As with probability forecasts in general, the reliability diagram requires a large number of observation-
forecast pairs to yield a meaningful diagram. A more comprehensive form of the reliability diagram is the so-called attributes
diagram (see, [web 8]).

The most common measure of the quality of probability forecasts is the Brier Score (BS). It measures the mean squared
difference between forecasts and observations in probability space and is the equivalent of MSE of categorical forecasts.
Likewise, it is negatively oriented, with perfect forecasts having BS = 0.

BS = ( 1/n ) Σ ( pi - oi )2,

where index i denotes the numbering of observation-forecast pairs, pi are the forecast probabilities of the given event and oi
the corresponding observed values, having integer values 1 or 0, if the event occurred or did not, respectively. Analogous to
earlier definitions, it is customary to generate a skill score, where a reference forecast system is required:

BS ref = ( 1/n ) Σ ( refi - oi )2,

where refi is usually the relevant climatological relative frequency of the event.

The resulting Brier Skill Score is:

BSS = 1 - BS / BSref .

The Brier Score can be algebraically decomposed into three quantities known as reliability, resolution and uncertainty. They
are not elaborated here but, rather, reference is made to the User Guide to ECMWF Forecast Products ([ref 11], [web 9]) with
illustrative examples.

A vector generalization of the Brier (Skill) Score to multi-event or multi-category situations is defined by the Ranked
Probability Score (RPS) and the respective skill score. It measures the sums of squared differences in cumulative probability
space for a multi-event probability forecast. It penalizes forecasts more severely when their probabilities are further from the
actual observed distributions.

RPS = ( 1/(k-1)) Σ { ( Σ pi ) - ( Σ oi ) } 2

where k is the number of probability categories. Consequently:

RPSS = 1 - RPS / RPS ref

Both BSS and RPSS are very sensitive to dataset size.
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Signal Detection Theory (SDT) has brought to meteorology a method to assess the performance of a forecasting system that
distinguishes between the discrimination capability and the decision threshold of the system, namely the Relative Operating
Characteristic (ROC). This has attained wider and wider popularity in meteorological forecast verification during recent years.
The ROC curve is a graphical representation in a square box of the Hit rate (H) (y-axis) against the False Alarm Rate (F) (x-
axis) for different potential decision thresholds (see Example 7, right). H, rather than POD notation is used here to be consistent
with the recent textbook in verification ([ref 6]). Graphically, ROC curve is plotted from a set of probability forecasts by
stepping (or sliding) a decision threshold (e.g. with 10% probability intervals) through the forecasts, each probability decision
threshold generating a 2*2 contingency table. Hence the probability forecast is transformed into a set of categorical “yes/no”
forecasts. A set of value pairs of H and F is then obtained, forming the curve (For an explicit demonstration, see [ref 7, Chapter
4.1]). It is desirable that H be high and F be low. On the graph, the closer the point is to the upper left-hand corner, the better
the forecast. Since a perfect forecast system would have only correct forecasts with no false alarms, regardless of the threshold
chosen, a perfect system is represented by a ROC “curve” that rises from (0,0) (H=F=0) along the y-axis to (0,1) (upper left-
hand corner; H=1, F=0) and then straight to (1,1) (H=F=1).

An attractive, relative index and widely used summary measure based on the diagram is the ROC area (ROCA), the area
remaining under the curve, and an area-based skill score (ROC_SS) derived from it. In a perfect forecast system ROCA would
be =1. It decreases from one as the curve moves downward from the ideal top-left corner of the box. A useless, zero-skill,
forecast system is represented as a straight line along the diagonal, when H=F and the area is = 0.5. Such a system cannot
discriminate between occurences and non-occurences of the event. The ROCA based skill score can simply be defined as:

ROC_SS = 2 * ROCA - 1

Below the diagonal ROC_SS has negative values, reaching a minimum of - 1, when ROCA equals = 0. It can be shown that
for a deterministic forecast, ROC_SS translates into H - F, i.e. KSS.

As mentioned earlier in Chapter 4.1, ROC can be adapted for a categorical binary event. In that special case there is only one
single decision threshold and, instead of a curve, only a single point results. An advantage of measures such as ROC, ROCA
and ROC_SS is that they are directly related to a decision-theoretic approach and can thus be related to the economic value
of probability forecasts for end users, and possibly allowing for the assessment of the costs of false alarms (see, Chapter 6).

To summarize (including the general guidelines), and indicating minimum and optimum requirements, it is proposed to:

• verify a comprehensive set of probability forecasts focusing on adverse and/or extreme local weather

• minimum proposal: produce reliability diagrams, including sharpness distribution

• minimum proposal: compute BS, BSS

• optimum proposal: produce attributes diagrams and ROC diagrams

• optimum proposal: decompose BS, compute RPS, RPSS, ROCA , ROC_SS
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Fig. 7: Reliability (left) and ROC (right) diagrams of one year of PoP (Probability of Precipitation) forecasts. The data are
the same as in Example 5, where the PoPs were transformed into categorical yes/no forecasts by using 50 % as
the “on/off” threshold. The inset box in the reliability diagram shows the frequency of use of the various forecast
probabilities and the horizontal dotted line the climatological event probability (cf. Example 5). The reliability
curve (with open circles) indicates strong over-forecasting bias throughout the probability range. This seems to
be a common feature at this particular location as indicated by the qualitatively similar 10-year average reliabili-
ty curve (dashed line). Brier skill scores (BSS) are computed against two reference forecast systems. Of these,
climatology appears to be a much stronger “no skill opponent” than persistence. The ROC curve (right) is con-
structed on the basis of forecast and observed probabilities leading to different potential decision thresholds and
respective value pairs of H and F, as described in the text. Also ROCA and ROC_SS values are shown. The black
dot represents the single value ROC from the categorical binary case of Example 5 (H=0.7; F=0.17).

6. Relating forecast verification to forecast value and forecast user’s decision making
Verification measures are intended and expected to reveal the quality of forecasts. However, a successful forecast does not
necessarily have any value to its final user, whereas a misleading forecast may possibly provide lots of valuable and/or useful
information to another user. A forecast can be considered to exhibit value if it helps the end user to make decisions on the
basis of that particular forecast, regardless of its skill. For example, forecasts of gale force winds may be (and quite often are)
biased toward over-forecasting, resulting scores with low skill. Still, they may be of value to a user whose actions are
economically very sensitive to strong winds.

It is highly recommended to associate with a local verification scheme features that help to evaluate the potential economic
value of the forecasts. This is especially important in an effort to strengthen the dialogue and collaboration with customers
and end users. It is quite natural that a customer would want to get some feedback on the potential economical implications
of forecast information. However, the key element in this chain is the customer himself. The end forecast producer, the
meteorologist, cannot have solid knowledge of the economic implications or risks of particular weather events, and even less
so can the developer or producer of the background NWP guidance (like ECMWF).

Consider a decision maker who is sensitive to certain adverse weather events, for example gale force winds during a sailing
event in a lake area, or occurrence of icing on a certain road network. The decision maker can then make judgements on taking
some actions to prevent potential losses due to expected adverse weather. These actions would incur costs of an amount, say
C. However, if actions were not taken and the event would occur, the losses would amount to, say L. With no actions taken
and no event present, the costs and losses would be nil. The example leads to the descriptive table (left-hand box) below.
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If the end user had no forecast information available but, nevertheless, would know the climatological probability, pclim, of
that particular adverse weather event, he could base his decision making on the climatology and consider protective actions
as follows: action is recommended if pclim * L is larger than the cost of protection C, i.e.:

if pclim > C / L <=> action is recommended

if pclim < C / L <=> action is not recommended

The climatological probability of the event provides a baseline or a breaking point for the decision making. The fundamental
question here is that the user should know his Cost / Loss ratio (C/L) upon which to establish the final decision. This,
unfortunately, is quite seldom the case.

A value index (V) of a forecast system can be defined in a similar manner as the general form of the skill score (for more
details, see [ref 6, Chapter 8] and [ref 12]):

V = ( Eref - Efc ) / ( Eref - Eperf ),

where Eref refers to the expenses of using a reference forecast like climatology or persistence, Efc to the expenses of the forecast
system under evaluation, and Eperf to expenses of a perfect forecast system. V has the value = 1 for a perfect system and equals
= 0 when the forecast system has the same value as the reference (like the skill score). By linking the cell count notation of
the above table’s right-hand side with the left-hand side theoretical costs and losses, and considering a situation there were
no guidance whatsoever available, i.e. Eref were defined to take protective action (incurring costs C) in every case (n), we
would have:

Eref = nC

Efc = aC + bC + cL + d0

Eperf = (a+c) C

The value index would then result in:

V = { ( c + d ) - (( c / (C/L)) } / ( b + d )

Such an index would be easy to compute for whatever 2*2 situation, provided again, that the user-defined cost/loss ratio is
known. Index V varies typically between zero and one and is highly dependent on C/L.

The cost/loss considerations provide a link between the end users’ forecast value and standard verification measures. It was
mentioned in the previous chapter that for a deterministic forecast, the ROC-based skill score ROC_SS translates to the KSS
(= H - F ). It can also be shown ([ref 6, Chapter 8]) that the KSS produces the maximum attainable value index (Vmax = H -
F ). This would indicate that the maximum economic value is closely related to forecast skill and that skill scores ROC_SS
and KSS can be related to, and interpreted as, measures of potential forecast value in addition to forecast quality. The economic
value and cost/loss discussion can be extended to probabilistic forecasts. The verification web pages of ECMWF ([web 8])
provide more insight into this area. The MSs are encouraged to apply such methodology, and what is introduced here, in their
local applications in support to what is being done at ECMWF.

To summarize (including the general guidelines), and indicating minimum and optimum requirements, it is proposed to:

• minimum proposal: initiate economic value and Cost/Loss experimentation studies “inhouse” and with local forecast
end users

• optimum proposal: elaborate comprehensive studies linking actual verification results (covering e.g. KSS and/or
ROC_SS) with true C/L figures, including computation of value index V

7. Other issues
In addition to what has been presented heretofore, the MSs are welcome to implement and report upon any verification related
issues. The previous text has covered mostly objective verification methods. It is stated in the annual request letter to MSs to
report also on local subjective verification methods and results. Such activities are warmly encouraged. These are usually visual,
so-called “eyeball”, verifications by utilizing some kind of classification or scoring schemes. Since this has been a continuing
practice for a long time in some MSs, it’s continuation is essential to extend trend evaluation to the foreseeable future.

Another area where objective or statistical verification measures may not necessarily be applicable is case studies, object- or
event-oriented investigations of limited time and/or spatial coverage. Such studies are occasionally reported in the “Green
Book” and can provide to ECMWF and other MSs alike valuable and detailed information on local model behaviour.

Final word: Weather forecast verification is a multi-faceted act (read “art”) of numerous methods and measures. Their
implementation and inclusion into everyday real-time practice, seamlessly attached to the operational forecasting environment
is one fundamental way to improve weather forecasts and services. Active feedback and reporting of related activities and
innovations will serve the whole meteorological community.
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Application and verification of ECMWF products in Austria
Central Institute for Meteorology and Geodynamics (ZAMG), Vienna

1. Summary of major highlights
Medium range weather forecasts in Austria are primarily based on the ECMWF forecast. In the short range, ECMWF products
are used in conjunction with those from ALADIN and DWD. NWP verification results are published in the form of bi-annual
verification report which is available on the internet (ZAMG, 2004). The Ensemble Prediction System (EPS) forecasts are
used for operational uncertainty estimates in temperature and quantitative precipitation forecasts, while the EPS-median of
temperature forecasts is used for point-forecast ranges exceeding 5 days.

A model output statistics system (AUSTROMOS II) is run operationally at ZAMG, using ECMWF forecast fields as input.
The MOS equations were recalculated in 2004 leading to a slight improvement in the forecast quality. MOS covers a forecast
rangce up to +5 days for ~110 Austrian stations, ~60 Central European stations outside Austria, and 37 predictands (Haiden
and Hermann, 2000). Three different types of predictors are used: (i) direct model output (DMO), (ii) derived quantities, such
as relative vorticity or a baroclinicity index, (iii) previous observations.

An Austrian Perfect Prog Model (APPM) based on ECMWF deterministic forecasts is used to improve point forecasts and
areal quantitative forecasts of precipitation in Alpine watersheds (Seidl, 2000) for hydrological applications. For precipitation,
the PPM method was found superior to the MOS method, mostly because it does not use DMO precipitation which is sensitive
to NWP model resolution changes. The operational APPM system provides 6-hourly areal precipitation forecasts for 34
catchment-type areas covering Austria and parts of Bavaria up to 4 days.

A statistical combination of ALADIN and ECMWF precipitation forecasts is made to provide high-resolution data as input
for hydrological models up to 48 hours twice a day. This combination reduces the systematic errors of both models.

A trajectory model (FLEXTRA) and a dispersion model (FLEXPART) are run operationally with ECMWF forecast fields
as input (Pechinger et al., 2001). Forecasts are made up to +84 hrs for a domain extending from 90 deg W to 90 deg E, and
18 deg N to 90 deg N.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

Figures 1 to 5 show a verification of ECMWF-DMO for the station Linz while figures 6 to 11 show the scores for Vienna as
a function of forecast range from +18 to +234 hours. In the case of 2m temperature a height correction (0.65K/100m) has
been applied. Wind direction was only verified for cases where the observation exceeded 2m/s. While most of the parameters
are nearly unbiased for both stations, verification for Linz shows remarkable positive bias for 2m temperature (as in previous
years)and some small bias is found for relative humidity and total cloud cover for Vienna. Diurnal waves in forecast errors
are found for most parameters with exception of mean sea level pressure. In general errors do not show big differences compared
to last years.(ECMWF, 2005 ; ECMWF, 2004)

Precipitation forecast skill is shown in the form of contingency tables for different forecast ranges, for the stations Vienna-
Hohe Warte (Table 1) and Linz (Table 2). Overall, errors increase only weakly from D+1 to D+3. Compared to last years one
can notice that scores neither show significant improvement nor worsening. The variation in scores is solely dependent on the
overall precipitation situation. Dry years show better scores than moist ones.

2.1.2 ECMWF model output compared to other NWP models

Comparisons between models (including MOS) can be found in the bi-annual verification report (ZAMG, 2004). The statistical
model (ECMWF-MOS) gives the most significant improvement for temperature and short range cloudiness forecasts.

2.1.3 Post-processed products

MOS forecasts are verified together with ECMWF-DMO, Aladin and human forecasts.

2.1.4 End products delivered to users

2.1.5 Seasonal forecasts

Monthly ‘Climagramms’ for temperature and precipitation anomalies are computed as mean values for the austrian domain
up to 4 months and made available on intranet. An objective verification for 2005 was performed in comparing those values
with mean values of representative stations. In figures 12 and 13, repectively one can notice that the errors for precipitation
decrease with forecast time, while for temperature it is reverse.
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2.1.6 Monthly forecasts

Monthly forecasts for temperature, wind speed, precipitation and cloud cover for 6 different locations are visualized on the
intranet. An objective verification will be performed if sufficient data are archived.

2.2 Subjective verification

2.2.1 Subjective scores

2.2.2 Synoptic studies

2.2.3 Seasonal forecasts

2.2.4 Monthly forecasts
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Seidl, H., 2000: An operational PPM for areal precipitation predictands transformed into Gaussian variables. Preprints, 1st
SRNWP Workshop on Statistical Adaptation, Vienna, 2-5.

ZAMG, 2004: NWP verification report. No. 4, 8p.
Http://www.zamg.ac.at.



AUSTRIA AUSTRIA

3

Figs. 1-5 Mean error (bias), mean absolute error (MAE) and RMSE of ECMWF point forecasts of 10m wind speed and
direction, MSL pressure, 2m temperature and 2m relative humidity as a function of forecast range for station
LINZ in the period Jan-Dec 2005.
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Figs. 6-11 Mean error (bias), mean absolute error (MAE) and RMSE of ECMWF point forecasts of 10m wind speed and
direction, msl pressure, total cloudiness, 2m temperature and 2m relative humidity as a function of forecast
range for station WIEN in the period Jan-Dec 2005.

Figs. 6-11 Mean error (bias), mean absolute error (MAE) and RMSE of ECMWF point forecasts of 10m wind speed and
direction, msl pressure, total cloudiness, 2m temperature and 2m relative humidity as a function of forecast
range for station WIEN in the period Jan-Dec 2005.

Figs. 6-11 Mean error (bias), mean absolute error (MAE) and RMSE of ECMWF point forecasts of 10m wind speed and
direction, msl pressure, total cloudiness, 2m temperature and 2m relative humidity as a function of forecast
range for station WIEN in the period Jan-Dec 2005.

Figs. 6-11 Mean error (bias), mean absolute error (MAE) and RMSE of ECMWF point forecasts of 10m wind speed and
direction, msl pressure, total cloudiness, 2m temperature and 2m relative humidity as a function of forecast
range for station WIEN in the period Jan-Dec 2005.
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Figs. 12-13 Mean error (bias) and mean absolute error (MAE) of ECMWF seasonal forecasts of 2m temperature and
precipitation as a function of forecast range for mean values of 3 gridpoints over Austria (forecasts) and
mean value of three representative stations (observations) in the period Apr-Dec 2005.
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Table 1 6-hourly precipitation contingency table for the station Vienna-Hohe Warte (11035) in the period Jan-Dec 2005.
Each table is an average over 4 consecutive forecast ranges. Forecast range in (a) is D+1 (+18 to +36 h), (b)
D+2 (+42 to +60 h), (c) D+3 (+66 to +84 h).

OBS \ ECM 0.0–0.1 mm 0.2–1.0 mm 1.1–5.0 mm > 5.0 mm Total

0.0–0.1 mm 920 203 63 7 1193

0.2–1.0 mm 28 64 33 6 131

1.1–5.0 mm 8 23 42 8 81

> 5.0 mm 1 3 15 7 26

Total 957 293 153 28 1431

Correct (category hit): 72.19 %

Moderate error (1 category off): 21.66 %

Significant error (2 categories off): 5.59 %

Large error (3 categories off): 0.56 %

Correct (category hit): 69.46 %

Moderate error (1 category off): 22.36 %

Significant error (2 categories off): 6.85 %

Large error (3 categories off): 1.33 %

Correct (category hit): 70.93 %

Moderate error (1 category off): 21.45 %

Significant error (2 categories off): 6.36 %

Large error (3 categories off): 1.26 %

(a)

(b)

(c)

OBS \ ECM 0.0–0.1 mm 0.2–1.0 mm 1.1–5.0 mm > 5.0 mm Total

0.0–0.1 mm 905 204 71 13 1193

0.2–1.0 mm 33 53 35 10 131

1.1–5.0 12 25 31 13 81

> 5.0 mm 6 5 10 5 26

Total 956 287 147 41 1431

OBS \ ECM 0.0–0.1 0.2–1.0 mm 1.1–5.0 mm > 5.0 mm Total

0.0–0.1 mm 930 185 66 12 1193

0.2–1.0 mm 40 49 36 6 131

1.1–5.0 mm 13 27 32 9 81

> 5.0 mm 6 6 10 4 26

Total 989 267 144 31 1431
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Table 2 6-hourly precipitation contingency table for the station Linz (11010) in the period Jan-Dec 2004. Each table is
an average over 4 consecutive forecast ranges. Forecast range in (a) is D+1 (+18 to +36 h), (b) D+2 (+42 to
+60 h), (c) D+3 (+66 to +84 h).

Correct (category hit): 60.19 %

Moderate error (1 category off): 27.69 %

Significant error (2 categories off): 11.55 %

Large error (3 categories off): 0.57 %

Correct (category hit): 59.18 %

Moderate error (1 category off): 27.47 %

Significant error (2 categories off): 12.12 %

Large error (3 categories off): 1.22 %

Correct (category hit): 57.39 %

Moderate error (1 category off): 28.05 %

Significant error (2 categories off): 13.49 %

Large error (3 categories off): 1.07 %

(a)

(b)

(c)

OBS \ ECM 0.0-0.1 mm 0.2-1.0 mm 1.1-5.0 mm > 5.0 mm Total

0.0-0.1 mm 722 253 143 7 1125

0.2-1.0 mm 12 45 70 11 138

1.1-5.0 mm 5 18 55 16 94

> 5.0 mm 1 2 17 17 37

Total 740 318 285 51 1394

OBS \ ECM 0.0–0.1 mm 0.2–1.0 mm 1.1–5.0 mm > 5.0 mm Total

0.0–0.1 mm 731 233 146 15 1125

0.2–1.0 mm 15 36 78 9 138

1.1–5.0 10 22 43 19 94

> 5.0 mm 2 4 16 15 37

Total 758 295 283 58 1394

OBS \ ECM 0.0-0.1 0.2-1.0 mm 1.1-5.0 mm > 5.0 mm Total

0.0-0.1 mm 713 242 159 11 1125

0.2-1.0 mm 27 38 61 12 138

1.1-5.0 mm 15 23 40 16 94

> 5.0 mm 4 2 22 9 37

Total 759 305 282 48 1394
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Verification of ECMWF forecasts at the Royal Meteorological Institute
of Belgium (RMIB)

1. Summary of major highlights of use and verification
The medium range weather forecasts are based on the ECMWF 00h00 and 12h00 U.T.C. deterministic forecasts for the time
range D2 to D6 where D is the day of issue of the forecasts (or the date of the ECMWF 12h00 analysis + 1 day). The ECMWF
Direct Model Output forecasts (DMO) are interpolated and post-treated with a Perfect Prog (PP) statistical scheme for surface
variables in eleven regional belgian areas. Nevertheless the PP statistical scheme has not been updated recently.

All these products are interpretated by our forecasters to produce daily a medium range weather report over the Belgium
and the European areas from D2 to D6, in written form.

The Direct Model and the Post Processed outputs are also used daily to make quantitative End Products (EP). A selection
of surface variables as temperature (maxima and minima), wind (speed and direction), weather type, chance of precipitation
and total cloudiness is forecasted at short range (D and D1) and medium range (from D2 to D9) respectively for 11 and 5
regional belgian areas. A confidence score has been recently implemented to the EP products to indicate a global value for
the entire forecast.

These end products (EP) are delivered to the customers in written, digital (table) and graphical forms. These products are
also available on our web site.

The short range forecasts (up to 60 hours with a 3 hour time step) are also issued two times per day from the Aladin Belgium
model (resolution of  7 km) coupled to the suite Arpege-Aladin France. We compare these forecasts with other mesoscale
model outputs at similar resolution issued by other regional models (in particular the UKMO_MESO, DWD).

The Ensemble Prediction forecasts (EPS) are interpreted subjectively for the medium range forecast up to D7. The clustering
model over Europe is used to discriminate subjectively the main atmospheric regimes which could affect our areas during the
first week of the forecast. The EPS plumes for a few surface weather variables as the temperatures (minima and maxima),
wind and 6 or 12 hours amount of precipitation are delivered to specific customers up to D10. The values of the EPS are
presented as plumes in terms of probabilistic intervals (mainly quartiles) around the median.

The wave forecasts are presently made with the input of a Mathematical Model developed in Belgium over the North Sea
area and with the wind forecasts from the UK unified model. A small scale shallow water model (resolution 5 km) is nested
to produce high resolution wave and tides forecast along the Belgian Coast. These forecasts were delivered in 2005 by our
Marine forecast Centre (OMS) at Zeebrugge.

The requests for deterministic and probabilistic products are being developed for agriculture and  private or public companies
particularly in the hydrological, transport and energetic areas.

Different alert procedures have been implemented in 2005 :

– an alert procedure is based on the surface temperature, humidity and wind ECMWF forecasts for the next 3 or 4 days
in about 20 regular domains covering Belgium and the close surroundings areas

– an alert procedure based on the Ensemble Prediction System has been introduced for a few parameters (wind gusts, CAPE,
amount of rain on  6 and 24 hours, maximum temperature and a heat index based on minimum and maximum
temperatures). A probability of risk is associated to each parameter and each day and night periods of the D to D+5 forecast
range. The probability of risk is reported in four risk classes defined from meteorological criteria relevant for our areas.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF Model output (DM)

(ii) verification of local weather parameters

The verification has been made for the synoptic station of Uccle (06447).

The ECMWF deterministic forecasts interpolated for Uccle are verified against the synoptic observations reported at the
station each three hours.

The categorical forecast scores have been computed respectively for the WINTER (October 2004 to march 2005) and the
SUMMER (april 2005 to september 2005 inclusive).

The following variables are verified from D1 (H+36 to H+60) to D6 (H+156 to H+180) where H is the date of the 12h00
U.T.C. ECMWF analysis :
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– two meter temperature at 0000 and 1200 U.T.C. (respectively T00 and T12)

– daily maximum (mean) wind speed at ten meters between 0000 and 2100 U.T.C. (FD)

– daily accumulated amount of precipitation between 0000 and 2400 U.T.C. (RR)

The following categorical forecast scores have been computed:
Mean Error (ME) ;  Mean Absolute Error (MAE) ; Root Mean Square error (RMS); Skill Score (SS) and Reduction of
Variance (RV). Here the benchmark for the two last statistical scores is the climatology.

The results of the verification are displayed in the appended documents :
ME, MAE, RMS, SS and RV during the WINTER and the SUMMER seasons for the Direct Model output products (DM),
respectively for T00 and T12.

ME, MAE, RMS, SS and RV during the WINTER and the SUMMER seasons for the Direct Model output products (DM),
respectively for FD and RR.

Four precipitation classes are taken into account (the following quantities in millimeters are attributed in each classes : 0.0
for RR<0.3 mm, 1.5 for 0.3<RR<3.0 mm, 6.0 for 3.0<RR<10.0 mm and 13.5 for RR>10.0 mm).

Comments on EPS forecast products

We receive the following products of the Ensemble Prediction System (EPS) on a daily operational base :

– plumes for Uccle for T850, total precipitation cumulated on 12 hours and Z500 up to D9

– stamp charts for Z500 at D6 on the Global european area

– clusters for Z and T at 1000, 850 and 500 hPa from D2 to D6 identified on the Global european area

– fields of 24 hours precipitation over 1 millimeter probability from D1 to D6 on the Global european area

– files containing a selection of surface weather variables (temperature including minima and maxima, mean wind, gust,
mean sea level pressure, amount of precipitation each 6 hours and total cloudiness) up to D9 for nine stations in Belgium.

The clusters, the EPS-grams and the probability fields are interpreted subjectively by our forecasters to identify the most
realistic weather scenarios over our areas at medium range (from D3 to D7) and to estimate the uncertainty of these scenarios.
The use of the cumulated precipitation plume for Uccle is very helpful. It helps e.g. to forecast the probability of consecutive
dry or wet days period. The EPS products on the ECMWF web site are now more popular amongst our forecasters.

2.1.2 Comparison of ECMWF model outputs to other NWP models

We have developed a graphical interface to compare the ECMWF products (meteorological fields and meteograms) to a few
other model outputs.  We mainly compare at short range the ECMWF outputs with the UKMO unified model, DWD, ETA
and ALADIN BELGIUM forecasts. Nevertheless no objective scores of comparison have yet been computed at medium range
for these global and regional models.

2.1.3 Post-processed products (Amended Temperature (AT))

The minimum and maximum two meter temperatures, respectively TN (minimum nighttime temperature between 1800 and
0600 U.T.C.) and TX (maximum daytime temperature between 0600 and 1800 U.T.C.) are derived from T00 and T12  by
applying a monthly climatological correction valid at Uccle.

The results of the verification for TN and TX (also called Amended Temperatures (AT)) are computed in the same way as
above in the paragraph 2.1.1

2.1.4 End Products (EP)

End Products are stored on our Oracle database. We compute a monthly RMS for D to D6 and 5 regional Belgian areas.

2.1.5 and 2.1.6  The monthly and seasonal forecasts have not yet been introduced.

2.2 Subjective verification

2.2.1 No subjective scores

2.2.2 Synoptic studies

In general the largest prejudice for our medium range forecasts lies in the inconsistency between consecutive deterministic
runs at 00h00 and 12h00 u.t.c. The successive forecasts of the position, the configuration and the evolution of the cut-off lows
in the deepening and decaying phases may cause large variations during the first days of the forecasts in our areas. The weather
conditions over our areas are also very dependent on the configuration of the high pressure areas forecasted over the western
part of Europe and the near Atlantic ocean.
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Practically for a large number of meteorological situations the synoptic forecasts are useful over our areas up to 5 or 6 days.

We have no continuous synoptic survey but e.g. we have noted two bad forecasted situations over western Europe during
two successive weeks ( from 22/8 to 28/8 and from 29/8 to 3/9/2005). The new development of a high pressure area was not
properly forecasted and there was a large variability in the deterministic and EPS forecasts between the consecutive runs of
the model.

2.2.3 and 2.2.4 no verification of monthly and seasonal forecasts
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Report on Verification of ECMWF Products in Croatia
June 2006

By Zoran Vakula and Lovro Kalin, Meteorological and Hydrological Service

1. Summary of major highlights of use and verification
The 12 UTC ECMWF products are widely used in the operational forecasting practice at the Croatian Met Service, particularly
for medium- and long-range forecasts. The 00Z forecasts are used occasionally in the operations. At short range, ECMWF
products are used together with Aladin Croatia and DWD GME/LAM.

Verification is made on a point - to - point basis. Synop data are compared against the nearest model grid point result with
the emphasis on temperature, precipitation and wind. Various scores are computed occasionally, but verification is still not
fully operational.

2. Verification of products

2.1 Objective verification

2.2 Direct model output

(i) No regular verification is made for parameters in the free atmosphere.

(ii) Verification of local weather parameters is computed mostly from synop data, verified against nearest model grid point.

Fig. 1 and Fig. 2 show deterioration in the 2m min and max temperature forecast skill against increased forecast range,
approaching zero skill for the period between D7 and D10.

The sampling is made for warmer (April to September) and colder (October to March) periods of the year in order to emphasise
a better skill during the colder period, particularly for the minimum temperature forecast.

Fig. 1 Skill of 2m minimum temperature forecast (Zagreb Maksimir)
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Fig. 2 Skill of 2m maximum temperature forecast (Zagreb Maksimir)

Fig. 3 Bias of the 12-hour precipitation larger than 0 for Zagreb Maksimir

For precipitation, various scores are calculated: bias, Equitable Threat Skill Score (ETSS), Hansen-Kuipers skill score (KSS),
Heidke skill score (HSS), etc.

Fig. 3 clearly shows an improvement over the last three years for the 12-hour forecast bias. Although still relatively high, it
has been reduced in the year 2005 (green line), and the daily cycle is significantly less marked.
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Fig. 4 The Hansen - Kuipers skill score for the 12-hour precipitation larger than 0 for Zagreb Maksimir

A deterioration of the Hansen - Kuipers skill score -(KSS) with forecast time is displayed in Fig. 4. -Towards the end of the
forecast period some improvement is noticed, however, no explanation for such model performance could be offered.

The distribution of the forecasted wind speed (Fig. 5) is narrower than observed and shifted to the lower speeds. The frequencies
of lower wind speed are overestimated, and frequencies of higher wind speed are underestimated. This is a common feature
to many models.

Fig. 6 displays correlation coefficient between the ECMWF forecast and observations. Up to D5 it is relatively stationary
between 0.6 and 0.7 value. After D5 it decreases to below 0.3 value. It can be noticed that the average value and deviation of
the forecast are significantly smaller than the observed values (represented on the y-axis). Such a result might have been
influenced, at least partly, by the positioning of the wind-measuring instrument – it is located at the top of the hill.

Fig. 5 Distribution of forecasted and observed wind speed frequencies for Split Marjan, located at the Adriatic coast, for 2005.
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Fig. 6 Average, standard deviation and correlation coefficient of forecasted and observed wind at Split Marjan for the
year 2005

(iii) Verification of the sea state, based on significant wave height forecast, is calculated regularly. However, the results
are not presented in this report.

2.1.2 ECMWF model output compared to other NWP models

The ECMWF products are compared to the Aladin mesoscale model products, usually with the 00UTC Aladin Croatia run
and the 00UTC Aladin Lace run (the latter has been recently terminated). For 2m temperature and precipitation, skill of the
ECMWF model over Croatia is found to be comparable to that of the Aladin model, at some locations showing even better
results than Aladin (Figs. 7 and 8).

For wind forecast, Aladin is significantly more successful than the ECMWF model. This might be explained by the fact that
a much higher Aladin horizontal resolution resolves better a complex orography in Croatia. Such a high model resolution is
matching better the episodes of intense local katabatic (bora) wind.
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Fig. 7 RMSE for 2m maximum temperature for the warmer part of the year.

Fig. 8 ETSS for the 24-hour precipitation for D2, with the thresholds of 0.1, 1 and 5 mm.
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2.1.3 Post-processed products

A simple linear regression equation (MOS) is applied to the 2m temperature forecast and precipitation probabilities based on
statistical assessment of the model input. They show some improvement when compared to DMO, however, they are not shown
in this report.

An effort to introduce clustering of EPS on a new, reduced domain has recently been done. Clustering method is based on
Metview macro developed at ECMWF. Beside standard clustering method, some other meteorological elements have been
used as clustering parameters (like specific humidity and thickness). The verification is yet to be done.

2.1.4 End products delivered to users

Based on ECMWF medium range, monthly and seasonal forecasts and combined with the analogue method, monthly forecasts
for temperature and precipitation anomalies are issued twice a month.

Based on the two different methods, verification of the Croatian Met Service monthly forecasts shows some skill and an
improvement over past years - particularly when ECMWF forecasts were introduced and implemented: deterministic in year
1995, EPS in 2000 and eventually seasonal forecasts.

2.1.5 Seasonal forecasts

ECMWF seasonal forecast is consulted regularly, particularly when issuing a seasonal forecast for Croatia - a new product in
the Met Service,. However, there is no regular objective verification of the model output.

2.1.6 Monthly forecasts

No objective verification of ECMWF monthly forecast is being done.

2.2 Subjective verification

No subjective verification is done operationally. It is planned that recently introduced operational daily report describing current
synoptic situation and models’ performances will be a good basis for such verification.

Regarding seasonal forecasts, there is an impression that the signal in most of the cases is still too weak, though a systematic
verification of seasonal forecasts is not being done.

3. References
ECMWF, 2005: Verification of ECMWF products in Member States and Co-Operating States, Report 2005

Nurmi, P., 2003: Recommendations on the verification of local weather forecasts, ECMWF Technical Memorandum No. 430,
December 2003, 19 pp.

Wilks, D. S., 1995., Statistical Methods in the Atmospheric Sciences. Academic Press, London, 464 pp.
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Application and verification of ECMWF products in the Czech Republic
Czech Hydrometeorological Institute (CHMI)

1. Summary of major highlights of use and verification
The Centre’s products have been widely used by the Central and Regional Forecasting Offices in the Czech
Hydrometeorological Institute for medium-range and to some extent also in short-range forecasting. The clusters, tubes, plumes
and EPS-grams are considered in order to evaluate the credibility of the main deterministic forecast as well as to prompt for
possible scenarios in situations of low determinism. A certain experience of the Extreme Forecast Index and other probabilistic
products has been obtained. The Centre’s graphical products available on the web server are used also by the Weather Service
of the Czech Army.

The final medium-range forecasts produced by forecasters are currently used in the general weather forecasting for public
and state authorities in the national Warning and Alert Service.

Experimentally we began to use prediction of precipitation and temperature of deterministic model as an input to hydrological
models to predict water levels in the rivers up to ten days ahead.  These predictions were also used during spring floods linked
with melting snow and rain at the end of March this year. Although the results were not very successful, it is possible to use
them qualitatively. Next time we plan to use 25% and 75% percentiles of precipitation from EPS to estimate the range of
probable discharges in the rivers. 

The seasonal and monthly forecasts are consulted in the long-range forecast process. Currently the results of both
deterministic and ensemble forecast are used in the identification of the weather type for the weather-analogue-based forecasting
method for monthly forecasting.

Three-dimensional wind forecasts over the Northern Hemisphere up to +120 h are used as the input to the trajectory model
used for the assessment of risk to the civil safety from remote nuclear or other accidents.

2. Verification of products
There is currently no objective or systematic subjective verification of ECMWF products carried out. The general scores
calculated and published by ECMWF are considered informative. For now we also use verification of ECMWF products from
the Green Book. Considering the character of medium-range weather forecasts, the verification scores from neighboring
countries are well applicable also for our service. 

2.1 Objective verification

2.1.1 Direct ECMWF model output

2.1.2 ECMWF model output compared to other NWP models

2.1.3 Post-processed products

2.1.4 End products delivered to users

2.1.5 Seasonal forecasts

2.1.6 Monthly forecasts

2.2 Subjective verification

2.2.1 Subjective scores

2.2.2 Synoptic studies, evaluation of the behaviour of the model

2.2.3 Seasonal forecasts 

2.2.4 Monthly forecasts

The seasonal and monthly forecast products are considered as having some informative value. The frequency of “no signal”
of these forecasts is considered as still too high.

3. References to relevant publications
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Verification of ECMWF products at the Danish Meteorological Institute

1. Summary of major highlights 
In this years report objective verification results are presented for a series of with focus on operationally used products.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

2.1.2 ECMWF model output compared to other NWP models

Forecasts from ECMWF are used as boundary data for the DMI versions of HIRLAM. On a routine basis verification of 2 m
temperature and 10-metre wind are made against 27 synop stations. In Figure 1 the hit rate for the 2-metre temperature being
within two Kelvin is shown for 12 and 24-hour forecasts. ECH corresponds to the ECMWF model (extracted in 1 degree
resolution daily from MARS) and S05 is a 5 km HIRLAM model covering Denmark and the surrounding area.

Fig. 1 Hit rate for S05 HIRLAM models and the ECH (ECMWF) for 2-metre temperature. The threshold used is 2 Kelvin
and 27 Danish stations are used for the verification covering the period 2005

Fig. 2 Hit rate for S05 HIRLAM models and the ECH (ECMWF) for 10-metre wind. The threshold used is 2 m/s and 27
Danish stations are used for the verification covering the period 2005

Figure 2 shows the hit rate for the 10-metre wind being with in 2 m/s for 12 and 24-hour forecasts.
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2.1.3 Post-processed products

2.1.4 End products delivered to users

The quality and benefit from Kalman filtering at DMI are measured every third month. The Mean Error (ME) is calculated
for both the Kalman filtered forecasts and the ECMWF forecasts using synop data. The difference between the absolute value
of these mean errors is calculated for forecast lengths +30, +54, +78, +102, +126, +150, +174, +198 and 222. The absolute
value is introduced to avoid positive and negative mean errors cancelling each other. The mean error difference is then an
estimate of bias correction, with negative values representing less bias in the Kalman filtered forecasts than in the ECMWF
forecasts. This is shown for 2-metre maximum temperature in figure 3 upper graph for a number of Danish synop stations
identified by their WMO number at the x-axes. Particularly large forecast lengths get a substantial bias correction. MEfck and
MEmp in the title of figure 3 is mean error for respectively Kalman filtered forecast and EWMWF forecast. 

In figure 3 lower graph corresponding Mean Absolute Error (MAE) differences are shown. Negative values represent less
mean absolute error in the Kalman filtered forecasts than in the ECMWF forecast, and this is the case for especially large
forecast length.

The same tendencies are recognized for other meteorological parameters such as wind speed.

The conclusion is that Kalman filtering is still profitable within the Danish area. It will be interesting to examine the evolution
of this quality and benefit measure of Kalman filtering as the models gets higher and higher resolution.

2MTX abs(MEfck)-abs(MEmp) – 2006 jan_mar
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2.1.5 Seasonal forecasts

The Danish Meteorological Institute produces both probabilistic and deterministic seasonal forecasts for the temperature in
Denmark and southern Greenland (only probabilistic). The forecast lead is one month and the averaging period is three months.
The probability forecast describes the probabilities for colder than normal, near normal, and warmer than normal and is based
on a purely statistical scheme using temperature in previous seasons as predictor. The deterministic forecast shows the
temperature anomaly and is based directly on the ECMWF dynamical forecast System 2. The skill of the deterministic forecast
is highest in the spring. The forecasts are published in Danish on the DMI homepage on the Internet.

2.2 Subjective verification

3. References

Fig. 3
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Verification of ECMWF products at the Finnish Meteorological Institute
by Pertti Nurmi, Matias Brockmann and Juha Kilpinen

1. Summary of major highlights
The operational end product verification system was in a halt for several months due to the moving of FMI to its new office
building and the entire computing environment (software and hardware) being heavily renewed. A new verification package
is under development. The entity-based field verification system announced in the previous Member State Verification Report
is close to reach an operational phase. It will be applied a.o. to the verification of precipitation forecasts associated with
hydrological applications (Nurmi and Zingerle, 2006). Verification of post-processed ECMWF EPS products has remained
quite active in several studies focusing on the development of forecasts guidance applications to duty forecasters (Kilpinen
et al., 2005). Operational verification of ECMWF output is, unfortunately, non-existent.

2.1 Objective verification

2.1.3 Post-processed products

The Scandinavian countries continued the joint project in an effort to define common criteria for producing warnings against
near-gale-force winds in their adjacent sea areas (see, Verification Report, 2005). Figure 1 shows how Kalman filtering effectively
removes the negative bias in the ECMWF output, and Figure 2 the relation between the RMSE and the EPS mean spread for
this application. Figures 3 and 4 show some results of the various probabilistic methods being investigated. Regardless of the
verification score (the Brier Skill Score, or the area under the ROC curve), all of the methods appear to be superior to direct
EPS in the first five-day forecast range. However, the order of superiority seems to change somewhat beyond c. Day 4.

2.1.4 End products delivered to users

Figures 5 thru 8 show selected results based on the end product verification dataset of FMI. Figures 5 and 6 demonstrate the
evolution in quality during the past ten years. The temperature time-series (Figure 5) exhibit a predominant cold bias throughout
the years, but also a positive trend in the reduction of the Mean Absolute Error during the latest years. For the Probability of
Precipitation forecasts (Figure 6), the positive trend is indicated by the increase in the ROC area values: from c. 0.80 to 0.85,
and from c. 0.75 to 0.80, for one-day and two-day forecasts, respectively. Figure 7 shows somewhat different temperature forecast
error behavior, during 2005, at three climatologically disparate stations in southern, central, and northern Finland, respectively.
Finally, Figure 8 compares one-day and two-day Probability of Precipitation forecasts in 2005. There is a notorious over forecasting
bias at both forecast ranges. Despite this, last year appears to be somewhat better than the previous five-year period on average
according to the Brier Skill Score. Also, the ROC curves and the absolute ROC area values appear to be quite satisfactory.

2.2 Subjective verification

The duty forecasters of the Weather Warning Service of FMI participated last year in a survey to subjectively evaluate the
various NWP guidance products available to them (Brockmann et al., 2005). The forecasters, altogether 14 of them, were
requested to specify the principal guidance being used by them for one-day, two-day, and medium-range forecasts. The
reasoning for their choice of model was also asked. The main models available in this pilot study were the 22 km resolution
RCR-HIRLAM-00UTC run, the 9 km resolution MBE-HIRLAM-18UTC run, the ECMWF-12UTC run, the U.S. global GFS-
00UTC run and the Polish model 00UTC run. 

In general, it can be concluded that HIRLAM (RCR / MBE) and ECMWF were considered equally often as the principal
guidance in the D+1 forecast range, while ECMWF was clearly preferred in the D+2 range and beyond (Figures 9 thru 11).
There are various reasons why such results should be interpreted with some caution. About every other time the evaluation
form was left totally unfilled. Quite often the forecasters could not differentiate between the quality of the models at all.
ECMWF may have been occasionally preferred to preserve continuity throughout the entire forecast range. At the time of the
evaluation, the usefulness of the fine-resolution MBE-HIRLAM was suffering from late delivery and relatively non-user
friendly visualization tools. And so on.

3. References
Matias Brockmann, Ilkka Juga and Marianne Sågbom, 2005: Finnish duty forecasters’ evaluation of the Hirlam RCR
forecasts in relation to other NWP guidance during the period 12.4.2005 - 22.9.2005, a pilot study. Internal report of the FMI
Weather Warning Service.

Juha Kilpinen, Annakaisa Sarkanen, Pertti Nurmi and Sigbritt Näsman, 2005: Comparison of  ECMWF and HIRLAM
wind forecasts in the Baltic Sea. Proceedings, 10th ECMWF Workshop On Meteorological Operational Systems (ECMWF,
14-18 November 2005). http://www.ecmwf.int/newsevents/meetings/workshops/2005/MOS10/index.html

Pertti Nurmi and Christoph Zingerle, 2006: Entity-based verification and uncertainty issues. Joint COST 731 and NetFAM
Workshop on Uncertainty in High-Resolution Meteorological and Hydrological Models (Vilnius, Lithuania, 26-28 April 2006).
http://www.meteo.lt/vilnius/pro.html
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Fig. 1 The Mean Error (ME) of wind speed forecasts as
a function of forecast leadtime, averaged over
five Finnish coastal stations and four cold sea-
sons, 2002-2005. The results are for the opera-
tional ECMWF DMO (red curve), Kalman filtered
forecasts (pink curve), the control run (green
curve) and the EPS mean (blue curve).

Fig. 2 As Figure 1, but for the Root Mean Square Error
(RMSE). Here, the distributions of EPS mean
spread and the mean of individual EPS members
are shown, for reference.
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Fig. 3 The Brier Skill Score (BSS) of near-gale forecasts
(wind speeds exceeding 14 m/s) for the same
data as in Figures 1 and 2. The ECMWF DMO
EPS (pink line) is compared with six different
methods to define the probabilistic distribution of
the event: dependent error dressing - independent
error dressing – recursive calibration of the EPS –
dependent calibration of the EPS – calibration of
the EPS mean – calibration of the EPS spread.

Fig. 4 As in Figure 3, but for the area under the ROC
curve.
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Fig. 5 Evolution in time, 1995-2006, of the Mean Error (green curve), and the Mean Absoulte Error (magenta curve) of
24 hour (upper) and 48 hour (lower) daytime maximum temperature forecasts, averaged over three Finnish inland
stations. The red numbers are annual averages of the Hit Rate (temperature forecasts correct within 2 degrees).

Fig. 6 Evolution in time, 1995-2006, of the Brier Skill Score over persistence (blue curve) and the area under the ROC
curve (pink curve) of 24 hour (upper) and 48 hour (lower) Probability of Precipitation forecasts, averaged over
three Finnish inland stations. Annual averages are indicated by numbers and solid dots.

Fig. 7 Box  plots of 36 hour minimum temperature forecast errors
at three Finnish inland stations (Hki, Tre, Sod), in 2005.
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Fig. 8 Reliability diagrams (upper) and ROC (lower) of 24 hour (left) and 48 hour (right) Probability of Precipitation fore-
casts, averaged over three Finnish inland stations in 2005. BS = Brier Score, SS_5a = BS improvement during
2005 compared to the previous five years, SSpbs = Brier Skill Score over persistence in 2005.

Fig. 9 Subjective comparison of different NWP models available to FMI duty forecasters during a c. five-month period
in 2005, separately for one-day, two-day and three-to-five-day forecast range. RCR and MBA are the 22 km and
9 km versions of HIRLAM, respectively, GFS is the U.S. global model.
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Fig. 10 Subjective comparison of different NWP models at forecast range D+1 during different months, April to
September, in 2005. Data coverage and notations as in Figure 9.

Fig. 11 As in Figure 10 but at forecast range D+2.
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Verification of ECMWF products at Météo-France

1.Summary of major highlights of use and verification

ECMWF products are widely used at all Météo-France forecast centres : T799 for the short-range forecast in addition to other
models (the 2 production runs at 00 and 12  UTC are used) in order to choose the best option, and EPS from day 4 to day 7
forecast to propose a scenario with confidence index linked to the number of tubes. The extension of the forecast range beyond
day 7 is being studied, in order to produce bulletins for the general public out to day 9.

ECMWF monthly forecast is now used in operations.

ECMWF is used to start ARPEGE-Climat seasonal forecasts.

The forecasters from Meteo-France largely consult ECMWF web site products.

2. Application of products

2.1 Post-processing of deterministic model output

2.1.1 Statistical adaptations

Millions of local forecasts of weather parameters are produced daily through statistical adaptation of NWP output. Main
methods are multiple linear regression (MLR) and linear discriminant analysis (DA). MOS (model output statistics) is generally
preferred to PP (perfect prognosis). Kalman filter (KF) is applied when relevant.

• 2m temperature: MLR+KF
France: 2588 stations. +12h to +180h by 3h from 12 and 00UTC + daily extremes.
world: 6010 stations. +6h to +180h by 3h + daily extremes from 12 and 00UTC.

• 10m wind speed and direction: MLR
France: 811 stations. +12h to +180h by 3h from 12and 00UTC.

• Total cloud cover: MLR+KF: DA on 4 classes
France: 150 stations. +12h to +180h by 3h from 12 and 00UTC

• 2m relative humidity: MLR+ KF
France: 1156 locations in France, lead time: +12h to +180h by 3h + daily extreme from 12 and 00UTC

2.1.2 Physical adaptations, limited area modelling

2.1.2.1 Dispersion model

The dispersion and trajectory model MEDIA can be driven by ECMWF output.

2.1.3 Derived fields

(no application)

2.1.4 Other

2.1.4.1 Seasonal forecast

ECMWF daily analysis are used to define initial atmospheric conditions for the Météo-France seasonal ensemble forecast (9
members). ERA15 is used to compute the renormalization (to observation) of  seasonal forecast indices (T850 and Z500).

ERA15 and ECMWF analysis are used to compute monthly and seasonal climate anomalies disseminated by an internal
web page. These anomalies are used to perform a subjective verification of our seasonal forecast.

ECMWF seasonal forecast are used monthly to assess the confidence of the seasonal forecast from Météo-France. All the
seasonal information available on the web page (Ocean analysis, ocean forecast, atmospheric forecast, forecast indices, ...)
are checked monthly as additional input and verification for the M-F forecast (subjective comparison) and to compare the
behaviour of forced versus coupled ensemble forecast.

A climate bulletin is monthly edited taking into account available information on the state of the climate system and providing
a consensual seasonal forecast based on products from different centres (including ECMWF). Note that this bulletin is for
internal purpose and that a monthly briefing is planned in the future. However, ACMAD (Niamey) has asked to receive and
disseminate it. An end-user bulletin is updated monthly and sent to partners for a pilot experiment.

The coupled version of the Météo-France model is evaluated in the frame of the Demeter experiment. This model could be
included in the Demeter multi-model ensemble planned at ECMWF and could be used at Météo-France in operational mode
in the future.
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2.1.4.2 Local fields storage

ECMWF model fields are stored in a local and operational data base for a few days.

2.1.4.3 Tropical region aspects

ECMWF model provides a particularly useful forecast guidance in French tropical regions and for cyclone forecasting.

2.2 Post-processing of EPS output

2.2.1 Statistical adaptations

Statistical adaptation is applied to individual ensemble runs. Methods are the same as for the deterministic model output (see
2.1.1) but pseudo-PP (statistical equations computed during the first 24 hours then applied to the other corresponding steps)
is preferred to MOS.

Ensemble mean :

• 2m temperature: MLR+KF
France: 1206 stations. +12h to +240h by 3h from 12 and 00UTC + daily extremes.
world: 3339 stations. +6h to +240h by 3h + daily extremes from 12 and 00UTC.

• 10m wind speed : MLR
France: 586 stations. +12h to +240h by 3h from 12and 00UTC.

Probabilities and distributions :

Ensemble distributions are calibrated before computing probabilities. The method of calibration is based on the use of rank
diagram statistics (e.g. Hamill and Colucci 1998). A new method, the Bayesian Model Averaging developped at Unviversity
of Washington (see Raftery et al, 2005) will be used in the future.

• 2m temperature, probabilities: MLR applied to individual runs, ensemble calibration.
France: 1206 stations. Daily extremes day+1 to day+8.

• 10m wind speed, probabilities (40/70/100km/h): MLR to individual runs, ensemble calibration.
France: 586 stations. +0h to +240h by 6h from 12 and 00 UTC.

• 24h precipitations, probabilities (occurrence): ensemble calibration.
France: 1206 stations. day+1 to day+8 from 12 and 00 UTC.

2.2.2 Graphics

Forecasters of the national and regional centres visualize ECMWF outputs (deterministic model, EPS and wave model) through
the SYNERGIE system implemented on workstations. They can daily compare ECMWF output to other models outputs and
choose a scenario based on ARPEGE, Unified Model of the Met Office ECMWF, or mix for the short range forecast.

The EPS is daily used in the Medium-Range forecast guidance through the tubing classification. The most probable forecast
is given by the central cluster mean in terms of weather type. The confidence index is directly linked to the number of tubes
but subjectively fixed by the forecaster.

Other graphical products are available for the forecasters in order to detect extreme phenomena like deep cyclones, strong
convection from the EPS members.

The general flow orientation and wind speed over 3 basins (North-Sea, NE-Atlantic and Mediterranean sea) is evaluated in
the marine Medium-Range forecast, looking at EPS-based wind roses. The marine forecasters produce a medium-range bulletin.

In the tropical areas (French West Indies, La Réunion, New-Caledonia, French Polynesia), the EPS is used for cyclone
tracking (strike-probability maps). La Réunion is a Regional Specialised Meteorological Centre, it is responsive for cyclone
forecasting in the southwest Indian Ocean.

Furthermore several EPS-based charts are produced on the tropical areas for the daily forecasts: MSLP spaghettis, ensemble
mean of MSLP and Theta’w at 850hPa, probability that Theta’w at 850hPa is greater than 20 and 22°C, probability that CAPE
is greater than 1000 and 2000 J/kg, EPSgram with fixed y-axis for the 6h-precipitations.

Products based on Wave EPS are also very useful: probability of swell height greater than 3m, which is a pertinent danger
threshold, EPSgram of total swell height (as plotted on the figure 1), wave roses.
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2.3 Use of monthly forecasts

Since January 2006, the forecasters from the national centre produce a weekly bulletin for a specific user. The bulletin is based
on the products available on ECMWF web server: probabilities of T2m anomaly, multiparameter outlook, weather regimes
clusterisation, Hovmoeller diagram... The Bulletin describes the evolution of general flow, the consistency of the model and
focuses on the temperature anomalies.

2.4 Use of end products

• Products for International Desk of Météo-France

Europe media weather (daily): T799 till D4 (together with ARPEGE), ensemble D5/D6 : central cluster from tubing, rain
probabilities, T850 anomaly probabilities. Worldwide forecast (private consultancy): T799 (0.5), ensemble mean, rain
probabilities, EPSgram, EFI.

3. Verification of products

3.1 Objective verification

3.1.1 Direct ECMWF model output

ECMWF model is compared to soundings, SYNOP and analyses (ARPEGE and ECMWF).

3.1.2 ECMWF model output compared to other NWP models

3.1.2.1 Daily control

Ensemble mean is compared to the control run and the operational run.

3.1.2.2 Analysis as a neutral reference

ECMWF analysis is used as a neutral reference to compute ARPEGE and its test suite scores so that they can be compared.

3.1.2.3 Composite score

We use a composite score, the difference between ARPEGE-model rmse (over EUROPE against soundings and over Northern
Hemisphere against analysis  for 24H and 72H forecast range) and the rmse of DWD, UKMO and ECMWF models.

3.1.2.4 Wave model

A comparison between ECMWF wave model and Météo-France wave model is done over the Atlantic Ocean. This comparison
is carried out for the SWH against buoys and analysis. Against buoys and over the western region, ECMWF wave model looks
better (there is a strong positive bias for Météo-France model). Over the eastern region performances are quite similar (although
one can note a small negative bias in this region for both models).

Fig. 1 EPSgram of total swell height on Bora-Bora. EPS from 20060413 0h.
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3.1.3 Post processed products

We use ECMWF scores sent to WMO and other numerical centres in comparison with the scores computed with our procedures.
Small differences can be explained by the soundings selection system or the grid resolution used.

3.2 Subjective verification

3.2.1 Subjective scores

3.2.1.1 Short range verification

Forecasters at the  national centre perform a daily subjective verification of the short-range forecasts. A note is given to ARPEGE
and to ECMWF model. Moreover, the differences in the North Atlantic Ocean and Europe regions are checked every day
between UKMO, Météo-France and ECMWF forecasts and reported if they are important. A verification is performed at the
validity date of the forecasts.  The reference for the verification can be either the analyses of the models or in situ observations.

3.2.1.2 Monthly forecast verification

Since the monthly forecasting system has been used in operations, the forecasters have assessed the T2m anomaly forecasts
over France. For every week, the notations vary between A (good) and D (bad). The figure 2 plots the proportion of each
notation for week 1 to week 4, over a sample of 20 members.
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Fig. 2 Repartition of subjective notations for monthly T2m anomaly over France (sample size=20).
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3.2.2. Evaluation of the behaviour of the EPS

3.2.2.1.Synoptic assessment

Forecasters go on evaluating EPS outputs. Automated forecasts use the probabilistic approach, however weather reports issued
by the forecasters are mainly based on the interpretation of the central cluster of the tubing method. This has been found to
be the best method to produce the deterministic part of the medium-range forecasts.

Subjective evaluations therefore aim at measuring the ability of the central cluster to predict large scale (“supra-synoptic”
scale) flow types above western Europe. Table 1 indicates the percentage of good forecast over the last years of our medium
range forecasts.
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Year D+4-D+5 D+6-D+7

2005 76 55

2004 86 61

2003 86 66

2002 83 57

Table 1 Percentage of good medium range forecast over western Europe
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Verification of ECMWF products at the Deutscher Wetterdienst (DWD)
By Martin Göber

1. Summary of major highlights of use and verification
Since 2004 a MOS interpretation of the ECMW model (ECMOS) has been used operationally in addition to the traditional
MOS of DWD’s global model GME (GMOS). A weighted average of the two MOS’ forms MOS/MIX - the best available
guidance for the production of local short and medium range forecasts. The introduction of MOS/MIX has lead to a further
substantial increase in forecast accuracy.

ECMWF’s high resolution model is always used together with other models in short- and medium-range forecasting. For
medium range forecasting the EPS is used additionally; in the short range the LEPS (Local model nested into EPS clusters)
provides ensemble information.

Since a long history at DWD of the verification of medium range forecast has consistently shown that the forecasters can
not improve on MOS/MIX on average, the separate verification of the human forecasts has been discontinued.

Since December 2003 T+12 forecasts over the oceans from the ECMWF model have been assimilated into the GME model
as so called „pseudo temps”.

2. Application of Products
The high resolution ECMWF model forms together with DWD’s model GME the general operational data base. Both forecasts
are statistically interpreted up to 7 days in terms of near surface weather elements by means of a PPM scheme (AFREG) as
well as by MOS and subsequent averaging of the two interpretations to form „AFREG/MIX” and “MOS/MIX”.

EPS products are used intensively in order to create a daily simple confidence number and describe alternative solutions.
Furthermore, they are used to estimate the prospect for extreme weather events.

3. Verification of products

3.1 Direct ECMWF model output

Upper air forecasts from ECMWF continued to exhibit smaller errors than DWD-GME forecasts (Fig. 1). The RMSE of the
ECMWF model for 500hPa geopotential height has decreased by more than 2% (0,4 gpm) in the short range from 2004 to
2005 and by about 3% for the GME. ECMWF MSLP error growth with forecast range is about one day better than for DWD-
GME, which translates into an advantage of about 18 hours in terms of availability of the forecast. The RMSE’s of the ECMWF
and GME model for MSLP have decreased in 2005 by about 0,1 hPa, but so has the RMSE of the persistence forecast, i.e. no
increase in skill has been noted.
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Fig. 1 RMSE 500hPa geopotential over Europe. DWD
(Numerical Weather Prediction model GME),
EC (high resolution  ECMWF model), persist-
ence (analysis from the initial state is used as
a forecast for all following days), climate (long
term mean of the predictand (H500, MSLP)
serves as a constant forecast).
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3.1.3.1 Post-processed products PPP

Here, various statistically post-processed model forecasts are compared for the following:

Predictands

MIN = daily minumum temperature (°C)
MAX = daily maximum temperature (°C)
SD = daily relative sunshine duration (%)
dd = surface wind direction (°) 12 UTC. Only verified, if ff(obs) ≥ 3 m/s
ff = surface wind speed (m/s) 12 UTC
PoP = Probability of Precipitation > 0 mm/d
PET = potential evapotranspiration (mm/d)
RR = a binary predictand: precipitation amount > 0 mm/d: Yes/No;

Forecast Types

AFREG/MIX = Post processed product AFREG(MIX) = AFREG(EC)+AFREG(DWD)/2
EC = high res. ECMWF model, DWD = operational DWD Global Model “GME” (initial time: 00 UTC). 
PPP is generated for several areas of the whole Germany, but verified against point observations at 6 stations.

MOS/MIX = PPP, a weighted average of Model Output Statistics MOS/GME and MOS/EC

and Verification measures
rmse is used for both categorical and probabilistic forecasts (equals square root of the Brier Score)
RV = Reduction of Variance against reference, 1-(rmse/rmse*)2, here: mean value for day 2 ... 7
rmse* = smoothed climate as the best reference forecast to evaluate forecast skill
HSS = Heidke Skill Score, only for binary predictands
HSS = mean value for day 2 ... 7
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Fig. 2 Same as fig. 1, but for RMSE of mean sea
level pressure.
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The skill (RV) of the forecasts in 2005 was better than 2004 for all variables. An increase of 2-13% RV was found for maximum
temperature and precipitation, specifically for the short range. MOS/MIX forecasts have substantially smaller errors than
AFREG/MIX, which is only partly due to the lower (and thus less realistic) variability of MOS forecasts. The lower variability
of MOS, especially in the medium range, is an obstacle for the use of it for forecasts of more severe weather. Here, the more
variable solutions of the EPS serve as an important additional guidance.

Figs. 4–5a,b show two things: i) the MOS technology performs better than a perfect prog technology (AFREG) ; ii) mixing
PP from both models leads to an improvement of the forecast, especially in the medium range.
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Table 1 Verification of operational medium range forecasts for 6 stations in Germany (Hamburg, Potsdam, Düsseldorf,
Leipzig, Frankfurt/M., München), 01/05- 12/05. Day of issue = day +0 = today at noon.
1)Here, persistence is used as a ‘reference forecast’.

rmse day

+2 +3 +4 +5 +6 +7 +8

rmse*

(climate) RV(%)

MIN AFREG/MIX 2,32 2,43 2,60 2,80 3,06 3,37 3,65
4,01

56

MOS/MIX 1,67 2,00 2,26 2,60 2,89 66

MAX AFREG/MIX 2,35 2,57 2,85 3,15 3,56 3,89 4,14
4,66

61

MOS/MIX 1,89 2,27 2,67 3,01 3,35 67

SD AFREG/MIX 25,8 26,2 27,4 28,8 30,3 31,1 32,0 32,2 23

dd1) AFREG/MIX 44,2 47,1 54,1 62,8 70,5 76.1 81,3
91,4

62

dd1) MOS/MIX 33,7 39,9 49,4 60,1 69,4 69

ff AFREG/MIX 1,67 1,82 1,89 2,05 2,16 2,21 2,21
2,19

23

MOS/MIX 1,52 1,72 1,84 1,97 2,03 31

PoP PPP 36,5 37,3 39,7 41,8 44,2 46,2 47,7
46,5

30

34,8 37,3 39,7 42,2 31

PET PPP 0,750 0,763 0,808 0,851 0,896 0,929 0,950 0,954 23

HSS% HSS

RR AFREG/MIX 56 53 46 40 29 24 18
0

49

MOS/MIX 64 56 48 37 51

Fig. 3 Reliability diagram (6 stations, year 2005, day+2
... day+7; only up to day+5 for MOS(MIX))

Fig. 4 Forecast skill RV for Daily Mean Temperature
(DWD, 6 stations, 2005)
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3.1.3.2 EPS verification

EPS products are only verified in a PP form as a Kalman filtered mean of the ensemble for continuous variables and as a
relative frequency for probability forecasts, respectively. The verification is done against point observations from Synop’s.

Up to 3 days ahead, MOS(MIX) presents by far the best guidance. In the medium range, AFREG(MIX) is of similar quality
compared to MOS(MIX) for maximum temperature, whereas the Kalman-filtered EPS is most suitable as an additional guidance
for wind speed, cloud cover forecasts and latterly maximum temperature(Fig. 6). Maximum temperature forecasts from the
EPS mean were 2 days better than in the past for the short range and one day in the medium range.

Probability of YES/NO precipitation forecasts continued to slightly underestimate the PoP, with MOS(MIX) exhibiting the
best resolution followed by AFREG(MIX) (Fig. 8). Stronger events (>5mm/d, Fig. 7) were hardly ever forecasted from the
EPS, which is only partly attributable to the mismatch between areal precipitation forecasts and point observations. MOS(MIX)
achieved a good calibration for this rather rare event.
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Fig. 5a Forecast skill RV as a function of range, averaged
for all predictands taken in table 1
(without PET and RR)

Fig. 5b follows from fig. 5a: 
a) Blue line: RV(AFREG/MIX) - RV(AFREG/EC)
b) Claret red line: RV(MOS/MIX) - RV(MOS/EC)
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Fig. 6 DMO(EPSmean)+KAL (pink) versus AFREG-MIX (blue) and MOS/MIX (magenta), dotted line = rmse(climate).

Sample: 01/05 - 12/05, DWD (5 stations).The EPS forecast for cloud cover, wind speed ff and maximum temperature
MAX is the arithmetical mean of all 51 ensemble members. PoP forecast is the relative frequency of the “yes-
event forecast”. Notice, rmse is identical to SQR(BS), BS = Brier Score.
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Fig. 7 Reliability of PoP forecasts by EPS (red), AFREG/MIX (blue) and MOS/MIX 5 stations, day +2 ... +7, (MOS/MIX
only up to day+5)
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Verification of ECMWF Products in Greece
Hellenic National Meteorological Service (HNMS) – P. Fragkouli, A. Mamara, 
T. Andreadis, I. Papageorgiou

1. Summary of major highlights
The IFS deterministic model output (both 12.00 Z and 00. 00Z run) is used in HNMS as plotted fields mainly in the National
Forecasting Centre for medium range prediction. Also, from summer 2005, it is used as initial conditions for the Local Area
Model LM-COSMO.

2. Verification of Products

2.1 Objective Verification

2.1.1 Direct ECMWF Model Output

2.1.2 ECMWF model compared to other NWP models used by HNMS

The 12-h accumulated precipitation for both ECMWF’s and LM’s models (00.00 Z run) is verified against 7 synoptic weather
stations, up to 48 hours.

The non-hydrostatic Lokal Modell (LM) has been developed by the COSMO Consortium. It has a grid resolution of 0.0625(
with centre point at 38(N, 24(E covering all the Greek territory, as well as part of the neighbouring countries. The prognostic
fields are produced for a 48h range. The 00.00 Z run is using initial conditions from GME global model of the DWD.

The 7 synoptic weather stations (indicated in the maps below with their WMO location indicator) have been selected as
representative of all the main Greek regions. (16622 Thessaloniki, 16641 Kerkira, 16667 Mitilini, 16741 El. Venizelos, 16716
Helliniko, 16749 Rhodos and 16754 Heraklion).

The LM-COSMO point-precipitation forecasts are the interpolated value from the nearest 9 points, while the ECMWF point-
precipitation forecasts use the nearest to the selected points.

Figure 1 shows the annual Mean Error for 2005 of the 12-h accumulated precipitation forecasts of the ECMWF and LM-
COSMO at the points of the 7 synoptic stations. In general, the results reveal that the LM-COSMO is overestimating the
precipitation amount for all the three 12-h forecasts compared with the corresponding ECMWF forecasts.

Using a 4x4 contigency table, the precipitation forecasts were verified at the ranges ≤ 0.2 mm, (0.2-2.5] mm, (2.5-10.0]
mm, >10.0 mm and the scores Frequency Bias (FBIAS), Proportion Correct (PC), Probability of Detection (POD), False Alarm
Ratio (FAR), Threat Score (TS) has been calculated for all the 7 synoptic stations. Although the scores of both models are
quite close, again the ECMWF forecasts have better performance.

The Tables below are showing the contingency tables and the scores for year 2005 for 3 synoptic stations (16622, 16741,
16749) and for the second 12-h of accumulated precipitation.
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Fig 1. Mean Error of 12-h accumulated precipitation for
year 2005 for 7 synoptic stations over Greece.
Comparison of the ECMWF and the LM-COSMO
forecasts. (a) for today (forecasts 18h-06h), (b)
for tomorrow (forecasts 30h-18h) and (c) for
tomorrow (forecasts 42h-30h).
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16622 – THESSALONIKI 
ECMWF forecast: (00Z+30h – 00Z+18h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 253 7 1 0 261

(0.2-2.5] mm 45 8 6 1 60

(2.5-10.0] mm 19 6 5 1 31

>10.0 mm 0 0 3 1 4

Σobs 317 21 15 3 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.823 2.857 2.067 0.997

PC 0.798 0.817 0.899 0.986

POD 0.798 0.381 0.333 0.992

FAR 0.031 0.867 0.839 0.006

TS 0.778 0.110 0.122 0.986

16622 – THESSALONIKI 
LM-COSMO forecast: (00Z+30h – 00Z+18h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 255 8 4 0 267

(0.2-2.5] mm 48 6 5 0 59

(2.5-10.0] mm 13 6 3 1 23

>10.0 mm 1 1 3 2 7

Σobs 317 21 15 3 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.842 2.810 1.533 0.989

PC 0.792 0.809 0.910 0.983

POD 0.804 0.286 0.200 0.986

FAR 0.045 0.898 0.870 0.003

TS 0.775 0.081 0.086 0.983

Table 1 Contigency Table and Scores for the second 12-h of accumulated precipitation forecasts against observations for
synoptic station of Thessaloniki. (upper table): ECMWF performance, (lower table): LM-COSMO performance.
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Table 2 Contigency Table and Scores for the second 12-h of accumulated precipitation forecasts against observations for
synoptic station of El. Venizelos. (upper table): ECMWF performance, (lower table): LM-COSMO performance.

16741 - EL. VENIZELOS 
ECMWF forecast: (00Z+30h – 00Z+18h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 264 2 1 0 267

(0.2-2.5] mm 48 7 3 0 58

(2.5-10.0] mm 14 3 4 3 24

>10.0 mm 1 2 1 3 7

Σobs 327 14 9 6 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.817 4.143 2.667 0.997

PC 0.815 0.837 0.930 0.980

POD 0.807 0.500 0.444 0.989

FAR 0.011 0.879 0.833 0.009

TS 0.800 0.108 0.138 0.980

16741 - EL. VENIZELOS 
LM-COSMO forecast: (00Z+30h – 00Z+18h h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 286 5 2 1 294

(0.2-2.5] mm 30 5 4 2 41

(2.5-10.0] mm 11 2 0 2 15

>10.0 mm 0 2 3 1 6

Σobs 327 14 9 6 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.899 2.929 1.667 1.000

PC 0.862 0.874 0.933 0.972

POD 0.875 0.357 0.000 0.986

FAR 0.027 0.878 1.000 0.014

TS 0.854 0.100 0.000 0.972
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16749- RHODOS 
ECMWF forecast: (00Z+30h – 00Z+18h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 280 1 0 0 281

(0.2-2.5] mm 33 3 2 0 38

(2.5-10.0] mm 10 5 8 2 25

>10.0 mm 0 0 7 5 12

Σobs 323 9 17 7 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.870 4.222 1.471 0.986

PC 0.876 0.885 0.927 0.975

POD 0.867 0.333 0.471 0.980

FAR 0.004 0.921 0.680 0.006

TS 0.864 4.222 0.235 0.974

16749- RHODOS 
LM-COSMO forecast: (00Z+30h – 00Z+18h)

observation

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm Σfct

fo
re

ca
st

≤ 0.2 mm 298 4 3 0 305

(0.2-2.5] mm 18 3 2 1 24

(2.5-10.0] mm 4 2 7 2 15

>10.0 mm 3 0 5 4 12

Σobs 323 9 17 7 356

≤ 0.2 mm (0.2-2.5] mm (2.5-10.0] mm >10.0 mm

FBIAS 0.944 2.667 0.882 0.986

PC 0.910 0.924 0.949 0.969

POD 0.923 0.333 0.412 0.977

FAR 0.023 0.875 0.533 0.009

TS 0.903 0.100 0.280 0.969

Table 3 Contigency Table and Scores for the second 12-h of accumulated precipitation forecasts against observations
for synoptic station of Rhodos. (upper table): ECMWF performance, (lower table): LM-COSMO performance.

2.1.3 Post-Processed Products

2.1.4 End Products Delivered to Users

2.1.5 Seasonal Forecasts

2.2 Subjective Verification

3. References
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Verification of ECMWF products in Hungary

1. Summary of major highlights
The objective and subjective verification of ECMWF deterministic (and ensemble) products has been continued as in previous
years. Some new methods were applied for deterministic, ensemble and seasonal forecasts as well. A new objective verification
system (called OVISYS as Objective Verification System) had been developed for the inter-comparison of several numerical
models operationally used at the Hungarian Meteorological Service.

2. Verification of Products

2.1 Objective verification

2.1.1 Direct ECMWF model output

(i) in the free atmosphere

(ii) local weather parameters for locations

The objective verification has been performed by our Objective Verification System (OVISYS). This is an interactive web-
based system with an underlying software. Users can define their verification requests on the web page and then the programs
in the background compute the required statistical scores and display them in the chosen graphical representation on one or
more figures. This verification is based on the comparison of observations with forecast values interpolated (with bilinear
interpolation) to the observation locations. In the recent  verification study the 00 and 12 hours runs of ECMWF model  was
verified against all the Hungarian SYNOP observations for the whole 2005 year. The input forecast values for ECMWF were
taken from a 0.5°x0.5° post-processing grid. The verification was performed for the following variables:

• Total cloudiness

• 10m wind speed

• 2m temperature

• Minimum and maximum 2m temperature

• Daily accumulated amount of precipitation

BIAS and RMSE scores 48 and 168 hours are computed. The computed scores are presented on Time-TS diagrams (with the
forecast range on the x-axis) (Fig. 1-9.).

Total cloudiness:

Fig. 1 RMSE and BIAS values for ECMWF total cloudiness forecasts for Hungary. There is a cloudiness underestima-
tion at all ranges (around  -5 and -10 percent). The RMSE values are slightly increasing along the forecast
ranges.
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Fig. 2 RMSE and BIAS values for ECMWF 10m wind speed forecasts for Hungary. The RMSE values are rather con-
stant until the third day, then there is a slight increase afterwards.  The BIAS fluctuates in a diurnal cycle at a
range of about 0.5 m/s.

10m wind speed:

2m temperature:

Fig. 3 RMSE and BIAS values for ECMWF 2m temperature forecasts for Hungary. The RMSE values are slightly
increasing with the forecast range and the BIAS fluctuates between -1 and 1 with a strong diurnal cycle.

Fig.4 Comparison of BIAS and RMSE values for daily minimum (left) and maximum (right) temperature for ECMWF 00
and 12 UTC runs. The scores show that the models overestimate the minimum temperature and underestimate
the maximum temperature.

2m minimum and maximum temperature
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Fig. 5 Comparison of RMSE (left) and BIAS (right) values for daily accumulated amount of precipitation for  ECMWF 00
UTC and 12 UTC runs (valid for the second forecasted day, i.e. between 30h-54h 18h-42h respectively).  The
ECMWF model underestimates the precipitation quantity.

Precipitation:

2.1.2 ECMWF model output compared to other NWP models used by the HMS

The newly developed OVISYS system makes possible to inter-compare the performance of different numerical weather
prediction models. Hereafter the ECMWF and ALADIN/HU models will be compared in the first 48 forecast ranges. The
forecast values from ECMWF are taken from a 0.5°x0.5°, while for the ALADIN model from a 0.1°x0.1° post-processing
grid (the original mesh size of the ALADIN model is 8km on Lambert projection). The scores are computed against SYNOP
observation for the Hungarian territory for the year of 2005.

Total cloudiness:

Fig.6 Contingency table for the 24 h accumulated precipitation for the second forecasted day (between 30 h and 54 h
forecast ranges) of the 00 UTC runs. The scores show that the ECMWF model underestimates the large precip-
itation events and generally overestimate the small precipitation (0-5 mm) events.

Fig.7 Comparison of BIAS
and RMSE values for
ECMWF and ALADIN
total cloudiness fore-
casts over Hungary.
Except the first few
hours the RMSE values
of the ECMWF fore-
casts are smaller than
that of the ALADIN
ones. The systematic
slight cloudiness
underestimation of the
ECMWF forecasts is
rather clear.
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10m wind speed:

Fig.8 Comparison of BIAS and RMSE values for ECMWF and ALADIN wind speed forecasts over Hungary. Generally
speaking the RMSE and BIAS errors are slightly smaller for the ECMWF model.

2m temperature:

2.1.3 Post processed products

At the end of 2004 the development of a new statistical post-processing system had been started at the Hungarian Meteorological
Service. As a first step the MOS technique based on multiple linear regression was chosen for implementation. This procedure
aimed to correct the numerical forecasts (ALADIN/HU, ECMWF) of the 2 m temperature, relative humidity and the 10 m
wind (u, v component).

The multiple linear regression was considered over SYNOP stations (ALADIN/HU ECMWF model domain), at every
timestep and every month. 26 potential predictors were considered: T2, MSLP, RHU2, U10, V10, N, T5, T7, T8, T9, U5, U7,
U8, U9, V5, V7, V8, V9, RHU5, RHU7, RHU8, RHU9, GEO5, GEO7, GEO8, GEO9. T means temperature, RHU relative
humidity, MSLP mean sea level pressure, N  cloudiness, GEO geopotential and U and V zonal and meridional wind respectively.
The numbers 5, 7, 8 and 9 refers to the level of 500, 700, 850 and 925 hPa respectively; the numbers 2 and 10 mean the
observation height in meter. The predictors were chosen based on the “forward” method (additional predictors are selected
one by one depending on the maximum reduction of the residual variance), due to the fact that the “all-possible” method (tests
all possible sets of 1,2,3,... predictors and selects the set giving the best value of accuracy adjusted for loss of degrees of freedom

Fig.9 Comparison of BIAS and RMSE values for ECMWF and ALADIN 2m temperature forecasts over Hungary. The
scores are similar with some advantage of the ECMWF forecasts from the second day onwards (in terms of
RMSE). It is interesting to note that ALADIN is rather overestimating and the ECMWF model is rather underesti-
mating the temperature (and the diurnal cycle for ECMWF is much stronger).
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as measured by any of several possible statistics) on the one hand did not give better results, and on the other hand a more
expensive algorithm. The number of the best predictors were chosen based on the „cross-validation” methods (the available
data are repeatedly divided into developmental and verification data subset) and „nested F-test” (using the F-test for a function
of the two nested models, one can find the best subset). For all of the predictands (T2, RHU2, U10, V10), in every month and
timestep (ECMWF: 12 - 60, ALHU: 06 - 48), in every station (inside the model area), for both models (ECMWF, ALHU) and
both runs (00, 12 UTC) it was concluded that the optimal maximum number of best predictors is two.

The first test-runs have proven that this method gives better results in mountainous stations due to the mis-representation
of orography in the models (Fig. 10 )

Fig. 10 The measure of success of the MOS technique over
Europe. The blueish color indicates where the statistical
post-processing improves the 2m temperature fore-
casts, while the “warm” colors indicates degradation.
One can immediately spot improvements especially over
mountainous areas (especially in the Alpine region).

Fig. 11: The RMSE of the ECMWF 00 UTC 2m temperature forecasts before (red) and after (yellow) post-processing for
the station Kékes-tetõ (1015 m, the highest point of Hungary, left panel) and for Budapest (right panel) in the peri-
od between 1st August 2005 and 31st January 2006. It is clear that the results over flat terrain are much less
successful than that of stations with higher altitude.
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In the plain area the scatter plots of the model outputs are very near to the y=x line, so the post-processing can not really
improve the raw model output. Nevertheless, there are many such locations (stations), which have special local
characteristics, which is not fully properly described by the model.  A good such example is the Lake Balaton and its coast in
Hungary, where the impact of the lake for the local circulation is not simulated correctly by the model. In that case the statistical
post-processing method can be successful (Fig. 13.).

Fig. 12 Scatter plots for observed and forecasted 2m temperature values before (left) and after (right) statistical post-
processing (MOS) for Kékes-tetõ.

In the case of U10 and V10, the post-processing does not give any noticeable improvement, however for the relative humidity
as good as results were obtained as in the case of temperature. The results of the statistically post-processed relative humidity
forecast gave better results in the mountainous areas, but the differences are less than that of temperature (Fig 14).

Fig. 13 The RMSE of the 2m temperature ECMWF UTC fore-
casts for Siófok (at the shore of Lake Balaton) before
(red) and after (yellow) post-processing (MOS).  The
graph clearly shows that the model forecast cannot pre-
dict the heating effect of the lake during the night, and
this systematic error is corrected by post-processing.

Fig. 14 RMSE error of the relative humidity forecasts before (red) and after (yellow) post-processing for an entire
European area considering all the SYNOP stations (left panel), and only for the flat (<500 m) stations (right
panel). The differences are not too big, but still noticeable regarding the fact that there are much less mountain-
ous stations (>500 m), than flat ones.
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2.1.4 End products delivered to users

2.1.5 Seasonal forecasts

In the 80s at the Hungarian Meteorological Service (HMS) a statistical technique for long-range forecasting was developed
and forecasts based on this method had been issued for more than 20 years. Beside this operational statistical method, in 1998
the investigation of the applicability of ECMWF’s long-range forecasting system System1 for Hungary was started. In
March,2003 a new seasonal forecasting system based on the ECMWF’s System 2 became operational in the HMS. Since that
time forecasts for the 2 meter, maximum and minimum temperature, the amount of precipitation, the sunshine duration and
the cloud cover for six regions of Hungary are issued in every month.

The verification of ECMWF’s seasonal forecasts was carried out using the mean error, mean absolute error, root mean square
error and mean absolute error skill score statistics of the ensemble mean of System 2’s predictions issued for the year 2005.
The monthly mean of the 2 meter, maximum and minimum temperature and the precipitation forecasts were verified. The
verification was performed for the whole country and also for six regions of Hungary. The reference dataset for the computation
of the mean absolute error skill score was the climatological mean of the 1961-1990 period.

On Fig.15 the mean absolute error skill score of the above mentioned parameters is shown for the six forecasted months of
the seasonal forecasts. The 12 available forecasts were divided into single months, the one’s with the same lead time were
accumulated and the verification was performed on these datasets with respect to the forecast range.  It can be clearly seen
that the 2m temperature forecasts were outperformed by the 30 years climate average in every forecasted month. It can be
also seen that there’s no clear trend in the performance of the forecasts in the function of forecast range, the higher lead times
don’t result in poorer performance. Moreover in the case of the maximum temperature the worst result can be found in the
first forecasted month while the only positive mean absolute error skill score out of the four parameters can be found in the
sixth forecasted month of the precipitation. It can be noticed too that the precipitation forecasts show better skill in every
forecasted month compared to the temperature predictions.

Since the mean absolute skill score is normalized by the climatological mean also the mean absolute error is shown (Fig.16).
It can be noticed  that the precipitation forecast valid for August 2005 has an error of around 100 mm but due to the fact that
this month was exceptionally wet the error of the climate average is in the same range, which has a compensation effect in
the result of the mean absolute error skill score.  In the case of the temperature forecasts it can be seen that February, 2005
shows the top errors for all the three parameters. This month was very cold, the average 2 meter temperature was -2.5 (C for
the area of Hungary, and even though the forecast predicted lower than average it was still not sufficient.

Fig. 15: Mean Absolute Error Skill Score of ensemble means of 2 meter, maximum, minimum temperature and precipi-
tation for the 6 forecasted months for 2005. Reference forecast was the 30-year climatological mean.



HUNGARY HUNGARY

51

2.1.6 Monthly forecasts

Monthly forecasts have been operationally used at the HMS since the beginning of its experimental run, March, 2002. Once
a week ensemble means for daily mean, minimum, and maximum 2m temperature, and also for 5 day accumulated precipitation
amounts are calculated. The verification has been realized  for 6 regions of Hungary and also for the entire country. The
calculated statistics are the daily mean error (ME), mean absolute error (MAE) and root mean square error (RMSE). Weekly
Skill Scores based on the mean absolute error are also determined. In that case the reference dataset was the climate mean,
which was expressed by the measured values averaged between 1961-1990.

Fig. 17 shows the daily mean absolute error (MAE), the root mean square error (RMSE), and mean error (ME) of mean
daily 2m temperature for the whole area of Hungary averaged for 2005. The curve of ME suggests, that the performance of
the forecasts doesn’t show any significant under- or overestimation (no systematic error can be detected). MAE and RMSE
run parallel with increasing tendency until the 8th day, then having rather constant values fluctuating around 3 (C.

Fig. 16: The Mean Absolute Error of the second forecasted month of seasonal forecasts (continuous line)and the 30-year cli-
matological mean (dashed line) for the 2 meters, maximum, minimum temperature and precipitation issued for 2005.

Fig. 17: Daily Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Error (ME) of mean daily 2m tem-
perature for Hungary (year 2005)
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Fig. 18 shows the weekly skill scores (based on MAE) of mean daily; minimum- and maximum temperature for Hungary
averaged for 2005. As it is in the ECMWF practice the first week was considered by the predictions averaged for days 5-11,
afterwards days 12-18, days 19-25 and days 26-32 represent the other three weeks respectively. In the case of temperature on
the first week, forecasts performed better than the climatology, while later on the forecasts have worse scores. It can be also
seen that the minimum temperature forecasts perform relatively the best among the investigated four parameters. In the case
of accumulated precipitation the forecasts were less accurate compared to the climate mean in all of the six 5 day periods.

Subjective verification

3.2.1 Subjective scores

The subjective evaluation of different NWP models are compared over the Hungarian territory: the ALADIN/HU operational
model (at horizontal resolution of 8 km denoted by AL-OPER), different test versions of the ALADIN/HU model, and ECMWF
“deterministic” model. The model forecasts are compared to each other and to the surface (SYNOP) and TEMP observations,
radar and satellite measurements. The verified parameters are as follows: precipitation, 2m temperature, total cloudiness and
10m wind. 5-grade classification was created: being mark 5 for excellent forecast and 1 for completely wrong predictions. Always
the forecast based on the day before yesterday model integration (00-48 integration for the 00 UTC runs of ALADIN models
and 12-60 hours forecasts for the 12 UTC run of ECMWF model). The forecasts are verified subjectively in two separated time-
intervals (1. day:- 00-24 hours - and 2. day:- 24-48 hours). The evaluation is performed in a web-based system (the evaluation
data is stored in a database) making possible an easier overall evaluation and an easier search for interesting cases.

The basic results of the ECMWF and AL-OPER models are presented for the different seasons of 2005 (Dec. 2004 - Nov.
2005) (Fig. 19). It can be seen that the prediction valid for the second day is worse than for the first day with about 0.2-0.4
units.  It is also clear that except wind the ECMWF model is the more reliable model for basically all variables for the second
day2m temperature and cloudiness were the less successfully forecasted elements, mainly in the wintertime, when low-level
stratus were persisted over the Carpathian Basin for several weeks. The models generally predicted less cloudiness and smaller
temperature than the reality. This kind of weather situation occurred at the beginning of the winter season particularly, so the
forecasts of January and February were better and more reliable.

The statistics of the different elements showed very similar behaviours during spring and autumn, relatively good
precipitation, wind and cloudiness forecasts and a little bit worse 2m temperature. Generally the ECMWF model decreases
the 2m temperature too fast after noon, which effects too cold temperature at 18 UTC (. this feature can be also noticed on
the objective verification)

The convectively active summer period shows weaker precipitation forecasts for both models. Otherwise it can be remarked
that the subjective evaluation of the precipitation field is rather ambiguous and really subjective (two persons might give totally
different marks for the same event) It can be also seen that for the summer period, that T2m mark for the second day is very
low for AL-OPER (this was corresponding with some data assimilation problem, which was cured soon after its detection).

Fig. 18 Weekly Skill Score (based on MAE) of mean daily; minimum- and maximum temperature (year 2005)
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Fig 19: Subjective verification scores for the four seasons in 2005. From top to bottom: winter, spring, summer and
autumn. Left panel is for the first day and the right one is for the second day.

2.2.2 Case studies

This case study connected with heavy precipitation occurred in the central part of Hungary in August, 2005. On 4th of  August
a low pressure was dominated over Central Europe, leading to torrential rainfall in Hungary (Fig. 20) In Budapest (black circle)
the 24-hour accumulated precipitation reached 59 mm, while in the southwest more than 100 mm was measured.
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Fig. 20 24h observed precipitation between 06 UTC 4th of August
and 06 UTC 5th of August
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Fig. 21: The deterministic ECMWF forecast 48 hour, 24 hour and the ALADIN model 12 hour before the rainfall  event.

Just as it was in the consecutive ECMWF deterministic forecasts 48-, 36-hour before the start of the event, the precipitation
over Hungary was largely missed by the ALADIN model (24 hour before start of the event) as well. In this case in contrast
to the deterministic ECMWF and ALADIN forecasts, which predicted the large amount of precipitation too far to the east
(Fig. 21), the EPS was more successful in predicting the area of the event (Fig. 22) Approximately 20 % of the EPS members
show a consistent signal more to the west, closer to the event.

Budapest Budapest Budapest

ECMWF model ALADIN model                      
Based:02. 08. 2005 12 UTC Based:03. 08. 2005 12 UTC Based:04. 08. 2005  00 UTC

All forecast valid for:04. 06 UTC-05. 06 UTC Aug

2.2.3 Seasonal forecasts

2.2.4 Monthly forecasts

3. References

Fig. 22 The forecasts of different ensemble members (stamp diagram). Base: 2nd of August, 2005 12 UTC, Valid:
between 06 UTC at 4th of August  and 06 UTC at 5th of August.
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Verification of ECMWF products in Iceland

1. Summary of major highlights.
ECMWF products are extensively used to produce medium range weather forecasts. In the short range, these products are
used together with other NWP models such as Hirlam, MM5, UK Met Office global NWP model. In addition, the forecasters
make use of products available on the ECMWF web site. Statistical post-processing is applied to local weather forecasts. Both
ECMWF and HIRLAM products (0000 and 1200 UTC runs) are continuously verified against a large number of observations
using the same procedure of the previous years, and the results are published on internal web pages.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

(i) in the free atmosphere

none

(ii) of local weather parameters

All local weather forecasts are derived by bi-linear interpolation of the Direct Model Output (DMO), using the four grid points
surrounding the location of interest. 

The verification of 2-metre temperature DMO forecasts for 2005 shows systematic errors at a number of sites, resulting
from local discrepancies between model and real orography. It is also observed at many locations that 2-metre temperature
forecasts valid at noon display a colder bias than those valid at midnight. 10-metre wind speed is  mainly underestimated inland.
Along the coastline, the overestimation predominates, but underestimation, as well as unbiased forecasts are observed at some
sites too. 

The verification of precipitation forecasts is difficult because of well known problems associated with rain-gauge
measurements such as wind-loss, especially marked in wintertime. Until now, no operational correction procedure has been
used at IMO and the verification is made against uncorrected raingauge data. The verification of precipitation forecasts is
made for precipitation accumulated in 24h from 12UTC to 12UTC and valid from T+24h to T+168h, against measured
precipitation accumulated from 09UTC to 09UTC. Precipitation accumulated over several days is also verified. The observed
systematic overestimation or underestimation usually depends on the site location and its broad topographic environment, and
is more or less marked depending on the season. Figure 1 shows an example of such verification for Kirkjubaejarklaustur, a
site located in southern Iceland and subject to some orographic enhancement. Figure 2 shows a similar set of plots for Reykjavik,
a site mainly located in a rain-shadow. The probability of detection (POD) for 24h accumulated precipitation depends on the
site location. It decreases with the forecast range but usually exceeds 80% at the verified sites. The false alarm rate (FAR)
varies also with the location and increases with the forecast range, between 10% to 50%. Figure 3 presents the POD and FAR
for Akureyri.

(iii) of oceanic waves

none

2.1.2 ECMWF model output compared to other NWP models

ECMWF and HIRLAM 2-metre temperature and 10-metre wind speed local forecasts are routinely compared. Figure 4 shows
an output of the daily monitoring procedure for Akureyri. A set of maps showing the NWP model giving the best prediction
over the last five days is also produced daily to provide a guidance to the forecasters (see Figures 5 and 6).

2.1.3 Post-processed products

Kalman filtering

A Kalman Filter (KF) procedure is applied to adjust 2-metre temperature and 10-metre wind speed local DMO forecasts up
to T+168h. The resulting predictions are verified on a daily, quarterly and annual basis. In 2005 like for the previous years,
the KF has successfully removed the systematic bias if any and also reduced the MAE and RMSE. However, the improvement
decreases with the forecast range. KF predictions do not perform any better than DMO forecasts at locations where systematic
errors are not marked. Prediction intervals derived from the KF procedure are reliable at all ranges and at most locations.
Figure 7 presents the statistical scores for 2-metre temperature forecasts for Akurnes and Figure 8 presents the statistical scores
for 10-metre wind-speed forecasts for Storhofdi.



ICELAND ICELAND

Probability of Precipitation (PoP) in 24h

This product, making use of ECMWF input information, is made for 11 locations only for which specific equations were
defined. The verification for 2005 shows that the method has provided a good reliability at most forecast ranges and sites.
The area under the ROC curve is usually greater than 0.7. Figure 9 presents an example of verification statistics for Reykjavik. 

Quantitative Precipitation Forecast maps

The quality of the QPF mapping procedure based on the downscaling of DMO precipitation forecasts with 1 km climatic
precipitation maps is verified at a number of locations, but not in a systematic manner. It is observed in a number of cases
that this procedure performs better than the DMO.

2.1.4 End products delivered to users

none

2.1.5 Seasonal forecasts

none

2.1.6 Monthly forecasts 

none

2.2 Subjective verification

none

3. References
Crochet, P., 2003: A statistical model for predicting the probability of precipitation in Iceland. IMO report, 03028.
http://www.vedur.is/utgafa/greinargerdir/2003/03028.pdf

Crochet, P., 2004: Adaptive Kalman Filtering of two-metre temperature and ten-metre wind-speed forecasts in Iceland.
Meteorol. Appl. 11, 173-187.
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Fig. 1 Example of verification of ECMWF precipitation forecasts. Scatter plots of 24h accumulated precipitation and
total precipitation for Kirkjubaejarklaustur in 2005.
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Fig. 2 Same as Figure 1 for Reykjavik.
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Fig. 3 Probability of Detection (POD) and False Alarm Rate (FAR) for Akureyri in 2005.
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Fig. 4 Example of continuous daily verification of 2-metre temperature and 10-m wind-speed forecasts for Akureyri
(13/05/2006 to 20/05/2006). Top-left:  2-metre DMO temperature, top-right:  2-metre Kalman-filtered temperature,
bottom-left: 10-metre DMO wind-speed, bottom-right: 10-metre Kalman-filtered wind-speed.

Fig. 5 Map of the best 10-metre wind-speed DMO forecasts over a 5-day period:  (16/05/2006 - 20/05/2006). Red (blue)
symbols indicate locations for which ECMWF (Hirlam) was better than Hirlam (ECMWF).
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Fig. 6 Map of the best 2-metre temperature DMO forecasts over a 5-day period (16/05/2006 - 20/05/2006). Red (blue)
symbols indicate locations for which ECMWF (Hirlam) was better than Hirlam (ECMWF).
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Fig. 7 Statistical scores for the ECMWF 12UTC run 2-metre temperature forecasts in 2005 for Akurnes.
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Fig. 8 Statistical scores for the ECMWF 12UTC run 10-metre wind-speed forecasts in 2005 for Storhofdi.
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Verification of ECMWF Forecast Products in Ireland for 2005
Met Éireann - the Irish Meteorological Service, Dublin, Ireland

1. Summary of Major Highlights
The verification of ECMWF products has continued as in previous years. We verify certain grid-field products [such as mean
sea level pressure and 500hPa geopotential] against the corresponding ECMWF analyses. Various scores [such as the correlation
coefficient, the rms error and the S1 score] are calculated for a ‘large’ area [corresponding to Western Europe and the North
Atlantic] and a ‘small’ area [cantered around Ireland]. We also verify the 2-metre temperature and the accumulated precipitation
against 6 synoptic stations in Ireland. Currently, we only verify forecasts based on the 12Z run.

The main use of ECMWF products is as guidance in the medium term. The various output fields are made available to the
forecaster both as hardcopy output [using large-format ink-jet printers] and via an in-house interactive graphics system called
xcharts. [This package runs on SGI workstations and on Linux PC’s]. Selected products are also available as web-pages on
the Met \’Eireann intranet.

The EPS products, especially the cluster fields for the North West Europe area, are used increasingly by the operational
meteorologists to assess the likelihood of alternative forecast developments. We are also investigating the use of EPS rainfall
products. More and more use is being made of the ECMWF member states website.

We continue to use ECMWF fields as boundary conditions for our Hirlam forecasts [with the fields inserted every three
hours] and also as boundaries for our runs of the WAM wave-model. Since 2001, we have used frame boundary files for Hirlam.
We are investigating running Hirlam on a Linux cluster, which we recently upgraded from six to nine compute nodes.

2. Objective Verification
Although we also verify various ECMWF fields against the corresponding analyses, this section will only discuss the
verification of the direct model output of local weather parameters viz temperature and precipitation.

2.1 (ii) Direct Model Output of Local Weather Parameters: Temperature

Since 1992 we have been verifying the ECMWF forecast of 2-metre temperature against six Irish synoptic stations viz. Mullingar,
Kilkenny, Shannon Airport, Valentia, Clones and Dublin Airport. In the case of each station, we interpolate values using the
surrounding four grid-points and calculate the mean error, the mean absolute error, and, since July 1994, the rms error.

It is interesting to see how the quality of the forecasts has varied since 1992 and, in this section, we will present results to
show that there have been significant improvements. 

The model run is for 12Z and we examine the T+12, T+24, T+36, T+48, T+60, T+72, T+84, T+96 and T+108 forecasts.
Note that the T+12, T+36, T+60, T+84, and T+108 forecasts verify at midnight and the T+24, T+48, T+72, and T+96 forecasts
verify at midday. We have found, looking at the fourteen years of data, that [especially in the early years] there are significant
differences in the quality of the forecasts verifying at midday and at midnight. Hence, we will treat these two cases separately.

Figure 1 shows verification scores for the runs verifying at midday for the six synoptic stations. We have plotted monthly
means of the absolute error [blue lines] and of the mean error or bias [red lines]. The 4 blue lines and 4 red lines represent
the T+24, T+48, T+72, and T+96 forecasts. It is not necessary to distinguish between the various blue lines and red lines to
note the following points:

(a) The mean absolute error is typically between 1 and 2 degrees; in the early years it did not vary much with the forecast
length; there is a large seasonal variation [although this has become less marked in later years]; the scores for the six
stations are of comparable magnitude; and there is a gradual improvement of the scores with time.

(b) The mean bias is almost independent of the forecast length [the various red lines are almost superimposed]; in the early
years it was negative for most stations [i.e. the forecast values were colder than the observations]; it then became more
positive but, for the last few years, it has become generally slightly negative; the size of the bias has become smaller
with time and the values for the six stations are similar.

Figure 2 shows the corresponding verification scores for the runs verifying at midnight. The 5 blue lines [mean absolute
error] and 5 red lines [mean error or bias] represent the T+12, T+36, T+60, T+84, and T+108 forecasts. Again, it is not necessary
to distinguish between the various blue lines and red lines to note the following points:

(a) The mean absolute error is higher for the runs verifying at midnight. Also, the scores for the various stations are quite
different — in particular the scores for Valentia were very poor until 1994. Again, however, the scores did not vary
much with the forecast length, they showed a large seasonal variation [at least in the early years] and they showed a
gradual improvement with time.
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(b) Again, the mean bias is almost independent of the forecast length [the various red lines are almost superimposed]; in
the early years it was negative for all stations but nowadays is generally positive. At present, the bias is similar for the
six stations but in earlier years there were large variations.

Figure 3 and Figure 4 reinforce these results. They show smoothed monthly midday and midnight scores for the six stations.
The lines were smoothed by taking 5-month running means centred on the month in question [i.e. the average of values for
M-2, M-1, M, M+1, M+2 where M is the month]. Results for the various forecast lengths can now be distinguished. Again,
the scores are generally better at midday than at midnight and there is a gradual improvement since 1992. Also, the seasonal
variation has become less.

Figure 5 shows the result of averaging the monthly scores for the six stations. The top two plots show results without
smoothing, the bottom two show the effects of taking a 5-month running mean. Again there has been a gradual improvement
since 1992 and again the scores are better at midday than at midnight.

Next we consider seasonal variation of the scores. For the purpose of this study we divide the year into two ‘seasons’ called
‘winter’ [viz. Nov to Apr] and ‘summer’ [i.e. May to Oct]. This division is significant because, during the ‘winter’ season, we
run a Vaisala road-ice model to predict road conditions at approximately 50 sites around Ireland. Input, for each of the sites,
consists of time series of temperature, dew-point, cloud-cover, rainfall and wind. The forecaster usually starts with Hirlam data
as a ‘first-guess’ and then modifies the data using a graphical editor; [this intervention can sometimes be substantial]. ECMWF
data is available as a backup, and the graphical editor can also be applied to this data. Figure 6 compares the average of the six
scores for the ECMWF model in ‘winter’ and in ‘summer’ and the plot also includes results for the whole calendar year [Jan
to Dec]. The results shown are based on the average scores for the six synoptic stations and they confirm the gradual improvement
in forecast quality described earlier. Of particular interest is the diagram showing the scores for the ‘winter’ forecasts verifying
at midnight [central plot on right hand side] since these are directly relevant to the road-ice model. It can be seen that the average
mean absolute error [for the six stations] is approximately 1-degree [at 36-hours] and the bias is almost zero.

Next we look at how the quality of the forecast varies with the lead time of the forecast. Figure 7 shows results for 2005
and it can be seen that the bias is more or less constant throughout the forecast [but it varies between stations and in some
cases shows a strong diurnal variation] but the error [either mean absolute error or rms error] increases with the length of
the forecast. More information is provided by the scatter plots of Figure 8 [forecasts verifying at midday] and Figure 9
[midnight]. These figures combine the results for all six stations in 2005. Looking at the two figures we see [again] that the
size of the error increases slowly with forecast length. However, we also see a systematic trend in the bias related to the
observed temperature. This effect is largest in the forecasts of midnight temperatures. Looking at the right-hand plots [in
figure 9] it is clear that the forecast temperatures tend to be too high when it is cold [observed temperatures in the range
$0^oC$ to $5^oC$] and too low when it is warm [observations in the range $15^oC$ to $20^oC$]. Thus the model tends to
underestimate extreme events.

To summarise: the quality of the 2-metre temperature forecasts has shown a marked improvement since 1992; forecasts
verifying at midday and midnight are of comparable quality [although in the past the midday forecasts were significantly better]
and there is a systematic bias [especially for the midnight forecasts] which means the model predictions are too high in cold
conditions. 

2.1 (ii) Direct Model Output of Local Weather Parameters: Precipitation

Since 1992 we have being verifying the ECMWF forecast of total precipitation against these same six synoptic stations viz
Mullingar, Kilkenny, Shannon Airport, Valentia, Clones and Dublin Airport. We verify the total precipitation for D+1 [36h-
12h], D+2 [60h-36h], D+3 [84h-60h] and D+4 [96h-84h]. In the case of each station, we interpolate values using the surrounding
four grid-points and calculate the mean error and the mean absolute error. We also carried out a categorical verification of the
forecasts based on the three categories 0-0.3mm, 0.3-5mm and greater-than 5mm.

We calculated the Heidke Skill Score for each station. This measure of skill gives 1.0 for a perfect forecast and 0.0 for a forecast
which is no better than chance. The results we obtained are summarised in Figure 10. These plots show smoothed values of
the mean monthly Heidke score for the 6 stations. The smoothing is carried out by means of a 5-month centred running mean.
The results show that there is skill in the rainfall forecast and that the shorter forecasts are more skilful than the longer. There
appears to have been some improvement, in skill, over the past fourteen years. This is most marked in the three-day and four-
day forecasts.
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Fig. 1 Scores for the T+24, T+48, T+72, and T+96 ECMWF forecasts of 2-metre Temperature. Note that all these fore-
casts verify at midday. The blue lines show values of the monthly mean of the absolute error, the red lines val-
ues of the monthly mean of the mean error or bias.
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Monthly Scores [Mean/Abs] for Temperature Forecasts Verifying at Midday
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Fig. 2 Scores for the T+12, T+36, T+60, T+84, and T+108 ECMWF forecasts of 2-metre Temperature. Note that all
these forecasts verify at midnight. The blue lines show values of the monthly mean of the absolute error, the red
lines values of the monthly mean of the mean error or bias.
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Fig. 3 Smoothed scores for the T+24, T+48, T+72, and T+96 ECMWF forecasts of 2-metre Temperature verifying at
midday. The lines were smoothed by taking a 5-month centred running mean. The blue lines show values of the
monthly mean of the absolute error, the red lines values of the monthly mean of the mean error or bias. The top
blue line corresponds to a T+96 forecast, the one below that to a T+72 forecast etc.
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Fig. 4 Smoothed scores for the T+12, T+36, T+60, T+84, and T+108 ECMWF forecasts of 2-metre Temperature verify-
ing at midnight. The lines were smoothed by taking a 5-month centred running mean. The blue lines show val-
ues of the monthly mean of the absolute error, the red lines values of the monthly mean of the mean error or bias.
The top blue line corresponds to a T+106 forecast, the one below that to a T+84 forecast etc.
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Fig. 5 Mean monthly scores for ECMWF forecasts of 2-metre Temperature averaged over 6 stations. The top two
graphs show the scores for midday [T+24, T+48, T+72, and T+96] and midnight [T+12, T+36, T+60, T+84, and
T+108], respectively, without smoothing; the bottom two graphs show the effects of smoothing. The blue lines
indicate the error [mean absolute error], the red lines the bias [mean error]. In all cases the top blue line corre-
sponds to the longest forecast, the bottom blue line to the shortest.
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Fig. 6 Mean seasonal and yearly scores for ECMWF forecasts of 2-metre Temperature averaged over 6 stations. The
blue lines indicate the error [mean absolute error], the red lines the bias [mean error]. Note that in 1992 the bias
was much larger for the forecasts verifying at midnight rather than at midday but this effect became much less
in later years [red lines]. Similarly, the error was greater, in 1992, for the midnight runs but gradually, over time,
the difference became less [blue lines]. The errors for the various forecast lengths can be distinguished from the
graphs: in all cases the top blue line corresponds to the longest forecast, the bottom blue line to the shortest.
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Fig. 7 Mean scores for ECMWF forecasts of 2-metre Temperature, in 2005, averaged over a year of data. The solid
blue line is the mean absolute error, the dashed blue line the rms error and the red line the mean error or bias.
It can be seen that the quality of the forecast decreases with the length of the forecast. The ‘sun’ and ‘moon’ sym-
bols indicate forecasts verifying at midday and midnight, respectively. The length of the forecast [in hours] is indi-
cated on the x-axis.
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Fig. 8 Scatter plots for ECMWF forecasts of 2-metre Temperature, in 2005. All forecasts verify at midday and the 6 sta-
tions have been combined.
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Fig. 9 Scatter plots for ECMWF forecasts of 2-metre Temperature, in 2005. All forecasts verify at midnight and the 6
stations have been combined.
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Fig. 10 Verification of precipitation forecasts: The plots show smoothed values of the mean monthly Heidke score for 6
stations. The smoothing is carried out by means of a 5-month centred running mean. The larger the value of the
score the better the forecast. The results show that there is skill in the rainfall forecast and that the shorter fore-
casts are more skilful than the longer.
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Application and Verification of ECMWF Products in Italy
Ufficio Generale per la Meteorologia (UGM) - Centro Nazionale di Meteorologia e Climatologia
Aeronautica (CNMCA by A. Raspanti, A. Galliani

1. Summary of major highlights
IFS deterministic model output from 12Z run (and 00Z run from September 2004) is used at CNMCA as plotted fields in the
forecasting department mainly for medium range, also as input to statistical (PPM type) and physical adaptation schemes, and
at last as initial and/or boundary conditions for CNMCA Local Area Models (Euro-HRM, HRM, LAMI - non Hydrostatic and
EuroLM, non Hydrostatic on European area).Verification of ECMWF products are carried out at CNMCA for operational model
T511 (now T799). Surface parameters and forecast ranges mainly used by weather forecasters are considered.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

(i) in the free atmosphere

Some basic (MA, MAE or RMSE) verifications for free atmosphere parameters (Vertical profiles interpolated on italian TEMP
observation sites) compared with CNMCA LAMs, are turned out, but not shown on this paper.

(ii) of local weather parameters verified for locations

Objective scores have been computed for ECMWF 12 and 00 utc run (d+1 to d+7) after collecting data, retrieved from 92
Italian Synop stations, in several stratifications. Graphical visualizations have been elaborated for a number predictands, here
presented: 2m Temperature, 10m Wind Speed and MSLP (ME, MAE) over Italy and coastal and valley italian stations.

Cumulated precipitations annual event scores (TS, POD/FAR, FBI, KSS) comparing ECMWF and HRM models and quarterly
event scores respect to fixed thresholds and for d+1 to d+7 ranges are reported.

Data covering the period from Jan-2005 to Dec-2005 have been used for the verification of these parameters and only some
selected results are showed in next pages.. Here a short note on results for 12 utc run only.

24 h Cumulated Precipitations:  the model shows a good behaviour with respect to seasonal stratification, mainly during
winter, when precipitation are linked with typical dynamical system and for 10 mm threshold, while for lower and higher
thresholds the  frequency bias has a worse behaviour.

2m Temperature: good bias, but not very high accuracy is resulted; MAE diurnal excursion, more evident in summer is
showed. The results are more or less independent from range. MAE for valley stations is greater than the coastal one,while
the mean error is always negative compare to the coastal one, that shows a strange peak also in MAE between October and
November. In any case slightly greater MAE values occur during summer. The always negative bias for valley stations is
probably due to the difference with the model elevation (no correction done).

10m Wind Speed: light overestimation at 00 and underestimation at 12, except in winter, dynamically driven, where positive
bias can be found, but with a worsening accuracy. Always around 2 m/s the value of MAE for almost all the ranges.

(iii) of oceanic waves:

No objective verification is performed, even if the products are daily used and then “verified” form a subjective point of view
by forecasters.

2.1.2 ECMWF model output compared to other NWP models used at CNMCA

ECMWF scores (TS, POD/FAR, FBI, KSS) have been calculated and graphically compared to those evaluated for Italian 12
utc run hydrostatic LAM named HRM (d+1, d+2 ranges). They are showed in the next pages on Italian global area and with
a morphologic stratification (coastal, valley, mountains).

Better accuracy of ECMWF12 compared with HRM12, that shows an evident and general decreasing of scores for d+2.
About the bias, a typical descending rate with thresholds is found with high overestimation for lower thresholds and optimum
(fbi=1) close to 12/14 mm/day, after which normal underestimation is evident. Nevertheless, HRM shows a good and better
bias up to 10 mm/day.
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2.1.3 Post processed products

A statistical adaptation is carried out by a dynamic-statistical model (ARGO), which is a perfect-prog associated to the ECMWF
12 utc run. Verification scores for the period from Jan-2005 to Dec-2 005 show little bias improvement escpecially for the
early ranges, but a worsening in accuracy. Better the PPM behaviour for precipitation than for cloudness prediction.

2.1.4 End products delivered to users

Reports are made available quarterly to Intranet users (forecasters, modelists and others).

2.1.5 Seasonal forecasts: planned n the near future

2.2 Subjective verification

2.2.1 Subjective scores: none

2.2.2 Synoptic studies, evaluation of the behaviour of the model (by A. Fuccello)

During last february a Mediterranean Cyclogenesis affected Southern Italy, with strong winds over Sicily, Calabria and Apulia
and significant rainbands over Molise and Campania.

A wide vortex over western Europe (with a cold core over Biscay Gulf) determined a southwestern flow from Morocco to
Southern Italy; it is a case of post-frontal wave and three elements played a crucial role for the event: the transient wave, the
jetstreak and the frontal band, as we can see in WV 7.3 picture (in the initial stage there is the leaf shape front, then the dark
strip indicates the stratospheric dry air intrusion).

A good diagnostic tool was the dynamic tropopause, that gave the first signals of the event (an anomaly was formed in
Morocco and advected by flow toward the Gabes Gulf ).

The cyclone, moving eastward, affected, as said before, the southern Italian regions, when it was in the cut-off phase, and
the weakening of low was detectable by spiral shape of jetstream, by quite barotropic upper low and bye tropopause anomaly
weakening.
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24 h cumulated rainfall February 23

Observed max wind  February 23
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Dynamical Tropopause Height



2.1.2 Seasonal forecasts

Short monthly statements on seasonal forecast trends for Italy are compared to past observations for a preliminary and subjective
evaluation. Results are under examination, yet.

3. References
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Translation NOTES on figures Transiente Short Wave Perturbation

Getto Jet or Max Wind

Ciclogenesi Cyclogenesis

Banda nuvolosa frontale Frontal cloud belt

Getto subtropicale Subtropical Jet

Getto Polare Polar Jet
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Annual Event Scores for Cumulated 

Precipitations 2005
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Annual Event Scores for Cumulated 

Precipitations

Monthly ME and MAE at 00 and 12 UTC from Jan to Dec 2005
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Monthly ME and MAE at 00 and 12 UTC from Jan to Dec 2005
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Quarterly Event Scores for Cumulated Precipitations

(for fixed threshold) - ITALY 2005
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CLOUD COVERAGE > 5 OCTAVES

QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.8 0.7 0.8 0.7 0.8 0.8 0.8 0.7 0.7 0.5 0.5 0.5 0.4 0.5 0.4 0.5 0.4 0.6

CENTRE 0.7 0.6 0.7 0.5 0.7 0.6 0.7 0.5 0.7 0.5 0.3 0.6 0.4 0.5 0.4 0.5 0.4 0.5

SOUTH 0.8 0.6 0.8 0.6 0.7 0.6 0.7 0.6 0.6 0.4 0.2 0.5 0.2 0.4 0.2 0.4 0.2 0.4

NORD 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.4 0.3 0.4 0.3 0.3

CENTRO 0.8 0.7 0.7 0.7 0.7 0.8 0.7 0.6 0.7 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.3 0.3

SUD 0.6 0.7 0.7 0.6 0.6 0.6 0.7 0.7 0.6 0.5 0.3 0.3 0.3 0.4 0.3 0.4 0.3 0.4

NORD 0.6 0.3 0.6 0.3 0.5 0.2 0.5 0.1 0.5 0.3 0.2 0.2 0.1 0.2 0.1 0.2 0.1 0.2

CENTRO 0.5 0.0 0.5 0.0 0.8 0.0 0.3 0.0 0.0 0.1 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.0

SUD 0.5 0.0 0.5 0.0 0.5 0.3 0.5 0.2 0.5 0.1 0.0 0.2 0.0 0.1 0.0 0.1 0.1 0.2

NORD 1.0 0.4 0.9 0.4 0.9 0.4 0.9 0.5 0.9 0.9 0.7 0.9 0.7 0.9 0.7 0.9 0.7 0.9

CENTRO 0.8 0.6 0.8 0.5 0.8 0.5 0.8 0.5 0.9 0.9 0.7 1.0 0.6 0.9 0.7 0.9 0.7 0.9

SUD 0.8 0.6 0.8 0.6 0.8 0.7 0.8 0.6 0.8 1.0 0.5 0.9 0.5 0.9 0.5 0.9 0.5 0.9

MEDIAN ITALY 0.7 0.5 0.7 0.5 0.7 0.5 0.7 0.5 0.6 0.5 0.4 0.5 0.3 0.5 0.3 0.5 0.3 0.5

QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.4 0.4 0.5 0.3 0.4 0.4 0.4 0.3 0.4 0.7 0.7 0.6 0.6 0.6 0.6 0.6 0.7 0.8

CENTRE 0.4 0.3 0.4 0.3 0.4 0.3 0.4 0.3 0.4 0.7 0.5 0.7 0.5 0.6 0.5 0.7 0.6 0.7

SOUTH 0.4 0.2 0.4 0.2 0.4 0.2 0.3 0.2 0.3 0.6 0.3 0.6 0.3 0.6 0.3 0.6 0.3 0.6

NORTH 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.4 0.6 0.4 0.5 0.5 0.5 0.5 0.5

CENTRE 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.6 0.5 0.7 0.5 0.6 0.5 0.6 0.5

SOUTH 0.4 0.3 0.3 0.2 0.4 0.3 0.3 0.2 0.3 0.7 0.5 0.6 0.5 0.6 0.4 0.6 0.5 0.7

NORD 0.2 0.2 0.2 0.1 0.2 0.1 0.2 0.0 0.1 0.5 0.4 0.4 0.4 0.5 0.4 0.4 0.6 0.3

CENTRO 0.8 0.6 0.8 0.5 0.8 0.5 0.8 0.5 0.9 0.2 0.0 0.2 0.2 0.2 0.4 0.2 0.1 0.2

SUD 0.1 0.0 0.1 0.0 0.1 0.0 0.1 0.1 0.1 0.2 0.1 0.3 0.2 0.3 0.1 0.2 0.3 0.4

NORD 0.8 0.4 0.8 0.4 0.8 0.4 0.8 0.4 0.8 0.9 1.3 1.0 1.4 1.0 1.5 1.1 1.3 1.1

CENTRO 0.8 0.4 0.8 0.4 0.8 0.4 0.8 0.4 0.8 1.1 1.2 1.1 1.2 1.1 1.3 1.1 1.3 1.1

SUD 0.8 0.4 0.7 0.4 0.7 0.4 0.7 0.4 0.7 1.1 0.5 1.1 0.6 1.1 0.6 1.1 0.7 1.1

MEDIAN ITALY 0.5 0.3 0.5 0.3 0.5 0.3 0.4 0.3 0.4 0.6 0.5 0.6 0.6 0.6 0.6 0.6 0.6 0.7

QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.6 0.7 0.6 0.7 0.6 0.7 0.6 0.7 0.6 0.3 0.3 0.3 0.3 0.2 0.3 0.3 0.3 0.2

CENTRE 0.6 0.6 0.6 0.6 0.6 0.7 0.6 0.6 0.6 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.2 0.2

SOUTH 0.6 0.7 0.6 0.7 0.6 0.6 0.6 0.7 0.6 0.2 0.1 0.3 0.1 0.2 0.1 0.2 0.1 0.2

NORTH 0.7 0.8 0.7 0.7 0.7 0.7 0.6 0.7 0.6 0.2 0.3 0.3 0.3 0.2 0.3 0.2 0.2 0.2

CENTRE 0.7 0.8 0.7 0.8 0.7 0.8 0.6 0.8 0.6 0.2 0.3 0.3 0.3 0.2 0.2 0.3 0.2 0.2

SOUTH 0.7 0.8 0.7 0.8 0.7 0.8 0.7 0.8 0.7 0.3 0.3 0.2 0.2 0.3 0.3 0.3 0.2 0.2

NORD 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.4 0.2 0.4 0.4 0.4 0.3 0.4 0.3 0.3

CENTRO 0.8 0.7 0.7 0.7 0.7 0.8 0.7 0.6 0.7 0.4 0.3 0.4 0.4 0.4 0.5 0.4 0.3 0.3

SUD 0.6 0.7 0.7 0.6 0.6 0.6 0.7 0.7 0.6 0.5 0.3 0.3 0.3 0.4 0.4 0.4 0.3 0.4

NORTH 0.8 0.7 0.8 0.7 0.8 0.8 0.8 0.7 0.7 0.3 0.3 0.3 0.3 0.3 0.4 0.3 0.3 0.3

CENTRE 0.7 0.6 0.7 0.5 0.7 0.6 0.7 0.5 0.7 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

SOUTH 0.8 0.6 0.8 0.6 0.7 0.6 0.7 0.6 0.6 0.4 0.3 0.3 0.2 0.4 0.3 0.3 0.2 0.3

MEDIAN ITALY 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.6 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.3
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QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.4 0.6 0.3 0.6 0.2 0.7 0.1 0.7 0.3 0.2 0.2 0.2 0.2 0.3 0.1 0.2 0.2 0.4

CENTER 0.3 0.2 0.3 0.2 0.2 0.2 0.3 0.2 0.2 0.2 0.2 0.3 0.2 0.3 0.1 0.3 0.2 0.3

SOUTH 0.4 0.4 0.4 0.4 0.3 0.3 0.3 0.4 0.4 0.3 0.3 0.3 0.4 0.4 0.3 0.4 0.4 0.3

NORD 0.5 1.0 0.5 1.0 0.4 1.0 0.4 1.0 0.3 0.3 0.1 0.2 0.1 0.2 0.1 0.3 0.2 0.2

CENTRO 0.3 0.2 0.3 0.2 0.3 0.1 0.3 0.2 0.3 0.3 0.2 0.3 0.3 0.3 0.2 0.3 0.2 0.3

SUD 0.3 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.2 0.3 0.3 0.3 0.2 0.2 0.2 0.3 0.2 0.2

NORTH 0.4 0.7 0.4 0.6 0.5 0.6 0.4 0.7 0.4 0.4 0.2 0.4 0.1 0.5 0.2 0.4 0.2 0.4

CENTER 0.3 0.3 0.4 0.4 0.4 0.3 0.3 0.2 0.4 0.4 0.5 0.4 0.5 0.3 0.4 0.4 0.2 0.3

SOUTH 0.4 0.3 0.5 0.4 0.4 0.3 0.4 0.3 0.5 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.3 0.2

NORTH 0.4 0.8 0.4 0.7 0.4 0.7 0.4 0.8 0.4 0.5 0.2 0.5 0.2 0.4 0.3 0.4 0.3 0.4

CENTRE 0.3 0.4 0.4 0.5 0.3 0.3 0.3 0.4 0.3 0.3 0.4 0.4 0.3 0.4 0.4 0.3 0.4 0.3

SOUTH 0.4 0.3 0.4 0.3 0.4 0.4 0.4 0.6 0.3 0.4 0.3 0.4 0.3 0.3 0.6 0.3 0.5 0.2

MEDIAN ITALY 0.4 0.5 0.4 0.4 0.4 0.4 0.3 0.5 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.2 0.2 0.2 0.2 0.2 0.1 0.4 0.2 0.2 1.1 1.4 0.9 1.0 1.0 0.7 0.7 0.7 0.6

CENTER 0.2 0.4 0.2 0.1 0.2 0.1 0.3 0.1 0.1 1.0 0.7 0.9 0.7 0.9 0.7 0.8 0.8 0.9

SOUTH 0.2 0.2 0.2 0.3 0.2 0.2 0.2 0.3 0.2 0.9 1.0 0.8 1.1 1.1 1.0 0.9 1.0 0.9

NORD 0.2 0.1 0.2 0.1 0.1 0.1 0.2 0.1 0.1 1.2 0.8 1.1 0.1 1.0 0.8 0.6 1.1 0.8

CENTRO 0.2 0.3 0.2 0.1 0.2 0.1 0.2 0.1 0.1 0.8 1.1 0.8 1.6 0.9 1.2 0.9 1.0 0.9

SUD 0.1 0.2 0.5 0.2 0.2 0.1 0.4 0.1 0.1 1.5 1.2 1.0 1.3 0.9 1.0 1.1 0.9 1.1

NORTH 0.3 0.2 0.3 0.1 0.3 0.2 0.2 0.2 0.3 1.3 1.0 1.3 0.7 0.5 0.6 0.8 0.6 0.9

CENTER 0.2 0.2 0.3 0.2 0.4 0.2 0.2 0.1 0.2 1.0 1.1 1.0 1.2 1.2 0.9 0.6 0.9 0.7

SOUTH 0.2 0.3 0.2 0.2 0.2 0.2 0.4 0.2 0.2 1.3 0.9 0.9 0.9 0.9 1.0 0.8 1.0 0.8

NORTH 0.3 0.2 0.3 0.2 0.3 0.3 0.3 0.3 0.3 0.9 1.0 0.9 1.0 0.9 0.8 1.0 1.0 1.0

CENTRE 0.2 0.3 0.5 0.2 0.2 0.3 0.2 0.3 0.2 1.0 0.9 1.1 1.0 1.2 1.1 1.0 1.0 0.9

SOUTH 0.2 0.2 0.3 0.2 0.2 0.3 0.4 0.3 0.2 0.8 1.0 0.8 0.7 0.9 0.9 0.9 1.0 0.8

MEDIAN ITALY 0.2 0.2 0.3 0.2 0.2 0.2 0.3 0.2 0.2 1.1 1.0 1.0 0.9 0.9 0.9 0.8 0.9 0.9

QUART. AREA +24 +36 +48 +60 +72 +84 +96 +108 +120 +24 +36 +48 +60 +72 +84 +96 +108 +120

NORTH 0.6 0.4 0.6 0.4 0.6 0.4 0.6 0.4 0.5 0.2 0.1 0.2 -0.2 0.2 0.2 0.1 0.1 0.1

CENTRE 0.6 0.7 0.6 0.7 0.6 0.7 0.6 0.6 0.6 0.1 0.2 0.2 0.3 0.1 0.4 0.0 0.0 0.1

SOUTH 0.6 0.7 0.6 0.7 0.7 0.6 0.6 0.6 0.6 0.1 0.0 0.0 0.0 0.1 0.2 0.1 0.1 0.1

NORTH 0.6 0.3 0.5 0.4 0.6 0.4 0.6 0.3 0.5 0.1 -0.2 0.1 -0.2 0.1 0.2 0.1 -0.1 0.1

CENTRE 0.6 0.7 0.6 0.8 0.6 0.7 0.6 0.6 0.6 0.0 0.1 0.2 0.1 0.2 0.2 0.1 0.1 0.0

SOUTH 0.6 0.5 0.6 0.6 0.6 0.7 0.6 0.7 0.6 0.1 0.0 0.1 0.0 0.1 0.2 0.0 0.2 0.0

NORD 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.4 0.2 0.4 0.4 0.4 0.2 0.4 0.3 0.3

CENTRO 0.8 0.7 0.7 0.7 0.7 0.8 0.7 0.6 0.7 0.4 0.3 0.4 0.4 0.4 0.3 0.4 0.3 0.3

SUD 0.6 0.7 0.7 0.6 0.6 0.6 0.7 0.7 0.6 0.5 0.3 0.3 0.3 0.4 0.3 0.4 0.3 0.4

NORTH 0.8 0.7 0.8 0.7 0.8 0.8 0.8 0.7 0.7 0.3 0.3 0.3 0.3 0.3 0.4 0.3 0.3 0.3

CENTRE 0.7 0.6 0.7 0.5 0.7 0.6 0.7 0.5 0.7 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

SOUTH 0.8 0.6 0.8 0.6 0.7 0.6 0.7 0.6 0.6 0.4 0.3 0.3 0.2 0.4 0.3 0.3 0.2 0.3

MEDIAN ITALY 0.7 0.6 0.7 0.6 0.7 0.6 0.6 0.6 0.6 0.2 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.2

FALSE ALARM RATE PROBABILITY OF DETECTION

PRECIPITATIONS > 0 mm/12 h
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Verification of ECMWF products in the Netherlands

1. Summary of major highlights
A 10 day outlook is presented daily on Dutch television showing daytime temperature and precipitation amount including
confidence bands directly derived from EPS. These broadcasts are provided by Weather News International (WNI), one of
the Dutch weather service providers.

In cooperation with the Union of Water Boards an automated warning system has been developed aiming at providing optimal
meteorological information in cases of risks of flooding. Large economic losses may arise due to large amounts of precipitation
that exceed the containment capabilities of the Water Board. The critical amount depends, among other things, on the geography
and the pumping capacity of the particular Water Board, the recent precipitation history, but also on the time of year. Depending
on the probability of exceeding this critical precipitation amount (which is different for each of the Water Boards) the water
manager may take precautionary actions. This probability threshold depends on the costs of these measures with respect to
the expected losses that are incurred when no actions would be taken (a so-called cost-loss analysis).   

At the moment 13 of the 30 Dutch Water Boards participate in the project. They have specified a number of combinations
of critical precipitation amounts over particular periods and the corresponding probability thresholds. The Water Boards are
warned automatically whenever the predicted probability (obtained from EPS) of exceeding the critical amount is higher than
the threshold probability.

The warning system covers a 14-day period consisting of a 5-day rainfall history and a 9-day forecast of area averaged
precipitation. Is is operational since december 2003.

2. Verification of products 

2.1 Objective Verification

2.1.1 Direct ECMWF model output

(i) in the free atmosphere

The verification of model output based on the objective classification of 500 hPa fields (Kruizinga, 1979) has been continued.
This classification (into 27 classes) is performed for 00 UTC fields only. The forecasts are classified for +12, +36, +60 upto
and including +228 lead times. In Table 1 the hit frequencies of forecast classes are presented from 1981 until 2005. Once
again the last year (2005) proved to be the best year for most forecast times.

2.1.2  ECMWF model output compared to other NWP models

No objective comparative verification has been carried out. 

2.1.3 and 2.1.4  post-processed products and end products delivered to users 

The MOS interpretation scheme based on ECMWF output products is still operational. In Figs 1 and 2 the skill over
climatology of the MOS scheme for minimum and maximum temperature as well as probability of precipitation is presented
from 1984 until 2005 as a time series. Here only the results for station De Bilt are shown.

In Table 2 the skill obtained with the MOS guidance for a few weather elements for De Bilt is presented for the months
January until November 2005 for day 1 until day 5. The skill of the forecasters is also shown. Note that the verification is on
the same time period but not necessarily on the same cases in this period. For not all days the forecasts of the forecasters were
available.  

The ECMWF EPS is mainly used to update the medium range forecast and also to assess subjectively the confidence of the
deterministic statements. Moreover, the cluster maps and dispersion information derived from the “plume” of the weather
parameters 2m temperature, 10m wind and precipitation, form the basic input for a 10-day weather outlook. Also a deterministic
statistical guidance for minimum and maximum temperatures is available for which EPS data supply some of the most important
predictors. An additional MOS based probabilistic system is available in which for a number of thresholds the probability of
exceedance is calculated. This is done for temperature and precipitation for the forecast range day 3 to day 10. Information
from EPS as well as information derived from the large scale circulation of the operational model is used. No independent
verification results are available at this time.

An objective forecast system for the (conditional) probability of (severe) thunderstorms in the warm half year (mid April
to mid October) has been operational in the Netherlands since 2004. Forecasts are given 4 times a day for 12 regions of about
90 by 80 km each (see Fig. 3) for 6-hour periods and for projections out to 48 hours in advance. Two predictands are defined
for each region and time period; the first is the probability of a thunderstorm (( 2 lightning discharges) and the second is the
conditional probability of a severe thunderstorm (( 500 discharges) under the condition that ( 2 discharges will be detected.
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The predictor set consists of (post-processed) output from both the ECMWF and Hirlam model. Several severe weather indices
are included. An example is given in Fig. 3. In Fig. 4 an objective verification in terms of reliability diagrams is shown for
the summer of 2005. More details are given in Schmeits et al. (2005).

3. References 
Kruizinga, S. (1979). Objective classification of daily 500 mbar patterns.

Sixth Conference on Probability and Statistics in Atmospheric Sciences, Banff, Alberta, Canada.

Schmeits, M. J., C. J. Kok and D. H. P. Vogelezang (2005). Probabilistic forecasting of (severe) thunderstorms in the
Netherlands using model output statistics. Wea. Forecasting, 20, 134-148.

Wilks, D.S. (2005). Statistical methods in the atmospheric sciences: An introduction. Academic Press.
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Lead time in hours

12 36 60 84 108 132 156 180 204 228

1981 82 64 51 40 27 20

1982 80 66 51 39 29 20

1983 86 72 57 46 33 23

1984 84 69 54 39 28 20

1985 85 72 58 42 28 21

1986 84 72 54 33 29 26

1987 87 72 55 43 30 24

1988 89 79 65 51 35 26

1989 90 81 70 55 45 31

1990 95 80 68 54 40 29 22 14 11 12

1991 93 82 68 52 38 24 17 17 11 10

1992 93 82 68 49 40 27 22 17 13 8

1993 93 83 68 50 37 26 14 12 11 10

1994 91 82 71 50 35 25 20 15 6 7

1995 93 80 71 53 39 30 22 19 13 8

1996 93 80 72 54 42 33 23 16 11 7

1997 94 85 76 53 45 33 26 15 15 14

1998 95 84 70 53 43 32 25 19 14 11

1999 95 85 75 54 46 31 21 12 12 11

2000 96 87 73 65 47 36 26 20 13 10

2001 93 86 74 63 43 34 22 14 11 9

2002 96 88 79 65 50 36 26 21 16 10

2003 96 89 78 66 50 36 26 20 16 10

2004 95 91 80 66 54 38 25 21 14 11

2005 95 90 80 70 56 43 30 21 15 12

Table 1. Relative frequency of hits (%) of ECMWF forecasts for objectively classified flow patterns in the periods
December to December ending in 1981, ..., 2005 respectively.

(Hit frequency expected with random forecasts is about 4 %)
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Fig. 1 Skill scores for minimum and maximum temperature for 1984 through 2005. Lead time in days; day 1 is based
on a 36 hours forecast for minimum temperature and +48 for maximum temperature, and so on.

Fig. 2 Skill scores for probability of precipitation for 1984 until 2005. Lead time in days; day 1 is starting at +36 with
respect to the ECMWF model, and so on.
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Lead time in days

1 2 3 4 5

MINIMUM TEMPERATURE

MOS 61 53 53 48 40

FCER 64 59 52 44 40

MAXIMUM TEMPERATURE

MOS 67 59 55 48 38

FCER 66 52 50 45 32

RELATIVE SUNSHINE DURATION 
(00-24 UTC)

MOS 36 19 17 9 5

FCER 37 24 21 14 10

PROBABILITY OF PRECIPITATION
(06-18 UTC)

MOS 37 25 27 14 6

Table 2. Skill over climatology (%) of the MOS guidance forecasts for 2005 for some key elements as a function of the
lead time in days (day 1 is the day starting at +36, and so on). For the forecasters no data were available (the
forecasts were not archived for those lead times).

Fig. 3 The left figure shows the 12 UTC forecast of July 28 2005 of the conditional probability of severe thunderstorms
for the period 15-21 UTC. On the right all lightning discharges are given for that period. In 3 regions (M-MS, W-
XS and M-XS) the severe thunderstorm criterion was met.

INDECS (run  2005072812) Cond. Kans op >=500 bliksemontl.  voor dag 0 15-21 UTC
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Fig. 4 Reliability diagrams of (a) +6 h forecasts for all 12 pooled regions, (b) +12 h forecasts for the 6 pooled land
regions, (c) +12 h forecasts for the 6 pooled coastal regions, (d) +18 h forecasts for the 6 pooled land regions,
(e) +18 h forecasts for the 6 pooled coastal regions, and (f) +24 h forecasts for all 12 pooled regions, as com-
puted by the 00 UTC run of the MOS severe thunderstorm forecast system. The verification period is from 16
April - 15 October 2005. In these diagrams the observed frequencies of severe thunderstorm occurrence are
shown, conditional on each of the 10 possible forecast probabilities (indicated by diamonds). For perfectly reli-
able forecasts these paired quantities are equal, yielding all points in the diagram falling on the diagonal line. The
dotted line indicates the 2000-2004 climatology and the dashed line the sample climatology. The dash-dotted line
indicates the “no skill” line. The histogram on the right portrays the relative frequency of use of the forecasts. Here
BS is short for Brier score, BSS for Brier skill score, UNC for uncertainty, REL for reliability and RES for resolu-
tion (Wilks, 2005), and N is the total number of cases.

89

a)

b) c)

e) f)

d)



NORWAY NORWAY

Verification of ECMWF products in Norway

1. Summary of major highlights
The ECMWF products are widely used by forecasters to make forecasts for the public, as boundary values in HIRLAM, as
basis for LAM ensembles, as input to statistical methods, and more or less directly by customers. The forecasts are mainly
verified directly against observations and less against computed area observations. Results are presented in quarterly reports
and on internal web pages.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

(i) in the free atmosphere.

(ii) of local weather parameters.

Local weather parameters are continuously verified against a large number of observations. An example for 2 metre temperature
is given in figure 1 with quarterly mean errors (ME) and standard deviations of errors (SDE) for all Norwegian synoptic stations
for the autumn 2005. The results show large geographical variations, but in general the ME can mostly be explained by the
differences in elevations.

Figure 2 demonstrates the quality of the precipitation forecasts at synoptic stations for the autumn 2005. In general, very
large amounts are underestimated and small amounts seem to occur too often, at least when compared to rain gauge
measurements. Overestimation is also present just east of the mountains in the south of Norway where the climate is dry
compared to the western part.

(iii) of oceanic waves.

2.1.2 ECMWF model output compared to other NWP models

An example of 10 metre wind speed forecasts from ECMWF compared to HIRLAM10, HIRLAM20 and UM4 is given in
figures 3 and 4, with time series of ME and SDE from December 2003 to February 2006. The results are averaged over various
selections of stations. Most noticeable is the systematic underestimation along the coastline and in the mountainous regions.
The main contribution to the negative bias is the lack of strong winds in the model at these sites. 

Precipitation forecasts are verified by means of several measures in addition to ME, SDE and MAE. Figure 5 shows Hit
Rate, False Alarm Rate, False Alarm Ratio, Equitable Threat Score and Hanssen-Kuipers Skill Score as a function of exceeding
threshold for the autumn 2005 for ECMWF, HIRLAM20, HIRLAM10 and UM4. For this season, dominated by frontal
precipitation systems, ECMWF and UM4 had in general better scores than HIRLAM20/10.  

2.1.3 Post-processed products

Probabilistic forecasts in terms of quantiles for maximum wind speed, 2 metre temperature and daily precipitation have been
generated operationally since autumn 2003. The forecasts are produced by local quantile regression and based on daily ECMWF
forecasts (12 UTC) and about 3 years of historical data. At the time of writing there are no summarising results available, but
it has been noticed that the distributions (quantiles) sometimes are not smooth enough for “extreme” events. 

A Kalman filter procedure is operationally applied to 2 metre temperature forecasts. The quality of 2 metre temperature
forecasts, direct model output and Kalman filter corrected, are evaluated by ME, SDE and mean absolute errors (MAE)
presented as a function of forecast lead time. In figure 6 the results for 2005 averaged over 170 stations are presented; the
Kalman filter removes the biases (at least for the shortest lead times which it is designed to do), but the SDE remains more
or less unchanged. 

2.1.4 End products

2.1.5 Seasonal forecasts

Seasonal temperature forecasts are presented on external web pages for an area covering the Nordic countries, Iceland and
Great Britain. The quality of the seasonal temperature forecasts is evaluated by comparing them to observations at a selection
of Norwegian cities. Results for Oslo are shown as an example in figure 7. The correlation between the ensemble mean and
the observed temperature is 0.61 for Oslo for this time period.

90



NORWAY NORWAY

2.2 Subjective verification

2.2.1 Subjective scores

The duty forecasters carry out subjective verification of some of the available numerical products. A few scores are daily
calculated by looking at the position and strength of the most significant low or high in the forecast area and the position of
the fronts associated with these systems. The studies conclude that the model of ECMWF still is the best.

2.2.2 Synoptic studies, evaluation of the behaviour of the model

2.2.3 Seasonal forecasts
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Fig. 3 Monthly mean errors from December 2003 to February 2006 of ECMWF, HIRLAM10, HIRLAM20 and UM4
12+18,+24,+36,+48 wind speed forecasts.
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Fig. 4 Monthly standard deviation of errors from December 2003 to February 2006 of ECMWF, HIRLAM10, HIRLAM20
and UM4 12+18,+24,+36,+48 wind speed forecasts.
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without a Kalman filter. The scores are averaged over 170 synoptic stations.
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Fig. 7 Seasonal forecasted and observed 2 metre temperature from February 2002 to summer 2006 for Oslo. The
ensemble means are marked with a grey “ball”, the observed mean temperature with a red “ball” and the ensem-
ble members with small dots.
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Verification of ECMWF Products at Meteorological Institute, Portugal

1. Summary of major highlights
The medium-range weather forecasts in Portugal are mainly based on the ECMWF deterministic forecasts. The ECMWF direct
model output forecasts are interpolated and verified against the data from 68 meteorological stations. The main results obtained
from some statistical measures are presented here, for the period from January 2005 to December 2005.

2. Application of products

2.1 Post-processing of deterministic model output

• Thermal frontal parameter and Q vector convergence

• Temperature advection at 850hPa and vorticity advection at 500hPa

• Low-level moisture convergence

• Total-Totals and Jefferson indices.

3. Verification of products

3.1 Objective verification

3.1.1 Direct ECMWF model output.

Figures 1 to 6 show the RMSE and bias of 2m temperature (T2m), 2m relative humidity (RH2m) and 10m wind speed (V10m),
for autumn and spring seasons. A cold bias is visible in most of the stations, except near Serra da Estrela mountain (bias >
3ºC). Moreover, the model tends to overestimate V10m, except in mountainous regions. It is also visible that the smallest
errors of V10m occur in inland southern region. 

The RMSE of T2m over Portugal as function of forecast range and seasons is shown in figure 7. It is clear that the largest
errors occur in summer. Moreover, the model tends to underestimate T2m at 12 UTC, while a warm bias is visible at 00 UTC
(figure 8). The results also show that the model slightly overestimates (figure 10). In addition, there is a tendency to overestimate
the wind speed, mainly at 00 UTC (figure 12). 
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Fig. 1 Spatial distribution of 2m temperature RMSE over Portugal, for H+24 (valid at 12 UTC), for fall (left) and spring
(right) seasons. RMSE values smaller than 1.6ºC are in green. Values between 1.6 and 3ºC are in blue and val-
ues larger than 3ºC are in red.

Fig. 2 Spatial distribution of 2m temperature bias over Portugal, for H+24 (valid at 12 UTC), for fall (left) and spring
(right) seasons. Positive values are in red (> 1.5ºC) and orange (≤ 1.5ºC). Negative values are in blue (< -1.5ºC)
and cyan (≥-1.5ºC).
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Fig. 3 Spatial distribution of 2m relative humidity RMSE over Portugal, for H+24 (valid at 12 UTC), for fall (left) and
spring (right) seasons. RMSE values smaller or equal than 10% are in green. Values between 10.1 and 15% are
in blue. Values larger than 15% are in red.

Fig. 4 Spatial distribution of 2m relative humidity bias over Portugal, for H+24 (valid at 12 UTC), for fall (left) and spring
(right) seasons. Positive values are in red (≥ 10%) and orange (< 10%). Negative values are in blue (< -10%) and
cyan (≥-10%).
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Fig. 5 Spatial distribution of 10m wind speed RMSE over Portugal, for H+24 (valid at 12 UTC), for fall (left) and spring
(right) seasons. RMSE values smaller than 1.5m s-1 are in green. Values between 1.5 and 3 m s-1 are in blue
and values larger than 3 m s-1 are in red.

Fig. 6 Spatial distribution of 10m wind speed bias over Portugal, for H+24 (valid at 12 UTC), for fall (left) and spring
(right) seasons. Positive values are in red (≥ 1.5m s-1) and orange (< 1.5m s-1). Negative values are in blue (<
-1.5m s-1) and cyan (≥ -1.5m s-1).
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Fig. 7 RMSE of 2m temperature over Portugal as function of forecast range, for summer, spring, fall and winter sea-
sons for 12 UTC.
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Fig. 9 RMSE of 2m relative humidity over Portugal as function of forecast range, for summer, spring, fall and winter sea-
sons for 12 UTC.

Fig. 8 Bias of 2m temperature over Portugal as function of forecast range, for summer, spring, fall and winter seasons
for 12 UTC (left) and for 00 UTC (right).
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Fig. 11 RMSE of 10m wind speed over Portugal as function of forecast range, for summer, spring, fall and winter sea-
sons for 12 UTC.

Fig. 10 Bias of 2m relative humidity over Portugal as function of forecast range, for summer, spring, fall and winter sea-
sons for 12 UTC (left) and for 00 UTC (right).

Fig. 12 Bias of 10m wind speed over Portugal as function of forecast range, for summer, spring, fall and winter seasons
for 12 UTC (left) and for 00 UTC (right).
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3.1.2 ECMWF model output compared to other NWP models used by our service.

The forecasts from ALADIN and ECWMF are compared using the mean absolute error (MAE), the mean error (bias) and the
anomaly correlation. Figure 13 (top panel) shows that MAE for T2m is slightly smaller for ALADIN than for ECMWF for
autumn. This result is valid for other seasons, except for summer. Moreover, ALADIN has a warm bias for forecasts valid at
12 UTC, while ECMWF has a cold bias. This is illustrated in bottom panel of figure 13, for autumn.

Concerning RH2m, the MAE values for ECMWF forecasts are smaller than for ALADIN, as shown in top panel of figure
14. This is verified for all seasons.
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Fig. 13 MAE (top) and bias (bottom) of 2m temperature over Portugal as function of forecast range, for ECMWF and
ALADIN models, for the autumn season.
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Fig. 15 MAE (top) and bias (bottom) of 2m relative humidity over Portugal as function of forecast range, for ECMWF and
ALADIN models, for the autumn season.

Fig. 14 Anomaly correlation of 2m temperature over Portugal as function of forecast range, for ECMWF and ALADIN
models, for the autumn season.



ROMANIA ROMANIA

107

Verification of ECMWF products in Romania
The National Meteorological Administration (NMA)

1. Summary of major highlights of use and verification.
(i) A major change in improving the forecast quality by Bucharest National Weather Forecasting Centre (NWFC) was made
last year since we are using all ECMWF products that have been made available for the member state users on the ECMWF
web site.

NWFC and also the Romanian Regional Weather Forecasting Centres used the products from both deterministic and ensemble
ECMWF forecasts (daily for short and medium range forecast with good results), usually in conjunction with the outputs of
high-resolution limited-area models ALADIN and LM (for short range) and ARPEGE and DWD (for medium range).

During the year 2005 we had to focus on improving the quantitative precipitation forecasts.

Following the encouraging predictability results of the ECMWF model within the period 13-19 April 2005 (when heavy
rainfalls occurred in Romania, causing the most damaging severe flooding since 1975 especially in the south-western part)
NWFC has started using operationally the EPS products for the medium-range forecast, especially in cases of extreme weather
events. At the beginning, forecasters used the deterministic model fields (TA500, T850, T500, MSLP and wind at 700 and
500 hPa, Relative Humidity, 2m temperature), then the Ensemble Prediction System that allowed us to make a probabilistic
approach in order to develop capability to estimate the uncertainty of the forecasts. The EPS forecasts for most of the cases
had high skill scores for anticipations up to 7 days and even for 10 days. At the met-ops room forecasters use the Cluster
Analysis, the probabilities maps for different parameters (in particular 24h cumulated precipitation, precipitation rate
probability, 10m wind gust probabilities) and thresholds. In order to evaluate the occurrence of weather events a very useful
tool is the EFI maps for parameters directly related to severe weather. Being a measure of the distance from the climate to the
forecast distribution the EFI helps us to estimate the rainfall amount. Forecasters use the EPSgrams for the region which was
indicated as the most likely to be affected by intense precipitation.

In order to extend the weather forecast for Romania beyond the 10 days range, since January 2005 the MFS products from
ECMWF web site are being used. That means a permanent testing of the weekly forecasting products and adapting them for
Romania. The main MFS products analyzed once a week are as follows:

– weekly ensemble mean anomaly maps for 2m temperature, total precipitation, MSLP and 500 hPa geopotential;

– probability that the same parameters be at least 10 % different from the weekly means;

– tercile probability maps for 2m temperature and total precipitation.

By analyzing all the information provided by MFS products, maps for Romania have been made, including two very important
parameters with respect to their superior and inferior terciles: the average weekly temperature and total precipitation.

(ii) The MOS system was developed in 2004 and the results are used in the operational activity. A verification system of the
MOS forecasts was built in 2005 and the monthly results are available on the Intranet web-site.

At the end of every month, seasonal forecast charts from the ECMWF are analyzed as consultative material added to the
results of the statistical models used in NMA to issue the 3-month forecast for Romania.

2. Verification of products.

2.1 Objective verification

2.1.1 Direct ECMWF model output (both deterministic and EPS)

In 2005 we started working on a verification procedure for the deterministic model (DMO), using observations from 160
synoptic stations. The following parameters are being verified:

• sea level pressure

• 2m temperature

• wind speed

• total cloudiness, by 3 categories

Procedures are being implemented for the verification of extreme temperatures, wind direction and precipitation.

Scores are computed corresponding to the ones recommended in the ECMWF “Tehnical memorandum No. 430”. Some of
the graphs are attached in the annex of this report.
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The used interpolation method is “the nearest grid point to the synoptic station”, the verification procedures being computed
monthly and seasonally for every synoptic station and averaged over the whole analysis domain.

The verification results are presented in comparison with the MOS system. The reference forecast used to calculate the Skill
Score for both DMO and MOS is “persistency”.

2.1.2 ECMWF model output compared to other NWP models used by NMA

NMA continued the comparative verification of MOS-ECMWF with the other systems: MOS-ALADIN and MOS-ARPEGE,
for the extreme temperatures forecasts, at 10 synoptic stations.

2.1.3 Post -processed products

For MOS-ECMWF, verification procedures were performed on a regular basis for the following parameters: 2m temperature,
extreme temperatures, total cloudiness, 6h cumulated precipitation and 10m wind (speed and direction). The scores were
computed taking into account all 160 Romania synoptic stations. Existing verification procedures were extended by computing
more significant scores. All the verification scores are available on the intranet website.

As an example, the scores of the verification of MOS-ECMWF forecast are briefly discussed:

a) 2m temperature - TS

As one can notice in Fig.1-Fig.4 the MOS reduces the model’s BIAS, less in the winter season, where MOS has a positive
bias to the numerical model. The explanation stands in the lack of information on the soil surface state from the statistical
model. The contribution brought by the statistical model is about 20 C in RMSE terms. The best corrections that MOS brings
are noticed in the hill and mountain area.

b) Mean Sea Level Pressure - MSL

A small negative BIAS is noticed in almost all the seasons in the range of 1mb, less in the spring season. RMSE has values
under 5 mb with the 120 hours anticipation. The best forecasts were achieved during the autumn and spring season respectively.
The summer of 2005, even though RMSE has low values, the Skill Score and RV indicate a lower score forecast than the one
corresponding to the other two seasons (Fig.5 and Fig.6).

c) Total Cloudiness - TCC

To perform a comparison of the two models’ performance, the verification was made for three categories, corresponding to
the statistical model (Multiclass Discriminant Analysis).

There are differences from a season to season regarding the quality of the two models, the “added value” by the MOS being
about 5-10% in PC terms.

Both models have low performance for the second class “Partly cloudy” (POD - low and FAR - high values). The extreme
classes - first class “No clouds” and the third one “Cloudy” are better forecasted, but there are also differences from one
anticipation to another and from a season to another season.

In the spring of 2005 (Fig.7), MOS was superior to the DMO for the “Cloudy” class (POD-high, FAR less than the DM and
CSI higher values). For the “No Clouds” class, both models had similar performances. In the summer (Fig.8) however, the
atmospheric instability being higher, the convective cloudiness more enhanced, the scores obtained for the first and second
class have a strong diurnal cycle: low scores corresponding to the day-time (+24h, +48h, etc) and higher scores corresponding
to the night-time. There are no notable differences for both models’ performance regarding those two classes. Forecasts for
the third class of cloudiness are lower than the preceding season, but here MOS seems to work better than DMO.

In autumn (Fig.9), the first and third class have similar POD scores, but FAR has higher scores for the first class. The diurnal
cycle in the scores evolution maintains the same for the first and second class. In the winter of 2005-2006 (Fig.10), the diurnal
cycle in the scores evolution decreases, MOS maintaining the superiority over the DMO for the third class.

Therefore, MOS is superior to DMO in all the seasons concerning the third class of cloudiness. The second class has the
lowest forecasts; MOS does not bring an important “added value” to DMO.

The first class “No clouds” is better forecasted than the second one, the “added value” of MOS being related to the day-
time moment and seasons.

d) 10 m wind speed

The wind speed is a parameter well forecasted by DMO, and the correction brought by MOS is about 1-2 m/s (in RMSE terms).
DMO has a negative bias, compared to MOS which brings the bias to zero (Fig.11-Fig.14).

2.1.4 End products delivered to users

2.1.5 Seasonal forecasts
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2.2 Subjective verification

2.2.1 Subjective scores

2.2.2 Synoptic studies, evaluation of behavior of the models

The synoptic case studies have shown better accuracy of the ECMWF model parameters for both the 00 and 12 UTC runs.
Occasionally the blocking circulation over Eastern Europe was underestimated, but the model showed a clear improvement
in precipitation forecast (with occasional slight overestimation of light rain events).

2.2.3 Seasonal forecasts

The skill of seasonal forecasts from the ECMWF for the Romania continues to be rather low.

3. References
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Fig. 1 Mean error (BIAS) and Root mean square error (RMSE) for 2m temperature (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Spring 2005. (Red: DMO, Blue: MOS).
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Fig. 2 Mean error (BIAS) and Root mean square error (RMSE) for 2m temperature (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Summer 2005. (Red: DMO, Blue: MOS).

Fig. 3 Mean error (BIAS) and Root mean square error (RMSE) for 2m temperature (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Autumn 2005. (Red: DMO, Blue: MOS).
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Fig. 4 Mean error (BIAS) and Root mean square error (RMSE) for 2m temperature (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Winter 2005. (Red: DMO, Blue: MOS).

Fig. 5 Mean error (BIAS) and Root mean square error (RMSE) for Mean Sea Level Pressure (MSL) (upper panel) and
Variance Reduction and MSE_SS (lower panel), averaged over 168 stations. Winter 2004 and Winter 2005. (Red:
2004, Blue: 2005).
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Fig. 6 Mean error (BIAS) and Root mean square error (RMSE) for Mean Sea Level Pressure (MSL) (upper panel) and
Variance Reduction and MSE_SS (lower panel), averaged over 168 stations. Spring - Autumn 2005. (Red:
Spring, Blue: Summer, Green: Autumn).

Fig. 7 Scores for total cloudiness (TCC), averaged over 168 stations, DMO versus MOS - Spring 2005.
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Fig. 8 Scores for total cloudiness (TCC), averaged over 168 stations, DMO versus MOS - Summer 2005.

Fig. 9 Scores for total cloudiness (TCC), averaged over 168 stations, DMO versus MOS - Autumn 2005.



ROMANIA ROMANIA

114

Fig. 10 Scores for total cloudiness (TCC), averaged over 168 stations, DMO versus MOS - Winter 2005.

Fig. 11 Mean error (BIAS) and Root mean square error (RMSE) for Wind Speed (FF) (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Spring 2005. (Red: DMO, Blue: MOS).
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Fig. 12 Mean error (BIAS) and Root mean square error (RMSE) for Wind Speed (FF) (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Summer 2005. (Red: DMO, Blue: MOS).

Fig. 13 Mean error (BIAS) and Root mean square error (RMSE) for Wind Speed (FF) (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Autumn 2005. (Red: DMO, Blue: MOS).
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Fig. 14 Mean error (BIAS) and Root mean square error (RMSE) for Wind Speed (FF) (upper panel) and Variance
Reduction and MSE_SS (lower panel), averaged over 168 stations. Winter 2005. (Red: DMO, Blue: MOS).
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Application and verification of ECMWF products in
Hydrometeorological Service of Serbia

1. Summary of major highlights of use and verification
ECMWF products are operationally used in Hydrometeorological Service of Serbia from the beginning of 2003. Deterministic
forecast products are received via RMDCN   in GRIB and BUFR form for 10 days forecast at different horizontal resolutions
and several domains, for specific purposes. Products are represented using MetView and are available on local web site. In
addition, forecasters consult ECMWF web site, priory for EPS products.

The main application of ECMWF products is for medium range forecast requirement but they are also used for short range
forecast and for providing meteorological background for hail suppression activities which is specialized part of
Hydrometeorological Service of Serbia.

Service uses BC products for running regional Eta model for 72 hours forecast. We are now in process of adjustment and
experimental running of two non-hydrostatic models for short range forecast, up to 24 hours, and all initialization and boundary
conditions data are from ECMWF.

Hydrometeorological Service of Serbia regularly issues monthly forecast for several places in Serbia. Statistical method by
analogy is used together with EPS products from ECMWF. Recently, using of EPS monthly and seasonal forecast data started.

2. Verification of products
2.1.1 Objective verification Direct ECMWF model output (deterministic and EPS)

The verification of daily maximum and minimum 2m temperature for Belgrade for period January 2005 to December 2005
has been made. Scatter plots of forecast versus observation is shown together with values of basic statistic ME, MAE and
RMSE  (Fig. 1 and Fig.2).
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Fig. 1
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Fig. 2
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Values of calculated statistical errors allow us to regard ECMWF direct model output very successful even in forecast of local
weather parameters. What can be noticed is slight overestimation of forecasted daily maximum temperature and
underestimation of daily minimum temperature when their values are under 0ºC . Comparison of seasonal statistical errors
shown on fig. 3 give us closer look and lead us to conclusion that forecast of minimum and maximum 2m daily temperature
during 2005 was more successful in summer.
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Fig. 3

2.1.2 ECMWF model output compared to other NWP models 

Regional Eta model is running twice a day with ECMWF boundary conditions for 72 hours ahead but there is no comparison
of models output.

2.1.3 Post-processed products

2.1.4 End products delivered to users

There are users within Hydrometeorological Service of Serbia who use direct model output located on internal web site with
a view to provide basis for hydrological and agricultural forecasts. On Fig. 4.  meteogram for agro-meteorological purposes
with 10-days forecast of soil layers temperature and water content together with solar radiation and surface relative humidity
is presented.
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Fig. 4
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2.1.5 Seasonal forecast

First efforts in enquiring about the possibilities of using seasonal forecast products are made.

2.1.6 Monthly forecast

Method by analogy is used for monthly forecast. During 2005 some corrections were made using Web available EPS and
monthly plumes and anomaly products. Plots of ME and MAE of mean daily temperature for Belgrade shows noticeable
improving in reliability of monthly forecast for 2005, especially in first 20 days (fig. 5).
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2.2 Subjective verification
There is no subjective verification.

2.2.1 Subjective scores

2.2.2 Synoptic studies of the behavior of the model

2.2.3 Seasonal forecast

2.2.4 Monthly forecast

3. References
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Verification of ECMWF products in Slovenia in 2005

1. Summary of major highlights of use and verification
The ECMWF deterministic and EPS products are mainly used as basis and support for subjective preparation of forecasts in
short and medium range. Kalman filtering is used for improving the T2m forecasts. In 2005 the MOS was operationally
introduced. Fig. 1 shows an example of MOS T2m forecast, based on ECMWF deterministic forecast, including verification.

During 2005 we started running the NMM model with ECMWF boundary files instead of ETA model. We continued running
COAMS non-hydrostatic mesoscale-model for research purposes.

In the year 2005 we continued to use the monthly forecasting system output and the seasonal forecasts via ECMWF web pages.

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output (deterministic and EPS)

(i) in the free atmosphere

Values of Geopotencial and Temperature on standard pressure levels are operationally verified against the radiosonde data.

(ii) of local weather parameters verified for locations which are of interest to your service

T2m DMO, DMOhcorr, Kalman and MOS  corrected values were verified against observations for three different regions (Fig.
2, 3 and 4).

(iii) oceanic waves

None

2.1.2 ECMWF model output compared to other NWP models used by your service

We compare ECMWF model output with the ALADIN/SI values.

2.1.3 Post-processed products

We are performing Kalman filtering and MOS on ECMWF model data for 2m temperature forecast (Fig. 2,3 and 4). Fig. 5
shows the rate of error reduction by different methods.

2.1.4 End products delivered to the users

We do not produce end products based exclusively on ECMWF output.

2.1.5 Seasonal forecasts

None.

2.1.6 Monthly forecasts

None.

2.2 Subjective verification

2.2.1 Subjective scores

None.

2.2.2 Synoptic studies, avaluation of the behaviour of the model

Occasionally performed evaluation show problems in winter time when the model is not able to predict low stratus and
stratocumulus and consequently the temperature (and radiance) forecast is not accurate, showing much too high night to day
variability. The inversions are not well represented, but it may be better with the new resolution.

2.2.3 Seasonal forecasts

Extensive use of seasonal forecasts for Europe is performed, but only brief comparison with previous years has been performed.
We would appreciate if more real time verification was available on Europe (or global) scale on ECMWF web pages.

2.2.4 Monthly forecasts

Extensive use of monthly forecasts for Europe is performed, but no systematic verification so far.

3. References to relevant publications
None.

123



SLOVENIA SLOVENIA

Ljubljana      
te

m
pe

ra
tu

re
(°

C
)

(2005−05−24 12 UTC)

Wed Thu Fri Sat Sun
25.05. 26.05. 27.05. 28.05. 29.05.

10
15

20
25

30

MOStxsyn
− SYNtxsyn

10
15

20
25

30
26.0

10
15

20
25

30
27.1

10
15

20
25

30
29.1

10
15

20
25

30
29.1

MOStnsyn
− SYNtnsyn

10
15

20
25

30

11.4

10
15

20
25

30

13.8

10
15

20
25

30

16.0

10
15

20
25

30

15.8

MOSt2m
− SYNt2m

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

10
15

20
25

30
10

15
20

25
30

− EC12dmo

124

Fig. 1 A case of MOS T2m forecast, based on ECMWF deterministic forecast, 12 UTC, using a quantile regression. Each
forecasted value is presented as a distribution of solutions based on past simmilar cases: median,  central 50% of
distribution (box), central 90% of distribution (whiskers). Observed values are added for verification purposes.

Ljubljana

forecast range (h)

M
E

+
R

M
S

E

18 30 42 54 66 78 90 102 114

−
3

−
2

−
1

0
1

2
3

4

18 30 42 54 66 78 90 102 114

−
3

−
2

−
1

RMSE DMO
RMSE Kalman
RMSE MOS
RMSE DMOhcorr

−ME DMO
−ME Kalman
−ME MOS
−ME DMOhcorr

Fig. 2 Comparison of RMSE and ME for T2m forecast based on ECMWF deterministic forecast, 12 UTC: Direct Model
Output (DMO),  DMO with height correction (DMOhcorr), Kalman filtered values and Model Output Statistics
(MOS) for T2m. Verification period is 1.1.2005 till 31.12.2005. Location: Ljubljana (14015)
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Fig. 3 Comparison of RMSE and ME for T2m forecast based on ECMWF deterministic forecast, 12 UTC: Direct Model
Output (DMO),  DMO with height correction (DMOhcorr), Kalman filtered values and Model Output Statistics
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Verification of ECMWF products in Spain

1. Summary of major highlights of use and verification.

2. Verification of products.

2.1 Objective verification

2.1.1 Direct ECMWF model output (both deterministic and EPS)

2.1.2 ECMWF model output compared to other NWP used by your service.

2.1.3 Post-processed products:

a) Temperature verification 

Extensive verification of the objective local deterministic forecasts of daily maximum and minimum temperature up to ten
days in advance, obtained by filtering of the 2m-temperature ensemble mean values has continued during 2005. The global
results of this systematic verification for a set of 50 selected synoptic stations over the Spanish territory are included in a
monthly summary report for internal use, in the same way that was produced in previous years. Some of the verification results
obtained for the period January – December 2005 are depicted in figures 1 to 4.

b) Wind  gust estimation and verification

Several methods for wind gust estimation (only the turbulent component) has been tested from the outputs of HIRLAM
numerical model (Vindel et al., 2006). The different methods tested are: ECMWF method (2004), Brasseur (2001), KNMI
method (code from Ben W. Schreur), DWD method and INM rule of thumb. The results indicate no big differences between
the different methods compared, being the ECMWF method the one that obtains the best results. Other conclusion is that the
different methods tested shouldn’t be used directly to forecast the overcoming of some thresholds because the probabilities
of detection obtained are poor and the false alarms high. The frequency distributions obtained for every category of forecast
wind gust could be an important tool to make probabilistic estimations of wind gusts and to fix maximum thresholds for gusts
under some probability conditions. Some of this verification results are shown in next figures, 5 to 10.

2.2 Subjective verification

Seasonal Forecasts:

References
Brasseur, O., 2001: Development and Application of a Physical approach to Estimating Wind Gusts, Mon. Wea. Rev.,129, 5-25

ECMWF, 2004: IFS Documentation CY28r1. 
http://www.ecmwf.int/research/ifsdocs/CY28r1/Physics/index.html

Vindel, J.M.; Calvo, J; Del Hoyo, J.; 2006: Evaluación de distintos métodos de predicción de rachas de viento; XXIX Jornadas
Científicas de la Asociación Meteorológica Española.
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Fig. 1 Time series of monthly mean values of RMSE for objective maximum temperature forecasts for different predic-
tion ranges during 2005. Local forecasts are obtained from the filtering of the 2m-Temp EPS mean. The verifica-
tion sample is composed by the forecasts for a set of 50 Spanish synoptic stations.

128

Fig. 2 Time series of  percentage of correct maximum temperature forecasts (error less than 2ºC) for different pre-
diction ranges. The verification sample is composed by the forecasts made in 2005 for a set of 50 Spanish
SYNOP stations.
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Fig. 3 Time series of monthly mean values of RMSE for objective minimum temperature forecasts for different predic-
tion ranges during 2005.  Local forecasts are obtained from the filtering of the 2m-Temp EPS mean. The verifi-
cation sample is composed by the forecasts for a set of 50 Spanish synoptic stations.

Fig. 4 Time series of percentage of correct minimum temperature forecasts (error less than 2ºC) for different prediction
ranges. The verification sample is composed by the forecasts made in 2005 for a set of 50 Spanish SYNOP stations.
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Table 1 R2 coefficients, for the different methods compared.

130

HIRLAM 0.16 HIRLAM 0.05

n R2 n R2

BRASSEUR 44524 0.51 39206 0.57

BRAS min. 44524 0.50 39206 0.57

BRAS max. 44524 0.47 39206 0.54

DWD 44524 0.49 39192 0.54

ECMWF 44524 0.54 39206 0.59

INM 44524 0.45 39192 0.51

INM max. 44524 0.36 39192 0.45

KNMI 44524 0.52 39192 0.58

Fig. 5 RMSE and bias  function of observed wind gust.
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Fig. 6 RMSE and bias function of forecast length, for observed wind speed > 20 km/h.

Fig. 7 RMSE and bias function of forecast length, for observed wind speed > 40 km/h.
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Fig. 8 Probabilities of detection for the different methods.

Fig. 9 False alarm rates for the different methods.
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Fig. 10 Frequency distributions for the different forecast wind gust categories, using the ECMWF method. Percentiles 
5, 25, 50, 75 y 95 are represented.
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Verification of ECMWF products at the Swedish Meteorological and
Hydrological institute (SMHI) 2005–2006.
By Karl-Ivar Ivarsson

1. Summary of major highlights of uses and verification
The ECMWF forecast data set is basic for almost all prognostic products from SMHI, not only the meteorological but also
hydrological and oceanographic. Short range deterministic forecasts can be selected by the duty forecasters as an alternative
to HIRLAM as starting point for the quality controlled basic forecast data base. The medium range forecasts from ECMWF,
with postprocessing for certain variables, enter directly to the basic forecast data base that is a part of a Swedish meteorological
infrastructure. A prerequisite for our production is of course the lateral boundary conditions for limited area models (e.g.
HIRLAM that in turn control the HIROMB). Also post processed products such as CAPE (Convective Available Potential
Energy) and wind gusts are used.

The verification results presented here reflects the most important use of the ECMWF products. The results show that
ECMWF and HIRLAM forecast both have good quality and provide substantial value to the society. The higher resolution in
the HIRLAM forecast can be seen to be of value in particular for wind forecasts. It is possibly also the reason for the higher
KSS-values for precipitation from HIRLAM even if an over-prediction of precipitation in the model also contributes to this.
The 2- metre temperature forecasts from ECMWF have during the period, been of higher quality then those from HIRLAM.

2. Verification of products

2.1 Objective verification

2.1.2 The verification of direct model output (DMO) compared to other NWP models used at SMHI.

2.1.2.1 Two metre temperature

The verification of two metre temperature (T2m) is shown in Figure 1.
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Fig. 1 Mean absolute error and mean error of forecast T2m for different mounts valid at 12 UTC. Red are ECMWF fore-
casts and blue are HIRLAM forecasts with 11km horizontal resolution.
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During this winter the HIRLAM forecasts have suffered from having a severe negative bias, but after the introduction of a
new version of the model in the beginning of Mars, this problem seems to have been solved. ECMWF forecast have been of
a good quality this winter, except for a slightly positive bias. This positive bias is mainly due to errors in forecasts of very
low temperatures. This can be seen in Figure 2.
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Fig. 2 Frequencies of forecast T2m. Grey observed, red ECMWF and blue HIRLAM.

The frequencies of the T2m forecasts from HIRLAM 11 correspond better to the observed ones than the ECMWF forecasts
for low temperatures (below -15). The same characteristic is seen for high temperatures (above +25). The correspondence
with observed frequencies is mainly good between +5 and -15 for the ECMWF forecasts, and better than HIRLAM near
freezing point. The reason for the two maxima of the frequencies in Figure 2 is that forecasts valid at 00 UTC and 12 UTC
are put together.

2.1.2.2 Ten metre wind speed

The verification of ten metre wind speed (W10m) is seen in Figure 3.

Fig. 3 Mean absolute error and mean error of forecast W10m for different months valid at 12 UTC. Red are ECMWF
forecasts and blue are HIRLAM forecasts with 11km horizontal resolution.
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The HIRLAM forecasts are generally somewhat better, if we accept mean absolute error as a measure of forecast quality.
This is also seen during the cold season, despite the positive bias of 0.5 to 1m/s of the HIRLAM forecasts. Also the ECMWF
forecasts have a positive bias but only about a quarter of a meter per second. The correspondence between the observed
frequencies of wind speed and the ECMWF forecasts is fairly good, which can be seen in Figure 4. But both high and low
wind speeds are of too low frequency. HIRLAM is even worse for low wind speeds but performs fairly well for high ones.
The performance of the models by using the Kuipers Skill score (KSS) is seen in Figure 5.
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Fig. 4 Frequencies of forecast W10m for coastal stations. Grey observed, red ECMWF and blue HIRLAM.

Fig. 5 Forecast value as expressed by KSS for different threshold values. Red ECMWF and blue HIRLAM. The verti-
cal bars indicate the uncertainty of the KSS values.

The KSS values of ECMWF and HIRLAM and are mainly the same for low wind speeds, but those from HIRLAM are
better for high wind speeds.

2.1.2.3 Precipitation

Different amounts of observed and forecast precipitation are compared in Figures 6 and 7.



SWEDEN SWEDEN

Both figures show that there is too much precipitation in the models compared to observations, but the largest difference is
seen for HIRLAM during winter. Some of those differences are caused by measurement errors.

The results if KSS is used as the verification score are seen in Figures 8 and 9.
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Fig. 6 Frequencies of 12 hour precipitation for summer 2005. Red ECMWF, blue HIRLAM and grey observations.

Fig. 7 Frequencies of 12 hour precipitation for winter 2006. Red ECMWF, blue HIRLAM and grey observations.
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There are higher KSS values for the HIRLAM forecasts for the largest amount of precipitation. This is partly due to the
higher forecast frequency of those amounts.

2.1.2.4 Verification of extended HIRLAM forecasts compared to ECMWF.

HIRLAM with 11km resolution currently runs up to 72 hours. Those long forecasts are intended to be used for an evaluation
of the quality of lagged EPS with HIRLAM. Here, a brief test of the performance of the longer forecasts is done (Figure 10).
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Fig. 8 Forecast value as expressed by KSS for different threshold values, summer 2005. Red ECMWF and blue
HIRLAM. The vertical bars indicate the uncertainty of the KSS values.

Fig. 9 Forecast value as expressed by KSS for different threshold values, winter 2006. Red ECMWF and blue HIRLAM.
The vertical bars indicate the uncertainty of the KSS values.
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There is a significant negative bias of the ECMWF T2m forecasts during early evening (18 UTC) , and a positive bias of
the HIRLAM forecasts at midnight (00 UTC). The HIRLAM T2m forecast can compete with ECMWF also at day 3 at 12
UTC (72 hours forecast). The ECMWF 2m dew point forecast are very good. The 2m dew point temperatures from HIRLAM
forecasts are not that good and have a positive bias, probably due to a poor surface scheme. This may also affect the forecasts
of cloud cover which also have a positive bias, but mainly only at midnight. The HIRLAM forecasts run on a rather small
area with lateral boundaries from ECMWF. Those boundaries are six hours old, and the result of the mean sea level pressure
corresponds to about a 6 hours worse predictability compared to ECMWF. This is seen also for the longest forecasts. So the
HIRLAM forecasts are to some extent a dynamical down-scaling of the ECMWF forecasts.

2.1.3 Post-processed products

Wind gusts

The ECMWF forecasts of wind gusts are frequently used by duty forecasters since those forecast give useful information of
the risk for severe wind gusts. There has also been a work at SMHI to improve the forecasts of wind gusts by using model
output statistics (MOS) The result of this work can be seen in Figures 11 and 12.
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Fig. 10 Verification of T2m, 2m dew point, cloud cover , mean sea level pressure, and W10m for different forecast lead
times. The period is March 15 to May 20 2006. Red ECMWF and blue HIRLAM. The area is north-western
Europe. All forecasts start at 12 UTC. Root mean square error (RMSE) at the top of the figure and mean error
(bias) at the bottom.

Fig. 11 Left: Root mean square error and mean error (bias) of wind gust
forecasts from October to December 2005 for stations located
south of 61 N. Red = ECMWF, light blue = MOS from HIRLAM
with 11km resolution, green = MOS from HIRLAM with 22km
resolution, dark blue = MOS from ECMWF. Observations are the
maximum wind gust during a six hour period, centred around the
forecast time. Right: the same, but the standard deviations of
the forecasts. The corresponding observed standard deviation
is in grey.
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The MOS does a good job for all models, and seems to be somewhat better than ECMWF post-processed wind gusts. The
high KSS values for the HIRLAM 11 MOS forecasts are partly due to be more realistic statistical distribution of the forecasts,
which can be seen both in Figure 11 to right where the standard deviations are plotted for the different forecasts and in Figure
12, where the different frequencies are plotted.

2.2 Subjective verification

2.2.2 Evaluation of the behaviour of the model

The duty forecasters are to mostly very happy with the forecasts. There are some less good characteristic however, that may
be worth noticing.

• Too small amount of cloudiness in case of convection, especially convective precipitation in the summertime

• Too large amount of low clouds in case of very cold weather in winter ( below -20 degrees Celsius)

• Too much fog over cold sea, especially in spring. There is also often too low T2m in the areas of such fog.
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Fig. 12 KSS values for different thresholds for wind gust forecasts, The verification period is October to December 2005,
for stations located south of 61 N. Red = ECMWF, light blue = MOS from HIRLAM with 11km resolution, green =
MOS from HIRLAM with 22km resolution, dark blue = MOS from ECMWF. Observations are the maximum wind
gust during a six hour period, centred around the forecast time. The observed relative frequencies in grey.
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Verification of ECMWF products at MeteoSwiss
Authors: Mark Liniger

1. Summary of major highlights
MeteoSwiss has continued to use seasonal forecasts of System 2 and to evaluate the potential seasonal predictability. Seasonal
forecast skill and the potential predictability have been evaluated on a grid-point scale and over Switzerland. A revised skill
score was developed which eliminates the negative bias of the ranked probability skill score for ensembles of finite size.

2. Verification products

2.1 Objective Verification

2.1.1

2.1.2

2.1.3

2.1.4

2.1.5 Seasonal forecasts (Mark Liniger)

Here, the forecast skill (RPSSd, Müller, 2004; Müller et al., 2005b; Weigel et al., 2006) of the 2m mean temperature is examined
from a grid-point perspective. Figure 1 shows an example of the potential seasonal predictability of the operational ECMWF
seasonal forecast system 2 for the period 1987-2002 (Schwierz et al., 2006). For the verification ERA-40 reanalysis data are
used (Fig. 1a). High skill scores are found over the oceans, in particular over the tropics. Highest values are located in the El
Nino region in the eastern tropical Pacific, whereas the western Pacific, the Indian Ocean and the tropical Atlantic show
somewhat lower, but mostly significant positive skill. The heterogeneous patterns in the region of Indonesia are mostly due
to the differences between the land-sea masks of the forecast model and the verification data set (ERA40). In the extratropics,
the Pacific basin exhibits wide regions of significant skill. For the Atlantic basin, the values are closer to zero. Relevant for
Europe, there is a bandlike structure of a weak positive signal across the northern Atlantic reaching from Newfoundland to
the Bay of Biscay. Over land, the skills are lower throughout. Highest values are found over Northern America, and along the
Pacific coast of Asia. Most other continents, in particular Europe, are associated with negative or non-significant values.

The estimated potential predictability (PMA) supports these findings (Fig. 1b, Schwierz et al., 2006). The tropical oceans
feature high potential predictability. In the extratropics, the oceans show reduced but still significant positive values. Over
land, the PMA implies a higher predictability in the tropics than extratropics (e.g. over Africa and Southern America). A
comparison to the verification against ERA40 shows, that this potential is not “realized” in the actual forecast skill. A better
agreement between the potential predictability and the actual skill is found in the extratropics with very limited, but significant,
skill values. In particular over the European region the skill scores are in the order of less then 10%, both for PMA and the
actual skill.

Further, the skill of the ECMWF System has been analysed over Switzerland in more detail. The RPSSd for the 3-monthly
average is shown for the period 1987 - 2004 for 2m temperature. The skill of the System 2 strongly varies over the seasons.
Highest skill scores are achieved for the forecasts started in late spring and early summer, covering the summer months. Lowest
skill can be found for autumn and winter.
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Figure 2: The RPSSd for all starting months (January till December) of the 3-monthly 2m temperature with a lead time of
1 month from 1987 till 2004 for the ECMWF seasonal forecast system 2 over Switzerland.
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(a)

(b)

Figure 1: The RPSSd of the 3-monthly mean 2m temperature with lead time of 1 month from 1987 till 2002 for the
ECMWF seasonal forecast system 2. Shown are (a) the verification against ERA40 and (b) the potential pre-
dictability for all starting months (from Schwierz et al, 2006).



SWITZERLAND SWITZERLAND

143

2.2 Subjective Verification

3. References
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Application and Verification of ECMWF products in Turkey 2005
Turkish State Meteorological Service - Ankara / Turkey

1. Summary of major highlights

2. Verification of Products

2.1 Objective Verification

2.1.1 Direct ECMWF Model Outputs

24 hourly forecasts between T+00 and T+144 of 12 UTC and 00 UTC deterministic model are operationally verified by using
standard statistical scores (mean error, root mean square error and mean absolute error). For the verification of all parameters,
60 Turkish synoptic stations were used, covering the period from January to December 2005.

(i) In the free atmosphere

In order to verify upper level parameters, verification are performed against to observations at 7 radio-sonde stations. ECMWF
analysis at pressure levels were used for other stations.

(ii) Local weather parameters

Local weather parameters used in report are daily maximum and minimum, 2 meter temperature values observed at 12 UTC,
mean sea level pressure, and total precipitation. The model outputs interpolated to the station points are verified against
corresponding observations. For this process, suitable time steps of model outputs were used. Verified parameters and its periods
for the year 2005 are given in below:

• Daily Maximum and Minimum Temperature; D+1, D+2, ..., D+7;
Scores: ME, RMSE, MAE.

• Mean Sea Level Pressure and 2 m Temperature: D+1, D+2, ..., D+7;
Scores: ME, RMSE, MAE.

• Total Precipitation existence and contingency tables with 6 categories (0, 0.1-1, 1-5, 5-10,10-20, 20<mm): 
D+1, D+2, D+3;
Scores: BIAS, HIT, FAR, TS, POD.

• 1000, 850, 700, 500 and 300 hPa Height and Temperature: D+1, D+2, ..., D+7;
Scores: ME, RMSE, MAE.
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Fig. 2.1.1.1 Turkish synoptic and radio-sonde stations used in this study
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Fig. 2.1.1.2 12 UTC RMSE Values of Minimum Temperature D+1

Fig. 2.1.1.3 12 UTC RMSE Values of Minimum temperature for D+6

Fig. 2.1.1.4 00 UTC RMSE Values of 2M Temperature for D+2



TURKEY TURKEY

146

Fig. 2.1.1.5 00 UTC RMSE Values of 2M Temperature for D+4

Fig. 2.1.1.6 12 UTC RMSE Values of Mean Sea Level Pressure for D+1

Fig. 2.1.1.7 12 UTC RMSE Values of Mean Sea Level Pressure for D+4
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Fig. 2.1.1.8 00 UTC RMSE Values of Maximum Temperature for D+5

Fig. 2.1.1.9 Root Mean Square Errors of 00 and 12 UTC 2m Temperature forecasts as a function of forecast range for
7 Turkish radio-sonde stations

Fig. 2.1.1.10 Root Mean Square Errors of 00.00 and 12.00 UTC MSL Pressure forecasts as a function of forecast range
for 7 Turkish radio-sonde stations



Ankara (D+3)

93 81 far=0.47 bias=1.66

12 142 hit=0.72 ts=0.50

pod=0.89

Ankara (D+2)

94 68 far=0.42 bias=1.54

11 155 hit=0.76 ts=0.54

pod=0.90

Adana (D+3)

49 118 far=0.71 bias=3.27

2 149 hit=0.62 ts=0.29

pod=0.96
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Fig. 2.1.1.11 Root Mean Square Errors of 00.00 and 12.00 UTC 850 hPa Height forecasts as a function of forecast
range for 7 Turkish radio-sonde stations

Verification of Precipitation

Precipitation forecasts of the ECMWF are interpolated to the station points. Interpolated model outputs and corresponding
observations are compared. 24 hourly total precipitation values are classified as follows;

Adana (D+1)

48 106 far=0.69 bias=3.02

3 161 hit=0.66 ts=0.31

pod=0.94

Observation

Yes No

Forecast Yes a b

No c d

FAR = b/(a+b)
Hit Rate = (a+d)/(a+b+c+d)
BIAS = (a+b)/(a+c)
POD = a/(a+c)
TS = a/(a+b+c)
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2.1.2 ECMWF model output compared to other NWP models

MM5 model is running four times in a day for various mesh-size, domains and ranges. The boundary conditions are received
through ECMWF BC project. Verification of MM5 outputs such as MSL pressure, 2m temperature, 10 meter u-v wind
components and total precipitation parameters for 12 UTC run are performed against observations. However, objective
comparison has not been performed between ECMWF and MM5 so far. According to subjective comparison, 2meter
temperature values of ECMWF produce more accurate scores than those of MM5. Whereas, MM5 model forecasts for the
total precipitation are generally better than ECMWF.

2.1.3 Post-processed products

Kalman Filtering

Kalman Filtering is applied to 101 stations including 31 foreign stations from D+1 to D+4 for 2-meter maximum and minimum
temperatures. Kalman Filtering scores of some stations are given in below:

Fig. 2.1.1.12 HIT Rates of Total Precipitation (00 UTC Run) for D+1

Fig. 2.1.1.13 HIT Rates of Total Precipitation (00 UTC Run) for D+3
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Fig. 2.1.3.1 Comparison of the 2 meter Maximum Temperature (12 UTC run) values of Kalman Filtering to DMO of
Istanbul for D+2

Fig. 2.1.3.2 Comparison of the 2m Minimum Temperature (12 UTC run) values  of Kalman Filtering to DMO of Ankara
for D+1
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Fig. 2.1.3.3 Comparison of the 2m Minimum Temperature (12 UTC run) values  of   Kalman Filtering to DMO of  Izmir
for D+3

Fig. 2.1.3.4 Filtered RMSE Values of Minimum Temperature for D+1
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Fig. 2.1.3.5 Filtered RMSE Values of Maximum Temperature for D+2

2.1.4 End Products delivered to users

None.

2.1.5 Seasonal forecasts

None.

2.2 Subjective verification

2.2.1 Subjective scores

Our Weather Analysis and Forecasting Division (WAFD) uses ECMWF outputs for wide range of purposes from short-range
forecasts to the special reports. We compared ECMWF forecasts and those of WAFD forecasts (based on bench forecasters’
experience) with observed values. The verification results were based on the observed values received from 41 stations
throughout Turkey and ECMWF’s D+1, D+2, D+3 and D+4 corresponding forecasts. When “yes-no” type of verification
applied for ECMWF precipitation forecasts, little improvements were noted. Most of the figures show a continuing upward
trend over the past few years. Based on ECMWF’s upward trend, with combining their experiences and ECMWF model outputs,
WAFD has issued better precipitation forecasts than previous years.

2.2.2 Synoptic Studies, evaluation of the behavior of the model

None

2.2.3 Seasonal Forecasts

None

2.2.4 Monthly Forecasts

None

3. References
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Güser, A. (2004): (in Turkish) “Kalman Filtresi ve Türkiye Üzerine Uygulamaları”, Turkish State Meteorological Service,
Ankara, p17-40.

Güser, A. (2002): (in Turkish) “Verifikasyon ve Türkiye Üzerine Uygulamaları”, Turkish State Meteorological Service,
Ankara, p13-23.

Kocaman, F. (2002): (in Turkish) “Kalman Filter ve Türkiye Üzerine Uygulamaları”, Turkish State Meteorological Service,
Ankara, p9-12.
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Verification of ECMWF Products at the Met Office, Exeter, UK

1. Summary of major highlights

2. Verification of products

2.1 Objective verification

2.1.1 Direct ECMWF model output

2.1.1 (i) in the free atmosphere

ECMWF and Met Office forecast fields of PMSL, 500 hPa height and 250 hPa wind have been verified against observations.
Monthly mean RMS errors for an area covering Western Europe, the North Atlantic and North America are plotted in ANNEX
A, Figures 2.1.1(i)a,b,c.

Latest results
PMSL and 500hPa height; During 2005 and 2006 ECMWF remains ahead of the Met Office at T+72 and 120. However, at
T+24 the Met Office improves relatively and almost catches up by March 2006.

250 hPa wind; ECMWF remains ahead at all forecast ranges but with the Met Office catching up slowly with time.

2.1.1 (ii) of local weather parameters verified for locations which are of interest to  your service

Nothing to report.

2.1.1 (iii) of oceanic waves

The Met Office continues to contribute to the monthly verification exchange of global wave models.

2.1.2 ECMWF model output compared to other NWP models used by the Met Office

Verification and Intercomparison of ECMWF Tropical Cyclone Forecasts

The Met Office has been carrying out verification of its own tropical cyclone (TC) forecast track errors since 1988 and of
those from ECMWF since 1994. In addition, verification of the intensity tendency of TC forecasts has been carried out since
2001. The latter is done by a simple method which determines whether the model is forecasting weakening or strengthening
over each 24 hour period based on model values of 850hPa relative vorticity at the TC centre. A skill score is produced to
indicate whether the model is better than chance.

Results of an intercomparison between Met Office and ECMWF TC forecasts were presented in this report two years ago
for the period May 2003 to April 2004. These included track forecast errors, weakening, strengthening and intensity tendency
skill scores. An update is included in this report to cover the full period from 1994 to 2005 for TC track errors and 2001 to
2005 for intensity tendency errors. All comparisons are for homogeneous datasets.

Globally averaged track forecast errors for the Met Office global and ECMWF models can be seen in Figure 1 (T+24, 48
and 72) and  Figure 2 (T+96 and 120). These firstly indicate a downward trend in track forecast errors for both the Met Office
and ECMWF models. 72-hour forecast errors in 2005 were near to the 36-hour forecast errors in 1994. The Met Office has
maintained its advantage over ECMWF in track prediction at T+24 and T+48, although the gap has narrowed in recent years.
At T+72 Met Office and ECMWF errors have each been the lowest in six of the 12 years. However, ECMWF has been lower
than the Met Office in three of the last four years. Relative performance has always been mixed at the longer lead times of
T+96 and T+120. However, the gap between ECMWF and the Met Office has widened in favour of ECMWF in the last couple
of years.

Globally and lead-time averaged intensity skill scores for the Met Office and ECMWF models can be seen in Figure 3. In
terms of overall intensity tendency there is very little difference between the Met Office and ECMWF. Both show a positive
intensity tendency rising from between 10 and 20% to between 20 and 30% during the five year period. However, when this
intensity tendency is broken down into strengthening and weakening skill, large differences between the two models appear.
ECMWF show a much greater level of skill in predicting strengthening, which has risen about 20% during the five year period.
The Met Office strengthening skill started from a base point almost 80% below ECMWF. However, the tendency to weaken
TCs too quickly was partially addressed by the 2002 ‘New Dynamics’ model upgrade (Heming and Greed, 2002). Since then
the strengthening skill has risen consistently and at about twice the rate of ECMWF. Met Office weakening skill was
approximately 40% higher than ECMWF during the five year period. There was only a slight change in relative performance
during the period with the difference between the two skill scores narrowing slightly.

In summary, Met Office short period track forecast errors are lower than ECMWF, although the gap is narrowing. At longer
lead times ECMWF track forecast errors are generally lower. Both models show similar intensity tendency skill scores, but
ECMWF is better at predicting strengthening, whilst the Met Office is better at predicting weakening.
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Fig. 3
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Fig. 1
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2.1.3 Post-processed products

2.1.4 End products delivered to users

2.1.5 Seasonal forecasts

2.1.6 Monthly forecasts

2.2 Subjective verification

2.2.1 Subjective scores

Medium-range verification - 2005 results

Introduction

Subjective verification of numerical output from the UKMO Global Model (GM), both raw and modified output, and ECMWF
(EC) has continued to be carried out daily in the Operations Centre.  This report presents the results for 2005, comparing and
highlighting performances of the models.

Summary

Days 2 to 4, a marked improvement for all models compared to 2004, most notably for Raw GM on Day 2 and for Modified
GM on Days 3 and 4. For Day 5, continued improvement for EC but slightly worse for Raw and Modified GM.

Results – Days 2-5 EC vs GM (and Modified GM)

“GOOD” forecasts (“GOOD” and “USEFUL” forecasts – scores of 8 and 6)

Day 2 All models showed an improvement over 2004 with scores equalling or bettering any since this series began.
Most notable, however, was the improvement in Raw GM which, for the first time since 1999, scored higher
than the Modified GM. EC remained a close third.

Day 3 After a relatively poor 2004, 2005 showed a marked improvement for all models. Both Raw and Modified
GM achieved above 95%, the latter just beating the former, while the EC is only marginally behind with just
over 94%.

Day 4 2005 saw improvement for all models, most marked for the Modified GM, with 81.5%, and the EC with 80.6%.
However, the Raw GM, although much improved, with 78.5%, was lagging behind its high of 79.5% of 2003.

Day 5 Both Raw and Modified GM, 2005 saw a slight decrease compared to 2004, although the latter was better than
the former. EC, however, showed a continuing improvement with 58.2%, its best mark since the 59.1% of 2000.

“BAD” forecasts (‘POOR’ and ‘MISLEADING’ forecasts - scores of 2 and 0)

Day 2 As in 2004, no ‘Poor’ and ‘misleading’ forecasts were marked during 2005.

Day 3 A marked improvement for all models compared to 2004, all models with less than 1%. GM was slightly the
worst with 0.57%, whilst Modified GM and EC both had 0.27%.

Day 4 A slight improvement compared to 2004 for Modified GM but Raw GM and EC were slightly worse.

Day 5 All models showed a decrease compared to 2004.

Days 6 – 7 EC
Operational:-A marked increase in the percentage of ‘GOOD’ forecasts, reaching 25%, the highest since 1995
when a score of 32% was recorded. However, the percentage of ‘POOR’ or MISLEADING’ forecasts also rose
slightly, whilst ‘INDETERMINATE’ forecasts decreased slightly.

Ensembles:-A slight increase in Good but matched by a more marked increase in ‘INDETERMINATE’ and poor
and misleading compared to 2004.

Days 8 – 10 EC
Operational:-There was a continued alight increase in the percentage of ‘GOOD’/’USEFUL’ forecasts. The
percentage of ‘INDETERMINATE’ forecasts remained the same as 2004 whilst there was an increase in
‘POOR’ or MISLEADING’

Ensembles:-A slight increase in Good but matched by a more marked increase in ‘INDETERMINATE’ and poor
and misleading compared to 2004.
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EC vs ENSEMBLES

Days 6 & 7
Compared to Ensemble, Operational slightly more  ‘GOOD’ forecasts, fewer ‘INDETERMINATE’ but also
more ‘POOR’ or ‘MISLEADING’.

Days 8 – 10
Compared to Ensemble, Operational slightly more ‘GOOD’ forecasts, fewer ‘INDETERMINATE’ but much
higher percentage of ‘POOR’ or ‘MISLEADING’.
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Figure 2.2.1a

2.2.2 Synoptic studies, evaluation of the behaviour of the model

2.2.3 Seasonal forecasts

2.2.4 Monthly forecasts

3. References
Heming, J.T. and Greed, G. (2002). The Met Office 2002 model upgrade and expected impact on tropical cyclone forecasts.
American Meteorological Society 25th Conference on hurricanes and tropical meteorology (San Diego, USA). pp.180-1.
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Fig. 2.1.1 (i)c: RMS vector wind errors at 250hPa, verified against observations over W.Europe, N.Atlantic, N.America:
Jan 1999 - Mar 2005, Met Office (dashed line) and ECMWF (solid line).

Fig. 2.1.1(i)b: RMS errors of 500hPa height, verified against observations over W.Europe, N.Atlantic, N.America:
Jan 1999 - Mar 2005, Met Office (dashed line) and ECMWF (solid line).

Fig. 2.1.1(i)a: RMS errors of PMSL, verified against observations over W.Europe, N.Atlantic, N.America:
Jan 1999 - Mar 2005, Met Office (dashed line) and ECMWF (solid line).
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ANNEX A
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