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Summary

Some of the issues involved in extending the current 4D-Var algorithm to higher resolution and/or longer assimilation window in the presence of nonlinearity, are investigated and discussed. Tests have been conducted within the context of the global numerical weather prediction (NWP) system at ECMWF. The accuracy of the 4D-Var solution algorithm and its convergence are investigated with respect to nonlinearities and their dependence on analysis resolution and length of the assimilation window. From a literature review and some new results in an idealized setting (the Lorenz-1995 40 parameter model) we conclude that a long-window weak-constraint 4D-Var has exciting prospects, alleviating the severity of the linearity assumption compared to the strong-constraint formulation. In weak-constraint 4D-Var a sequence of model states are estimated (rather than just the initial state), with the consequence that the tangent linear assumption is relied upon only for the shorter time segment between successive state estimates, and not for propagation of information throughout the assimilation window. This property makes a weak-constraint 4D-Var an attractive prospect that should be pursued as a main avenue of research in the coming years, with the goal to lengthen the assimilation window. Conclusions are drawn with respect to the ECMWF research plans.

1. Introduction

The 4D-Var data assimilation system is an integral part of ECMWF’s operational forecast suite. Its development has contributed to the improvements seen in analysis and forecast accuracy in recent years (Simmons and Hollingsworth 2002). Several key elements in the current four-year research plan and the (proposed) long-term strategy build on the existing 4D-Var system, and rely on its assumed continued development for their success. The planned increases in resolution of the analysis are ambitious and computationally expensive. It is thus important to further enhance the efficiency of the 4D-Var solution algorithm (the minimisation) and to maintain high accuracy. The main challenges arise from an expected increase in the nonlinearity of the estimation problem, requiring minimisation of an increasingly complex cost-function with potential for multiple minima. These challenges have been identified as carrying risk (SAC 2004), as relatively little is known about the behaviour of a large-scale 4D-Var system in the presence of significant nonlinearities. In this paper we summarize and discuss a selection of results from two accompanying papers: Diagnostics of linear and incremental approximations in 4D-Var, revisited for higher resolution, by Radnóti et al. (2005) and Incremental 4D-Var convergence study, by Trémolet (2005), and draw conclusions with respect to the ECMWF research plans. We refer the reader to the two papers for their more comprehensive sets of results and complete descriptions, while at the same time endeavouring to keep the present paper self-contained. We investigate aspects of the current 4D-Var system from the viewpoint of nonlinear estimation, as this is considered a deciding factor for dealing with e.g. cloud and rain assimilation (Marécal and Mahfouf 2003; Moreau et al. 2004; Mahfouf et al. 2005), dealing with non-Gaussian error distributions (Lorenc 2003b) and higher-resolution analysis (Bouttier 2001; 2003).

The accuracy and efficiency of the currently adopted 4D-Var solution algorithm depend on the validity of the tangent-linear assumption (Bouttier 2001; Trémolet 2004). The requirements increase with analysis resolution and with the length of the assimilation window. A tangent-linear model of atmospheric dynamics and physics, linearized around the current best estimate of the atmospheric state, is used in 4D-Var to evolve the analysis increments over the assimilation window (currently 12 hours). Similarly, tangent-linear observation operators are used for the comparison between model and observations. Linearity is a prerequisite for the most efficient iterative minimisation algorithms, such as conjugate gradient (Fisher, 1998). Nonlinearities are accounted for by re-linearizing around the state incremented by the output of the linear iterations. This re-linearization can be repeated, thus obtaining the combined ‘inner/outer’ solution algorithm (Laroche and Gauthier, 1998; Lawless et al., 2005) consisting of linear inner loops nested within
nonlinear outer-loops; see Fisher (1998) and Andersson et al. (2004) for further information on the ECMWF implementation. The schematic in Figure 1, reproduced from Laroche and Gauthier (1998), shows a succession of quadratic inner-loop cost functions (dashed) approximating the non-quadratic cost function (full line) of the nonlinear problem. This approach will, however, break down (1) if the linearization errors in the inner loops are too large, or (2) if the outer-loop iterations diverge or are slow to converge. These two issues have most recently been investigated by Radnóti et al. (2005) and Trémolet (2005), respectively.

![Figure 1. Schematic of the inner/outer solution algorithm, in which the full nonlinear problem, with a non-quadratic cost-function (full line) is solved through a succession of N linear problems, with quadratic cost-functions (dashed), approximating the original problem (from Laroche and Gauthier, 1998). The N re-linearizations constitute the outer-loop, while iterative minimisation of each of the linear problems constitutes the inner loops.](image)

A literature review of recent work on nonlinear estimation (presented here in Section 2) has provided some evidence to support the contention that the 4D-Var method, at least in principle, is a practical method for significantly nonlinear problems. Moreover, the review pointed out that the problems posed by nonlinearity are not unique to the 4D-Var method. Alternative approaches, such as the ensemble Kalman filter, make different but equally stringent assumptions about the linearity of the underlying estimation problem. Based on the review, discussions in Fisher et al. (2005) and further, new results presented herein, we suggest that one way in which the challenges could be met is through a ‘weak-constraint’ formulation (accounting for model error) of 4D-Var with a combined ‘inner/outer’ solution algorithm (Section 5).

In the ECMWF operational system (Rabier et al. 2000), the tangent-linear $M$ (and adjoint $T^\dagger M$) models are run at a lower resolution than the nonlinear model $M$. Furthermore, the physics is simpler in the tangent-linear and adjoint than in the nonlinear model. Trémolet (2004) investigated the errors introduced by these approximations, by comparing the output of the linear model $M(\delta x)$ (i.e. an evolved analysis increment) with the finite difference $M(x + \delta x) - M(x)$ obtained by running the nonlinear model twice, with and without addition of the analysis increment $\delta x$. Using the spring 2002 version of ECMWF’s integrated
forecasting system (IFS), Trémolet (2004) found that the linearization errors (at the time) were larger than expected, and that large errors appeared very early in the assimilation window. An important conclusion was that increasing the 4D-Var (inner-loop) analysis resolution beyond T159 (120 km) required more accurate tangent-linear physics. Recently, Radnóti et al. (2005) revisited the Trémolet (2004) diagnostics, using the improved, spring 2005 versions of the 4D-Var system, with a view to the forthcoming increase in analysis resolution to T255 (80 km). It was shown that the current 4D-Var system could derive benefit from analysis resolution increases up to at least T319 (65 km). On that background, we seek to address two questions raised by the SAC (2004):

- When will the linearization hypotheses (fundamental to 4D-Var) be defeated? There is a scientific risk carried in the proposed resolution increases, longer assimilation window and cloud/rain assimilation.
- What is the optimal ratio between outer and inner-loop resolutions?

In the various configurations of 4D-Var that have been operational at ECMWF the ratio between outer and inner loops has varied: starting from ratio=3.4 in T213/T63 (since November 1997) to ratio=5.1 in T319/T63 (April 1998) improving to ratio=3.2 in the T511/T159 implementation (November 2000). The T799/T255 system currently in pre-operational tests has ratio=3.1.

These two questions are investigated in the context of the current 4D-Var system for a range of resolutions up to T799/T319, assimilating the full set of observations operationally used. We recognize that the behaviour of the system may change in the future due to further developments affecting the consistency between nonlinear and tangent-linear models (Bouttier 2001) and observation operators (Chevallier et al. 2004; Andersson et al. 2005), making it necessary to regularly revisit these issues. A highly nonlinear long-window 4D-Var (Fisher et al. 2005) has been studied in an idealized context (the Lorenz 1995 40-parameter model), comparing strong and weak-constraint formulations. We show that nonlinearity is reduced in weak-constraint 4D-Var, with the implication that the linear assumption is significantly less severe when model error is accounted for in the assimilation.

Our literature review on nonlinear estimation in meteorology and oceanography is presented in Section 2. The main results of the two accompanying papers, with implications for higher resolution and longer-window assimilation, are summarized in Sections 3 and 4, respectively. In Section 5, we present results from simulations with a long-window 4D-Var in the 40-parameter Lorenz (1995) model, contrasting strong and weak-constraint formulations. Conclusions and perspectives are given in Section 6.

2. Brief literature review on nonlinear estimation

2.1 Non-Gaussian estimation

Linear estimation assumes error statistics are Gaussian (Lorenc 1986). The issue of nonlinearity is thus closely linked to non-Gaussian distributions of error. The non-Gaussian pdfs can be specified inputs to the assimilation (through statistical models for background and/or observation errors) or they arise through application of a nonlinear atmospheric model $M$ or nonlinear observation operators $H$ to otherwise Gaussian error covariances. In variational systems, either case will result in a non-quadratic cost function, with potential for multiple minima.
Nearly all statistical analysis methods that have been proposed for numerical weather prediction assume that background and observation errors have essentially Gaussian distributions. This is clearly the case for all current flavours of ensemble Kalman filter (e.g. Houtekamer and Mitchell, 1998; 2001; Hamill et al. 2001; Kalnay et al. 2002; Ott et al. 2004; Whitaker and Hamill, 2002) where, despite the use of the full nonlinear model to propagate the ensemble, the analysis step is linear and completely determined by second-order (covariance) statistics. In other words: the forecast ensemble members may represent a discrete non-Gaussian pdf, but only its Gaussian approximation is accounted for in the analysis step of the filter.

In 4D-Var, it is possible to make the contributions to the cost function non-quadratic, corresponding to a non-Gaussian pdf. This is already done for the observation cost function to implement variational quality control (Andersson and Järvinen 1999), and to account for the directional ambiguity of scatterometer winds (Stoffelen and Anderson 1997). In the current operational humidity analysis (Hólm et al. 2002) the non-Gaussian behaviour of the humidity background error near saturation and due to the absolute limit at zero has been accounted for through a nonlinear variable-transformation at the outer-loop level.

In practice, the difficulties associated with minimising a complicated cost function (Pires et al. 1996) together with the computational requirement to use efficient incremental solution methods (Laroche and Gauthier 1998; Lawless et al. 2005; Fisher 1998) impose serious restrictions on the degree to which fully general non-Gaussian background error statistics could be incorporated into 4D-Var. Furthermore, the usefulness of the maximum-likelihood solution is questionable in the case of a multi-modal pdf (Lorenc 2003b). In that case, the analysis can not usefully be represented by one single realisation, but a sample of likely outcomes is required to represent the analysis pdf (next subsection). But, it is worth noting that in current global NWP there is little evidence to suggest that background errors are significantly non-Gaussian (even for humidity after the suitable transformation, Hólm et al. 2002). It is thought, however, that non-Gaussian behaviour becomes more prominent at higher resolution and for precipitation (Errico et al. 2000), in particular on the convective scale (SRNWP 2004; Bouttier 2003).

2.2 Monte-Carlo approaches to data assimilation

Fully abandoning the assumption of Gaussian error statistics requires a Monte Carlo approach. The theory behind such methods (known variously as particle filtering, sequential importance sampling (SIS), bootstrap filtering, condensation, etc.) has developed rapidly over recent years (see, e.g. Doucet et al. 2001). The ideas have been applied with success to a variety of highly nonlinear, low dimension estimation problems (see for example: Vlassis, et al. 2001; Gustafsson et al. 2002; van Leeuwen 2003).

The essence of the Monte Carlo approach is to assign a weight to each member of an ensemble of forecasts in such a way that the sum of all the weights is equal to one. The weighted ensemble defines a discrete pdf that may be thought of as an approximation to the true, continuous pdf. In the fully general case, the discrete pdf is the best approximation we can hope for, since it is impossible (without making assumptions about the shape of the pdf) to know the probability associated with points in phase space that do not coincide with a member of the ensemble. The theory of the particle filter is described in the Appendix.

The Particle Filter has several attractive properties. It is statistically well founded, and is easy to implement, requiring no matrix inversions, adjoints or iterative solution methods. A particular difference from more conventional approaches is that observations are not actually assimilated. That is, they are not used to modify the model’s state vector, which remains unperturbed. The observations are used only to determine the weight allocated to each member. Thus, the delicate dynamical and physical balances of the model remain undisturbed.
Despite these attractive properties, the particle filter approach also has some serious difficulties, which may prevent practical application for problems with large dimension. The approximation of the continuous pdf of background error by the discrete pdf of weighted ensemble members is clearly crude unless the ensemble is huge. For reasonable ensemble sizes, the expected mean-square error is likely to be large in comparison with other analysis methods for NWP, and decreases slowly as the number of members is increased (Crisan and Doucet, 2002). The necessary re-sampling step is an additional source of random error.

In part, the inefficiency of the particle filter for large-dimension systems results from the reduction of entire model states to single probabilities (weights). It is known that the ensemble size required for an ensemble Kalman filter may be drastically reduced by adopting a local analysis strategy. It is possible that a similar local approach may be developed in the future for the particle filter. However, at present it is unclear how this might be achieved. Furthermore, the stitching together of local analyses that would be entailed would seriously undermine one of the particle filter’s chief advantages, namely that the analysis procedure does not perturb the model.

In our view there is no proven practical data assimilation methodology available for the convective scale, unless nonlinearity can be limited by shortening the analysis period: Using the same 2 km resolution cloud-resolving model Zhang et al. (2004) developed an ensemble Kalman filter with 5-minute cycling, and Sun (2005) constructed a strong-constraint 4D-Var with 10-minute cycling, for assimilation of radar data. For weakly nonlinear (i.e. weakly non-Gaussian) problems the 4D-Var algorithm still applies. Weak-constraint 4D-Var (next subsection) can extend the validity of 4D-Var to longer assimilation periods, even in the presence of nonlinearities, as it can shorten the retention of information on the less-predictable scales through careful specification of the model error term.

2.3 Long-window assimilation and weak-constraint 4D-Var

The weak-constraint 4D-Var system (Zupanski 1997; Trémolet 2003) is truly four-dimensional in the sense that the atmospheric state vector is determined at a succession of times within the assimilation window. In the strong-constraint 4D-Var, on the other hand, covariance evolution is deterministically obtained by evolving the background-error covariance matrix with the tangent linear model (Andersson 2003). This strongly constrains the covariance at every time within the window (Lorenc 2003a) and forces the observational information at any time to be linked with perturbations (or increments) at initial time.

The equivalence between weak-constraint 4D-Var and the fixed-interval Kalman smoother was brought to the attention of the meteorological community by Ménard and Daley (1996), although the proof of this equivalence dates back to the work of Rauch et al. (1965) and Bryson and Frazier (1963). Further proofs are given by Li and Navon (2001). The equivalence states that, for a linear model, and given the same covariance matrices of background error (at the start of the analysis interval), model error and observation error, weak constraint 4D-Var produces the same estimate of the state throughout the analysis interval as is given by the fixed-interval Kalman smoother. Of particular interest for NWP is the solution at the end of the analysis interval, which is identical to that of the Kalman filter.

This result is perhaps unsurprising. It extends to imperfect models a result already well known for the perfect model case. What makes it interesting is the realization by Fisher et al. (2005) that it provides a means to implement an un-approximated, full-rank Kalman filter, using variational methods. Fisher et al. (op cit.) argued that the influence of the initial covariance matrix of background error on the analysed state at the end of the Kalman smoother analysis interval decreases as the length of the interval is increased. This is a consequence of the presence of both growing and decaying error structures, and of the action of the
covariance matrix of model error, which acts as a “forgetting factor”. For a sufficiently long interval, the Kalman smoother analysis at the end of the analysis interval is effectively independent of the initial state, the initial covariance matrix, and of the observations near the beginning of the interval.

Exact equivalence between the Kalman smoother and weak-constraint 4D-Var holds for a linear model. Fisher et al. (op cit.) argued that the incremental formulation of 4D-Var may be regarded as a global iteration method, as defined by Jazwinski (1970) for solving the nonlinear smoothing problem. The length of analysis window required to implement a full Kalman filter, using the variational approach, in a full NWP system was estimated as between four and ten days. Note, however, that this is the length of interval required to give complete independence of the final analysed state from the background (and its error covariance matrix). It is likely that analysis quality close to that of the Kalman filter could be achieved with a much shorter analysis interval, given a well-constructed covariance matrix of background error.

There has been relatively little work on long-window, variational data assimilation. Evensen (1997) and Evensen and Fario (1997) applied a gradient descent algorithm to minimize a weak-constraint functional, and showed that the method worked well for the classical three-variable Lorenz equations. It is encouraging that the analysis interval in this case was long enough for the model to exhibit highly nonlinear behaviour. The interval encompassed roughly 50 orbits of the lobes of the attractor, and 14 lobe transitions. Swanson et al. (1998) applied strong-constraint 4D-Var to a three-level quasi-geostrophic model. They found no difficulty in locating the global minimum of the cost function for intervals as long as five days.

3. Towards higher resolution

3.1 Diagnostics on linear and incremental approximations - methodology

In this section, we first recall the methodology of Trémolet (2004) and Radnóti et al. (2005). The linear assumption is evaluated in the conditions that are most relevant for the incremental 4D-Var: the perturbations we consider are analysis increments, and their low-resolution linear evolution is evaluated with respect to the operational high-resolution forecast model.

4D-Var consists in minimizing the discrepancy between observations of the atmosphere and a forecast over a period of time called the assimilation window (currently 12 hours, Bouttier 2001). The control variable of the strong-constraint problem is the initial condition of the model, i.e. the atmospheric state at the initial time of the assimilation window. The cost function which is minimized (Lorenc 1986) includes three terms and can be written:

\[
J(x) = (x - x_b)^T B^{-1} (x - x_b) + (H(x) - y)^T R^{-1} (H(x) - y) + J_c
\]

where \( x \) is the control variable, \( x_b \) is the background state, \( y \) is the vector of observations, \( B \) is the background error covariance matrix, \( R \) is the observation error covariance matrix, \( H \) is the nonlinear observation operator and \( J_c \) is an initialization term used to control gravity waves. The latter term will be omitted in the remaining of this paper for simplicity. \( H \) computes the observation equivalent at the correct location and time and includes the forecast model in our notation. In its incremental formulation (Courtier et al. 1994), the minimization problem is written as a function of the departure from the background: \( \delta x = x - x_b \). At the minimum, \( \delta x \) will be the analysis increment. A first-order approximation of the cost function is given by:

\[
J(\delta x) = \delta x^T B^{-1} \delta x + (H \delta x - d)^T R^{-1} (H \delta x - d)
\]
where \( H \) is the linearized observation operator and \( d = y - H(x_0) \) is minus the departure from observations. In this notation, the tangent-linear model is \( M \) embedded in the linearized observation operator. The minimization problem is solved using an iterative algorithm (conjugate gradient or quasi-Newton algorithms): This is the inner loop of 4D-Var. In order to reduce the computational cost of the assimilation, the inner loop is run at lower resolution than the forecast. However, in order to retain the maximum information from the observations, the departures are computed at high resolution. The starting point for the minimization (first guess) is interpolated to the inner-loop resolution using an operator \( S \). After the minimization, the analysis increments at low resolution are projected onto the high-resolution space, operator \( S^{-1} \), and added to the reference state. Then the high-resolution trajectory and the departures are recomputed. This is the outer loop of incremental 4D-Var. The high-resolution nonlinear runs also define the state around which the observation operator is linearized, after interpolation to the inner-loop resolution.

The incremental 4D-Var algorithm is shown schematically in Figure 2. Currently at ECMWF, two iterations of the outer loop are run. For further reduction of the computational cost, the linear physics is omitted in the first inner-loop minimization. Moreover, the first inner-loop minimisation is run at T95 resolution, and the second at T159, following the multi-resolution incremental approach of Veersé and Thépaut (1998).

**Figure 2: Incremental 4D-Var algorithm: The nonlinear trajectory and departures (d) from the observations (y) are computed at high resolution. The first guess (x_0) and the nonlinear trajectory are interpolated to low resolution using the operator S. The cost function is minimized at low resolution using an iterative algorithm (inner loop). The resulting increment \( \delta x \) is interpolated back to high resolution (symbolized by \( S^{-1} \)) and added to the current state \( x_i \). The process is repeated (outer loop, subscript i, currently two iterations at ECMWF) until the analysis \( x_a \) is obtained.**

In order to diagnose the resulting errors in data assimilation, the output of the linear model used in ECMWF 4D-Var assimilation system and the difference between two runs of the forecast model are compared. The accuracy of the linear model depends on the size and structure of the perturbation - here we use an analysis increment as initial perturbation. Its typical maximum amplitude will be of the order of 3 K and 12 m/s.
The relative error

\[ r = \frac{\| M(x_i + S^{-1}\delta x_i) - M(x_i) - M_{\delta x}(\delta x_i) \|}{\| M(x_i + S^{-1}\delta x_i) - M(x_i) \|} \]

will be presented where \( x_i \) is the first guess, \( \delta x_i \) the analysis increment, \( M \) the nonlinear forecast model, \( M_{\delta x} \) the tangent linear model linearized around \( x_i \) and \( S^{-1} \) is the pseudo-inverse truncation operator. The relative error \( r \) is computed for each field and each level. In this study, the nonlinear model was run at resolutions up to T799, which is the horizontal resolution of the next proposed upgrade of the ECMWF operational forecasting system. The linear model is run at a range of resolutions up to T319. The diagnostics presented here are globally averaged errors computed in grid-point space on the model’s T255 reduced Gaussian grid. Both models were run with the current operational 60-level vertical resolution.

In most of the experiments presented below, we use a single outer-loop 4D-Var to determine \( \delta x_i \). This setting is different from the operational one that presently uses two outer-loop iterations. However, this change is appropriate as it provides a single increment, its linear evolution and the corresponding evolution of the nonlinear model finite difference, from which absolute and relative errors that are characteristic of the 4D-Var procedure can easily be computed.

### 3.2 Tangent linear accuracy as a function of inner-loop resolution

For a given outer-loop resolution it is expected that the relative error \( r \) will decrease with increasing inner-loop resolution. However, Trémolet (2004) showed that with the January 2002 version of the forecasting system, improvements levelled off at T159, and no further improvement was seen going from T159 to T255 inner loops. This was a clear indication that the accuracy of the tangent-linear model at the time was not sufficient to support inner-loop resolutions beyond T159.

Carrying out similar tests with the spring 2005 version of the assimilation system, Radnóti et al. (2005) showed that the situation has improved significantly: for T511 outer-loop resolution \( r \) for 12-hour evolved increments decreases over the whole range of tested inner-loop resolutions from T42 to T319. The results are shown here in Figure 3, as profiles for wind, temperature and humidity. Additionally, the fourth panel in Figure 3 shows the evolution of surface pressure errors as a function of time within the assimilation window. We see that in the present experiments, a gradual improvement with the resolution increase continues across the whole range of inner-loop resolutions, even up to T319.

This very promising result is the positive outcome of a combination of developments that took place in the last three years, notably in the tangent-linear physics. It is conceivable also that changed structure, or reduced magnitude, of the increments themselves, following changes in the background-error formulation and observation data usage, may have contributed to the result. Attempts so far to identify the main contributor to the improvement have been inconclusive; there appears to be a combination of interacting factors.

---

1 This emphasises the fact that these tests have to be carried out in the 4D-Var context.
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3.3 Outer/inner resolution ratio

It is planned that the next version of the forecasting system will run at T799 resolution. Radnóti et al. (2005) showed that the T799 system behaves similar to T511 in terms of linearization errors and their evolution during the 12-hour assimilation window. However, it was shown that in order to preserve the level of relative error $r$ of the current T511/T159 system the inner-loop resolution would need to be increased: T799/T159 with a resolution ratio of 5.0 performed clearly worse than T511/T159 with ratio=3.2. As previously noted by Lars Isaksen in Appendix B of Bouttier (2001) it appears that the inner-loop resolution ought to be increased at the same time as the outer-loop resolution, in order to retain or improve the assimilation performance. Is the outer/inner resolution ratio the important factor?

Figure 4 shows $r$ for three combinations of outer and inner loop resolutions with very similar ratios: T319/T95 (ratio=3.4), T511/T159 (ratio=3.2) and T799/T255 (ratio=3.1). Compared to the wide range of results in Figure 3, these three curves are very similar to one another. It appears that constant outer/inner resolution ratio of approximately 3 corresponds to near-constant performance in terms of $r$ for a range of resolutions. Combining this result with the result in Figure 3 for T319 inner loops, we can conclude that a T1000/T319 assimilation system with 12-hour window would be viable in the future, once the computational resources become available.
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Figure 4 Relative error of the tangent linear model for three combinations of outer and inner resolutions (see legend) with similar resolution ratio close to 3, after 12 hours for the 3 dimensional variables and as a function of time within the assimilation window for surface pressure. Diagnostics are computed on the T255 resolution grid.

The evolution of $r$ during the assimilation window is shown for surface pressure in the fourth panel of Figure 4. The plot shows that early on, the relative errors are larger in the higher-resolution systems, and they become more similar after a few (3 to 6) hours of model integration. This is due to a time-step dependence of the evolution of an external gravity wave (Trémolet 2005), which is a source of error in surface pressure as different time-steps are used in inner and outer loops corresponding to each model resolution. We will return to this issue in Section 4.3 below.

3.4 Accuracy of the incremental approach - discussion

The results presented in this section are based on diagnostics that measure the consistency between nonlinear and tangent-linear model, which depends on a number of factors:

- The nonlinearity of the analysis problem. This in turn depends on resolution (Radhóti et al. 2005), length of assimilation window (Trémolet 2004) and size and structure of the increments. The size of increments has reduced significantly in recent years (Simmons 2003), as more observations are assimilated (Thépaut and Andersson, 2004), the model has improved, and the background state has
become more accurate. This trend is likely to continue as important aspects of the assimilation system continue to improve. However, the L91 extension of the analysis domain to the lower mesosphere has revealed that analysis increments there can be very large and violate the linearized advection equation - resulting in noisy analyses and unrealistic humidity (currently being studied).

- **The outer/inner resolution ratio** (as demonstrated in the figures above). However, the optimal resolution ratio is difficult to determine. A ratio closer to 1.0 would be the most accurate, but not the most computationally efficient choice. The choice of ratio depends on what is affordable on the available computers. There is a trade-off against other costs, such as additional outer-loop iterations (Trémolet 2005) and/or improved, costlier, tangent-linear physics.

- **The accuracy of tangent linear physics**, as demonstrated by the results of Trémolet (2004) and Radnóti et al. (2005). Newly developed components of the tangent-linear physics (Janisková 2002; Tompkins and Janisková 2004; Lopez and Moreau 2004) are gradually being introduced into 4D-Var, and further improved accuracy can be expected. The additional computational cost is non-negligible.

- **Consistency between inner and outer loop dynamics**. The semi-Lagrangian advection of the nonlinear model is formulated in terms of virtual temperature, with humidity and ozone as grid-point variables (Temperton et al. 2001). However, in the tangent-linear model, spectral temperature, humidity and ozone representation have been used. This inconsistency has recently been removed and preliminary results are shown in Radnóti et al. (2005). Further illustration of its impact is shown here in terms of background and analysis fit to SSM/I data (Figure 5). The closer observation fit to both background and analysis is due to improved consistency between inner and outer loop models, which should be beneficial to outer-loop convergence.

- **The linearization state**, that is, the 12-hour ‘trajectory’. The accuracy of the linearization state was improved by Trémolet (2004); the trajectory is now created from the outer-loop high-resolution forecast through interpolation to the inner-loop resolution (Figure 2), rather than by running a low-resolution forecast. This is essential to ensure that weather features evolve in exactly the same manner and location in inner and outer loop models. The trajectories for humidity and ozone have been improved by retaining grid-point representation, throughout (described by Radnóti et al. 2005). Cloud field trajectories are currently created via a low-resolution forecast forced by the trajectory fields, but it is planned that this will be replaced in the near future by grid-point interpolated values from the high-resolution forecast trajectory. These measures should be sufficient to provide accurate linearization states for direct assimilation of cloud and precipitation data (Lopez, pers. comm.).

- **The accuracy of the interpolation method**. Interpolation going from high resolution to low (the truncation operator \( S \) in Figure 2) is required for trajectory and background fields. Interpolation in the opposite direction, \( S^{-1} \), is required for the analysis increments, before they are added to the background state to form the analysis. Options for conserving interpolation have been developed and initial tests are promising (see Radnóti et al. 2005).
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The diagnostics presented here show relative errors around 45% for surface pressure, in the range 45-75% for temperature and wind in the troposphere, and 70-100% for humidity. Maps such as Figure 6 below (temperature near 500 hPa) and Figure 15 in Radnóti et al. (2005) (humidity near 980 hPa), indicate that the errors generally are quite small, and the globally averaged, point-wise RMS measure used here (that is, $r$) may be dominated by local features and a relatively small number of large (extreme) values. The spectra shown in Figure 7 confirm that the errors (red line) in 12-hour evolved increments are relatively largest for the smallest scales. The known result that the inner and outer-loop analyses fit the observations almost equally well demonstrates that the incremental 4D-Var approach nevertheless works well - this will become evident also in Figure 8 below from the small jumps in $J_O$ cost-function between inner and outer loops. We can conclude that the effect of nonlinearity (and the other errors contributing to the above diagnostics) must be rather limited for most of the observations currently assimilated. The presence of larger linearization errors, primarily in the boundary layer and in the vicinity of convective systems (e.g. the Caribbean, Figure 6), is likely to be of some detriment to the analysis, locally. The possibility of improving the representation of nonlinear effects by iterating the outer-loop closer to convergence is investigated in the next section.
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4. Improving the representation of nonlinear effects

4.1 Outer-loop convergence

In order to extend the current 4D-Var approach to the more nonlinear analysis problem expected in the coming years, it is likely that it will become necessary to perform additional outer-loop iterations to relinearize the problem more frequently (c.f. Figure 1). In the current implementation of 4D-Var, and ever since its original implementation in 1997, two outer iterations are performed: the tangent linear model and observation operators are thus re-linearized once, only. It was noted by Rabier et al. (2000) that additional outer iterations were detrimental. Bouttier (2001) also noted that additional outer-loop iterations led to divergence away from the correct solution. A detailed investigation of this problem has now been carried out (Trémolet 2005) and the outer-loop convergence properties of 4D-Var have been re-evaluated using the spring 2005 version of the forecasting system.

4.2 Experiments at operational resolution

Figure 8 and Figure 9 show the evolution of the various components of the cost function and its gradient in a configuration similar to today’s operational 4D-Var at T511/T159 resolution. The only two changes with respect to an operational IFS cy29r1 analysis were to run ten outer-loop iterations instead of two and to limit the number of inner loop iterations for each of the second and following minimisations to 25.

In Figure 8, solid lines represent the $J_o$ component of the cost function, as computed in the inner loop, that is, from departures $d_i = y - H(x_i) - H(\delta x_i)$. The bars represent the value of $J_o$ as computed in the nonlinear trajectory runs from departures $d_{i+1} = y - H(x_i + \delta x_i)$. The figure also shows the evolution of the other components of the cost function: $J_b$ (dashed lines) and $J_c$ (dotted lines). These are only accessible at low resolution, in the inner loop. The values of $J_o$, $J_b$ and $J_c$ in the inner loops are obtained from the first and last evaluation of the cost function, at the start and at the end of the minimisation. For the figures, they are joined by straight lines as intermediate information is not available. Also note that $J_b$ has been inflated by a factor of 10 and $J_c$ by a factor of 100 to make the figures more readable. The jump in $J_b$ between the end of the first minimisation and the beginning of the second minimisation is due to the change of resolution and the implied change in the $B$ matrix.
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Figure 9 shows the evolution of the gradient of the cost function for the same experiment. The plain curve shows the gradient norm estimated by CONGRAD (the Lanczos-conjugate gradient minimisation algorithm used in the IFS, Fisher 1998) during the minimisation, the dashed curve shows the actual gradient computed before and after the minimisation, joined in a straight line. The reason for the increase of the gradient norm at the beginning of each minimisation is discussed in appendix A of Trémolet (2005).

From Figure 8 we see that the minimum value for \( J_0 \) is obtained after four outer-loop iterations. After that, \( J_0 \) starts increasing slowly and 4D-Var diverges. The gradient (Figure 9) continues to decrease for two more outer loop iterations but then increases as well.
4.3 Resolution and time-step dependence

Is the lack of convergence due to the change in resolution between inner and outer loops? This has been tested in a set of experiments at T255 outer loop resolution, with varying inner-loop resolution. All the minimisations were run with linearized physics. Figure 10 shows the evolution of the cost function for inner loop resolutions of T255, T95 and T42.

When inner and outer loop resolutions are the same (T255/T255), Figure 10 shows that 4D-Var does converge (this is also true for a T159/T159 experiment, not shown). With the T159 inner loop, 4D-Var still converges but the final \( J_o \) is slightly higher. As the resolution goes down to T95 and T42, 4D-Var diverges. The discrepancies between the \( J_o \) component of the cost function at the end of a minimisation, in the high-resolution trajectory and at the beginning of the following minimisation diminish with the T159 and T255 inner loops and increase with the mismatch in resolution. The RMS profiles of the increments produced by the converging T255 and the diverging T95 experiments are shown on Figure 11 for the first, second and final two minimisations. The increments for the first and second minimisations are the largest and similar in amplitude for both T255 and T95 inner loop resolutions (the plain and dashed lines are similar). The increments from the 9th and 10th minimisations obtained with the T255 inner loops are very small in amplitude (dashed green and magenta curves), indicating that the algorithm has properly converged and that no additional increments are needed. At T95, however, the 9th and 10th increments are non-zero, indicative of the convergence problem.

The corresponding map (T255/T95 10th iteration) of surface pressure increments (Figure 12) shows a very large-scale ring pattern centred over Europe. The mismatch in resolution between inner and outer loops seems to be an important factor for outer-loop divergence. However, each resolution is associated with its own model time step. In order to separate the time-step dependence from the resolution dependence a further set of experiments was performed. It was found that, as long as the model time step is the same in both inner and outer loop, the outer loop converges (not shown).

Figure 10 Evolution of T255/T42 (red), T255/T95 (blue) and T255/T255 (green) 4D-Var cost functions, otherwise like Figure 8. From Trémolet (2005).
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Figure 11 RMS of the 4D-Var increments for minimisations 1 (blue), 2 (red), 9 (green) and 10 (magenta) obtained with T95 (solid lines) and T255 (dashed lines) inner loops, both with T255 outer loops. The T255/T255 analysis increments are small at iterations 9 and 10 which indicates that it has converged, in contrast to T255/T95. From Trémolet (2005).
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4.4 Discussion and a proposal for a third outer iteration

The general pattern of the surface pressure increment (Figure 12) is near-circular centred over northern Europe. Trémolet (2005) demonstrated that the inner and outer-loop evolutions of this pattern slowly diverge from each other over time within the assimilation window. This is a gravity wave, which propagates with different phase speeds in the two integrations. After 6 hours, they are close to opposite phases, the increment at the centre of the pattern is positive in one case, negative in the other. This can explain the divergence of 4D-Var. The inner loop minimisation fits the data in the area at the centre of the pattern. The increment is added to the first guess and evolves in the nonlinear integration. Because of the discrepancy between inner and outer loops, this new trajectory moves away from the data, in the opposite direction than intended by the inner loop. In the ensuing minimisation, an increment will be generated which will try again to fit the data, by adding another increment, with the same pattern as the previous one and even larger amplitude to compensate for the new high resolution departure. There is a positive feedback between the inner and outer loops, the increment keeps growing and 4D-Var eventually diverges.

Gravity wave phase speed being highly dependent on time step, this explains why we do not observe that phenomena when both models use the same time step, regardless of spatial resolution. This has been tested with several time step values and shows that the tangent linear model is able to reproduce the nonlinear model behaviour with respect to phase speed accurately for a range of time-step values. This is not a linearization issue in that, given the same time step, the linear and nonlinear models behave similarly.

Options for how to resolve the problem are extensively discussed by Trémolet (2005). Using the same time step in inner and outer loops is not an option in practice due to prohibitive computational cost. Instead, we will seek to reduce the dominance of the surface pressure pattern over Europe, by thinning (or combining) some of the densest data in the affected area - as a pragmatic solution. The addition of a third or fourth outer iteration is then doable. A reduced number of inner iterations combined with the addition of a third outer iteration is proposed for evaluation and possible operational implementation in 2006.
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5. Long window assimilation

In this section, we consider the different impacts of nonlinearity on strong-constraint and weak-constraint 4D-Var, for a simplified system. We use the analysis system for the Lorenz (1995) model described by Fisher et al. (2005). The model consists of a set of 40 coupled ordinary differential equations, and was devised as a simple analogue of mid-latitude tropospheric dynamics. It was used to study observation targeting by Lorenz and Emanuel (1998).

5.1 Weak and strong-constraint cost functions

The solid line in Figure 13 shows a cross-section of the observation cost function for a hypothetical strong-constraint 4D-Var for the Lorenz (1995) model:

\[
J_o(x_o) = \sum_{k=0}^{K} (y_k - M_{t_k-t_0}(x_o))^T R_k^{-1} (y_k - M_{t_k-t_0}(x_o))
\]  

The cost function is non-incremental, and uses the full nonlinear model, \(M_{t_k-t_0}\), to propagate the initial state at time \(t_0\) to the observation times, \(t_k\). The analysis window in this case was 20 days, and observations were specified at 3 out of every 5 grid-points, and at 6-hourly intervals. The observation error, \(\sigma_o\), and the parameters of the model were identical to those used by Fisher et al. (2005). The cross-section was taken along the line \(x_o = x_o^a + \epsilon v_0\) for \(-\sigma_o \leq \epsilon \leq \sigma_o\), where \(v_0\) is a vector of independent random numbers with unit variance, and \(x_o^a\) is the state at the start of the analysis window analysed by the Fisher et al. (2005) weak-constraint 4D-Var.

Figure 13: Cross sections in random directions of the observation cost function, \(J_o\), for strong-constraint 4D-Var (solid) and weak-constraint 4D-Var (dotted), and of the total weak-constraint cost function, \(J_o+J_q\). In all cases, the assimilation window is 20 days, and the standard configuration of the Lorenz (1995) model was used.
It is clear from Figure 13 that the nonlinear propagation of initial perturbations over 20 days results in a cost function with many minima. A conventional, gradient-based minimization method (such as the quasi-Newton method) would be unable to locate the global minimum of the cost function given a starting point just a small fraction of $\sigma_o$ away from the minimum. The cost function cannot be approximated by a quadratic function, implying that the model is not well-approximated by its tangent linearization for an analysis window of this length.

In contrast, the dotted line in Figure 13 shows the observation cost function for the corresponding weak-constraint 4D-Var system, as used by Fisher et al. (2005). This cost function is quadratic by construction. In a weak-constraint analysis, the control variable consists of the entire four-dimensional state, and the model is not required to propagate the state from an initial time to the time of the observation. The observation cost function is simply:

$$ J_o^{\text{weak}} (x_0, \ldots, x_K) = \sum_{k=0}^{K} (y_k - x_k)^T R_k^{-1} (y_k - x_k) $$

(2)

and is plotted along the line $x_k = x_k^0 + \epsilon v_k$, where, for $k = 0 \ldots K$, the vectors $v_k$ are independent vectors of independent, unit-variance random numbers; and where $x_k^0$ is the four-dimensional analysis produced by the weak-constraint system.

Weak-constraint 4D-Var incorporates an additional term in the cost function that is not present in strong-constraint 4D-Var. The term penalizes departures of the four-dimensional analysis from a model trajectory. In the Fisher et al. (2005) system, this “model-error” term is expressed in terms of departures from an initial (four-dimensional) guess, $x_k^0$, as:

$$ J_q (\delta x_0, \ldots, \delta x_K) = \sum_{k=1}^{K} (q_k + \delta x_k - M_{t_{k-1} \rightarrow t_k} \delta x_{k-1})^T Q_k^{-1} (q_k + \delta x_k - M_{t_{k-1} \rightarrow t_k} \delta x_{k-1}) $$

(3)

where $q_k = x_k^g - M_{t_k \rightarrow t_{k-1}} (x_{k-1}^g)$, and where $M_{t_{k-1} \rightarrow t_k}$ represents the tangent-linear model integrated from time $t_{k-1}$ to time $t_k$.

Note that the model-error term is quadratic here. This was achieved by linearizing the model operator $M_{t_{k-1} \rightarrow t_k}$ about the first guess, assuming quasi-linear propagation of perturbations for the interval $t_{k-1} \leq t \leq t_k$.

Such linearization was not possible for the strong-constraint cost function (Eq. 1), where the model operator appearing in the cost function represents integration of the model over the (typically) much longer interval $t_0 \leq t \leq t_k$.

The dashed line in Figure 13 shows the sum of $J_o$ and $J_q$ for the weak-constraint 4D-Var. The curve has a single, global minimum that is guaranteed to be found by any conventional minimization algorithm. (Note that the Fisher et al. (2005) analysis has no background term, so that the dashed curve in Figure 13 represents the full cost function for the system. Incorporation of a background term would add a further quadratic term to the cost function.)
5.2 Cycling of long-window, weak-constraint 4D-Var

Cycling of a long-window, weak-constraint 4D-Var analysis cannot be done in the same way as for a short-window system. In particular, the analysis can no longer be regarded as providing only an initial state at the start of the analysis window, from which states at later times can be calculated by integrating the numerical model. For an analysis window length of several days, such an integration will depart significantly from reality towards the end of the window. This affects two areas of the cycling algorithm in particular: construction of the first guess, and the incremental formulation.

Construction of an accurate first guess is crucial in reducing the effects of nonlinearity in the analysis. An inaccurate first guess (for example a first guess provided by a model integration over several days) will provide a poor state about which to linearize the model, and will require large increments. Fisher et al. (2005) addresses this problem by using overlapping analysis windows. For any given analysis cycle, the first guess is provided largely by the previous analysis, with just a short final section of the first guess coming from a forecast. The method is shown schematically in Figure 14. An alternative method was proposed by Pires et al. (1996). (Note that Figure 14 does not show the cycling of background fields. Statistical considerations dictate that the background field for an analysis cycle must be independent of the observations used during that cycle, for example, from an earlier, non-overlapping analysis cycle).

![Figure 14: Cycling of the first guess in long-window 4D-Var](image)

Figure 14: Cycling of the first guess in long-window 4D-Var For any analysis cycle, the first guess is provided by the previous analysis cycle, augmented by a short forecast to cover the non-overlapping section of the analysis window.

For a linear system, and in the limit of an infinitely-long analysis window, there is an exact correspondence between the Kalman filter and weak-constraint 4D-Var (Ménard and Daley, 1996). For weakly nonlinear systems, both 4D-Var and the extended Kalman filter (EKF) provide different approaches for handling nonlinearity. The EKF linearizes the model used to propagate the covariances about the most recent first guess. However, being a sequential method, the linearization is performed only for the most recent analysis cycle. By contrast, 4D-Var re-linearizes the problem for the entire analysis window at every analysis cycle. If overlapping analysis windows are used, the first guess (i.e. linearization state) for a timestep in the middle of the window is calculated using data from both the current and previous cycles.

2 Note that we make a distinction here between the first guess and the background. The former is the four-dimensional state that defines the starting point for the minimization. The latter is defined only at the start of the analysis window, and provides a priori information about the state at the start of the window.
the analysis window is taken from an analysis that has already used most of the observations that are used in the current cycle, and is consequently highly accurate. It is interesting to note that, for sufficiently long analysis windows, the errors of the 4D-Var analyses performed by Fisher et al. (2005), and subsequent analyses performed using the same Lorenz (1995) system (not shown), are marginally smaller than those of the corresponding EKF. It is likely that this slight superiority of 4D-Var over the EKF results from the use of more accurate linearization states in 4D-Var.

In the current ECMWF analysis system, the incremental algorithm (Figure 2) is implemented by updating intermediate high-resolution trajectories at the start of the analysis window, using the low-resolution increment provided by the minimization. The trajectory for the rest of the analysis window is constructed by integrating the high-resolution model. This approach cannot be used for long analysis windows. Rather, the minimization must be regarded as providing increments throughout the analysis window. The updated high-resolution state at a given time-step is constructed without integrating the model, by adding the low resolution increment for the time-step to the corresponding, contemporaneous first guess fields. In fact, this approach is already used for the final incremental update in the current ECMWF analysis.

6. Conclusions and perspectives

Issues affecting the feasibility of the 4D-Var approach in the presence of nonlinearity have been investigated and discussed, in the context of global NWP with ECMWF’s 4D-Var data assimilation system. Nonlinearity is considered a deciding factor for dealing with e.g. direct assimilation of cloud and precipitation data, dealing with non-Gaussian error distributions and higher-resolution analysis.

In the accompanying paper by Radnóti et al. (2005), it has been shown that increased inner-loop resolution brings the tangent linear model closer to the finite differences of the nonlinear model in the whole range of tested inner-loop resolutions from T42 to T319. This is an important improvement with respect to the earlier model versions, where no improvement was found beyond T159. This will benefit the forthcoming resolution increases to T799/T255, and it makes further increased inner-loop resolution conceivable. It has been found that the T799/255 higher-resolution configuration (currently in pre-operational testing) shows slightly better linearity error characteristics than the operational T511/159 configuration. It appears outer/inner resolution ratio $\approx 3$ provides satisfactory results. We conclude that at least a T1000/T319 assimilation system will be viable in the future, once the computational resources become available.

The reason for outer-loop divergence in the current 4D-Var system has been investigated and explained. Options for how to resolve the problem are extensively discussed in the accompanying paper by Trémolet (2005). Using the same time step in inner and outer loops is not an option in practice due to prohibitive computational cost. Instead, we will seek to reduce the dominance of the identified surface pressure pattern over Europe, by thinning (or combining) some of the densest data in the affected area - as a pragmatic solution. Provided the computational cost can be afforded, additional outer loop iterations could then be introduced, providing more frequent re-linearizations of the tangent-linear model and observation operators and a robust framework for a nonlinear 4D-Var can be established. The benefits of adding a third outer loop iteration to the operational system are being investigated in the short term.

Results with a long-window strong-constraint 4D-Var in the Lorenz (1995) system, shows a very convoluted cost function with multiple minima that would be difficult or impossible to minimise. However, the weak-constraint counterpart is quadratic. In weak-constraint 4D-Var a sequence of model states are estimated (rather than just the initial state), with the consequence that the tangent linear assumption is relied upon only for the shorter time segment between successive state estimates, and not for propagation of information.
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throughout the assimilation window. This property makes a weak-constraint 4D-Var an attractive prospect that should be pursued as a main avenue of research in the coming years, with the goal to lengthen the assimilation window. There are substantial challenges involved, not least in constructing a suitable statistical representation of model error. Unpredictable features, and those that are highly nonlinear for perturbations the size of a fraction of an analysis increment will nevertheless be poorly analysed, e.g. convective scale features.

A long-window extension of ECMWF’s 4D-Var system will rely on the model error term to provide the appropriate temporal retention of information (memory) at all spatial scales: several days for synoptic scales, down to a few hours for the smallest resolved scales. This will be an important subject for research in the coming years. In the storm-track regions, it is thought that the model error source of variance will result in analysis perturbations that quickly evolve into singular-vector like structures to fit the available observations; the precise covariance structure of the model error might itself not be a vital concern. In the tropics, a long-window 4D-Var offers the prospect of projecting the observational information onto the slowly evolving large-scale equatorial modes of divergent motion (Kelvin waves and mixed Rossby-gravity waves) (Žagar et al. 2004; 2005).

Diagnostics on linearity will be regularly reassessed, in particular once observational data and observation operators for direct assimilation of cloud (Tompkins and Janisková 2004; Lopez and Moreau 2004) and precipitation (Moreau et al. 2004; Bauer et al. 2005a; 2005b) become available, and are implemented in the IFS. The configuration of the operational 4D-Var system, in terms of window-length, resolutions and timeliness is subject to operational constraints, and depends on the availability of computing resources. Combinations of long-window with long data cut-off times, with shorter window 4D-Var with short data cut off, can be seen as a natural extension to the ‘Early Delivery Suite’ (Haseler 2004) in current operations.
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Technical Memorandum No. 479 25
A  The Particle Filter

The theory behind the particle filter is as follows. Consider a large ensemble of states $\mathbf{x}_k^i$ drawn from a p.d.f. $q(\mathbf{x}_k^i | \mathbf{x}_{k-1}^i, \mathbf{y}_k)$, known as the “importance distribution”. Here, the superscript $i$ denotes the ensemble member and the subscript $k$ denotes timestep. The p.d.f., $q$, is conditional on the state at the preceding timestep, and on a set of observations, $\mathbf{y}_k$, but is not necessarily the p.d.f. of one-timestep forecasts from $\mathbf{x}_{k-1}^i$ (although this is the optimal choice). Rather, $q$ is a p.d.f. that is easily sampled.

Suppose that at time $t_{k-1}$, each ensemble member has associated weight, $w_{k-1}^i$, such that $\sum_i w_{k-1}^i = 1$, and that the discrete p.d.f. $p(\mathbf{x}_{k-1}^i | \mathbf{y}_1^i, \ldots, \mathbf{y}_k^i)$ is approximated by:

$$p(\mathbf{x}_{k-1}^i | \mathbf{y}_1^i, \ldots, \mathbf{y}_k^i) \approx \frac{\sum_i w_{k-1}^i \delta(\mathbf{x}_{k-1}^i - \mathbf{x}_{k-1}^i)}{1} \quad (A.1)$$

It can be shown that with this approximation, the weights associated with the states at time $t_k$ are given by (see, for example, Doucet et al., 2001):

$$w_k^i \propto w_{k-1}^i \frac{p(\mathbf{y}_k^i | \mathbf{x}_k^i) p(\mathbf{x}_k^i | \mathbf{x}_{k-1}^i)}{q(\mathbf{x}_k^i | \mathbf{x}_{k-1}^i, \mathbf{y}_k)} \quad (A.2)$$

The two terms in the numerator of equation (A.2) are readily evaluated. They are the observation-error and model-error probabilities. The denominator is the prescribed importance distribution.

A common, albeit sub-optimal choice for the importance distribution is: $q = p(\mathbf{x}_k^i | \mathbf{x}_{k-1}^i)$. With this choice, equation (A.2) takes on a particularly simple form, and the importance distribution is easily sampled by adding random forcing, with the statistical characteristics of model error, during the model integrations from timestep $t_{k-1}$ to $t_k$.

Equation (A.2) allows the particle filter to be cycled. At each cycle, the ensemble members are integrated forward in time. The importance distribution is then sampled, and the weights associated with each member are updated using equation (A.2). However, this basic particle filter algorithm suffers from a severe problem of “degeneracy”, whereby the weights associated with a few members become large while those associated with most of the members become vanishingly small. To avoid this problem, it is necessary periodically to replace the ensemble with an ensemble drawn at random from the discrete distribution given by equation (A.1). In this re-sampling step, members with large associated weight are more likely to be picked (and may be picked several times) whereas those with very small weights are unlikely to be picked. After re-sampling, all members are equally likely (since each is a random draw from the discrete p.d.f.) and the weight associated with each member is reset to $1/N$, where $N$ is the size of the ensemble.