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Figure 1.1 Schematic diagram of the different physical processes represented in the |FS model.

The physical processes associated with radiative transfer, turbulent mixing, subgrid-scale orographic drag, moist
convection, clouds and surface/soil processeshave astrong impact on the large scale flow of the atmosphere. How-
ever, these mechanisms are often active at scales smaller than the horizontal grid size. Parametrization schemesare
then necessary in order to properly describe the impact of these subgrid-scale mechanisms on the large scale flow
of the atmosphere. In other words the ensembl e effect of the subgrid-scal e processes has to be formulated in terms
of the resolved grid-scale variables. Furthermore, forecast weather parameters, such astwo-metre temperature, pre-
cipitation and cloud cover, are computed by the physical parametrization part of the model.

This part (Part IV ‘Physical processes’) of the IFS documentation describes only the physical parametrization pack-
age. After all the explicit dynamical computations per time-step are performed, the physics parametrization pack-
age is called by the IFS. The physics computations are performed only in the vertical. The input information for
the physics consists of the values of the mean prognostic variables (wind components, temperature, specific hu-
midity, liquid/ice water content and cloud fraction), the provisional dynamical tendencies for the same variables
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and various surface fields, both fixed and variable.

The time integration of the physicsis based on the following:

1) it has to be compatible with the adiabatic part of the IFS;

2) the tendencies from the different physical processes are computed in separate routines,

3) as a general approach, the value of a prognostic variable is updated with the tendency from one
process and the next process starts from this updated value, in what is usually referred to as the
‘method of fractional steps’ (details are different for different processes);

4) explicit schemes are used whenever possible, but if there are numerical stability problems the
scheme is made as implicit as necessary.

The radiation scheme is described in Chapter 2 ‘Radiation’ and is the first process to be called in the physics. To
save time in the rather expensive radiation computations, the full radiation part of the scheme is currently called
every 3 hours. This is when the computation of the shortwave transmissivities and the longwave fluxes is per-
formed, using the values of temperature, specific humidity, liquid/ice water content and cloud fraction at time-step
¢t — At , and a climatology for aerosols, CO, and O3. The computation of the fluxes is not necessarily done at every
grid-point but is only performed at sampled points, using a sampling algorithm that is latitude dependent. The re-
sults are then interpolated back to the original grid using a cubic interpolation algorithm. The shortwave fluxes are
updated every time-step using synchronous values of the zenith angle. The radiation scheme takes into account
cloud- radiation interactions in detail by using the values of cloud fraction and liquid/ice water content, at every
level, from the prognostic cloud scheme. The radiation scheme produces tendencies of temperature.

The turbulent diffusion scheme is called just after radiation (Chapter 3 *Turbulent diffusion and interactions with
the surface’ ). The surface fluxes are computed using Monin—-Obukhov similarity theory. The computation of the
upper-air turbulent fluxes is based on the K -diffusivity concept. Depending on the atmospheric stability different
formulations for determining the K -coefficients are used: a K -profile closure for the unstable boundary layer and
a Ri-number dependent closure for the stable boundary layer. Because of numerical stability problems the inte-
gration of the diffusion equation is performed in an implicit manner. In fact, it uses a so-called ‘more than implicit’
method, in which the ‘implicitness factor’ a (which takes the value 0 in a fully explicit scheme and 1 in a fully
implicit one) is set to 1.5. During the integration it uses the values of the prognostic variables at ¢ — A¢ to compute
the K -coefficients but uses the tendencies updated by the dynamics and radiation on the right hand side of the dis-
cretized diffusion equation. The turbulent diffusion scheme also predicts the skin temperature and the apparent sur-
face humidity. The turbulent diffusion scheme produces tendencies of temperature, specific humidity and wind
components. It does not compute fluxes or tendencies of the cloud variables (liquid/ice water content and cloud
fraction).

The subgrid-scale orographic drag scheme is called after the turbulent diffusion and is described in Chapter 4 “Sub-
grid-scale orographic drag’ . The subgrid-scale orographic drag parametrization represents the low- level blocking
effects of subgrid-scale orography and the transports due to subgrid-scale gravity waves that are excited when sta-
bly stratified flow interacts with the orography. Numerically the scheme is similar to the turbulent diffusion and
also requires an implicit treatment. In this case the ‘implicitness factor’ a is setto 1. The subgrid-scale orographic
drag scheme produces tendencies of the wind components and temperature.

The moist convection scheme is described in Chapter 5 ‘Convection’ . The scheme is based on the mass-flux ap-
proach and is divided in deep, mid-level and shallow convection. For deep convection the convective mass-flux is
determined by assuming Convective Available Potential Energy (CAPE) is adjusted towards zero over a specified
time-scale. For mid-level convection the cloud base mass-flux is directly related to the large scale vertical velocity.
The intensity of shallow convection is estimated by assuming an equilibrium of moist static energy in the sub-
cloud layer. The convection scheme provides tendencies of temperature, specific humidity and wind components.
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In Chapter 6 ‘Clouds and large-scale precipitation’ the prognostic cloud scheme is described. It solves two prog-
nostic equations for liquid/ice water content and cloud fraction. The cloud scheme represents the cloud formation
by cumulus convection, the formation of boundary layer and stratiform clouds. The scheme also takes into account
several important cloud processes like cloud-top entrainment, precipitation of water and ice and evaporation of pre-
cipitation. In the numerical integration of the equations the terms depending linearly on the values of liquid/ice wa-
ter and cloud fraction are integrated analytically. The cloud scheme produces tendencies of all the prognostic
variables.

The soil/surface scheme is described in Chapter 7 *Surface parametrization’ . The scheme includes prognostic
equations for temperature and moisture in four soil layers and snow mass. The soil equations use an implicit time
integration scheme. An interception layer collects water from precipitation and dew fall. The evaporative fluxes
consider separately the fractional contributions from snow cover, wet and dry vegetation and bare soil.

Chapter 8 “Methane oxidation” describes a simple parametrization of the upper-stratospheric moisture source due
to methane oxidation. A parametrization representing photolysis of vapour in the mesosphere is also included.

Chapter 9 “‘Ozone chemistry parametrization’ gives a brief description of the ozone parametrization and Chapter
10 “‘Climatological data’ describes the distributions of climatological fields.

1.2 OVERVIEW OF THE CODE

CALLPAR, the routine that controls the physical parametrization package, is called by CPGLAG that controls the
grid-point calculations. CALLPAR calls the routines from the physics, the exception being the main radiation rou-
tine RADINT. RADINT controls the computation of the shortwave transmissivities and the longwave fluxes.
RADINT is called via an interface routine RADDRYV called by SCAN2MDM that is the multi-tasking interface to
the computations in grid-point space (distributed memory version). RADINT is called outside CALLPAR because
of the need to make the radiation space interpolation compatible with the distributed memory version of the IFS.

In CALLPAR the physics routines are called in the following order:

RADSRF: Computes radiative properties of the surface.

CLDPP: Computes cloud parameters required for the post processing (e.g. total cloud cover)..
RADHEATN: Computes the temperature tendencies and the downward radiation fluxes at the sur-
face with updated (every time-step) values for the zenith angle.

VDFMAIN: Controls the computation of the vertical exchange of w, v, T and g by turbulence.
GWDRAG: Controls the computation of the tendencies for w, v and T' due to the parametriz-

ation of subgrid-scale orographic drag.

CUCALLN: Interface to call CUMASTRN that controls the computation of the tendencies for u,
v, T and ¢ due to the parametrization of moist convective processes.

CLOUDSC: Controls the computation of tendencies for u, v, T', ¢, a and [ due to the
parametrization of the cloud processes.
SRFMAIN: Controls the soil/surface scheme.

METHOX: Computes tendencies for g due to methane oxidation and water vapour photolysis.
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CHAPTER 2 Radiation
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2.6.4 Heating rate computation

2.1 RADIATIVE HEATING

The radiative heating rate is computed as the divergence of net radiation fluxes 7:
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where ¢, isthe specific heat at constant pressure of moist air

Cp = dery{ 1+ (vaap_ dery)Q/dery} ,

and Cpy, and € arethe specific heats at constant pressure of dry air and water vapour, respectively. Sections 2.2
and 2.3 describe the computation of the longwave and shortwave radiative fluxes respectively. The solution of the
radiative transfer equation to obtain the fluxesis unfortunately very expensive, and we cannot afford to do it more
than every 3 hours at every fourth grid point. The interpolation scheme used for obtaining the radiative fluxes at
every grid point and every time step for the relevant instantaneous temperature profile and solar zenith angle is
described in Section 2.4.

A description of the inputs, in particular the climatologically defined quantities of radiative importanceisgivenin
Section 2.5. Finally, an alphabetical list of the subroutines of the radiation scheme is given in Section 2.6.

2.2 LONGWAVE RADIATION

Since cycle 22r3, two longwave radiation schemes are available in the ECMWF model, the pre-cycle 22r3 by
Morcrette (1991), and the current longwave radiation transfer scheme, the Rapid Radiation Transfer Model
(RRTM).

The rate of atmospheric cooling by emission-absorption of longwave radiation is

T _ g 0% w

ot ¢, Op

2.2)

where F',, is the net longwave radiation flux (the subscript ‘LW is omitted in the remainder of this section).

Assuming a non-scattering atmosphere in local thermodynamic equilibrium, # is given by

1 ) E 0 E
¥ = J’udu J’dv Pt WPt P H) + J’ £(p W) (23)
-1 0 D' = DPsut O

where £,(p, 1) is the monochromatic radiance at wavenumber v at level p, propagating in a direction 6 (the
angle that this direction makes with the vertical), where p = cos6 and ¢,(p, p';r) is the monochromatic trans-
mission through a layer whose limits are at p and p' seen under the same angle 8, with » = sec®. The subscript
‘surf’ refers to the earth’s surface.

Subsections 2.2.1 to 2.2.4 describe the pre-cycle 22r3 scheme, and Subsection 2.2.5 describes the RRTM scheme
in cycle 22r3.

2.2.1 Thepre-cycle 22r3 scheme

After separating the upward and downward components (indicated by superscripts + and —, respectively), and in-
tegrating by parts, we obtain the radiation transfer equation as it is actually estimated in the longwave part of the
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radiation code

p
Fo' (P) = [By(Tsp) = By(To)ty0sus, 03 7) + By (T(p)) + I ty(p,p'; r)dB,

P'= Psut (24)
0

Fv (P) = [By(Tw) = By(Tiop)1ty(p, 0; ) + By(T(p)) + I ty(p',p; r)dB,

n= n

where, taking benefit of the isotropic nature of the longwave radiation, the radiance £, of (2.3) has been replaced
by the Planck function B,,(T") in unitsof flux, W m> (here, and elsewhere, B,, is assumed to alwaysincludesthe
1 factor). T, iSthe surface temperature, T',, that of the air just above the surface, T'(p) is the temperature at
pressure-level p, T, that at the top of the atmospheric model. The transmission ¢, is evaluated as the radiance
transmission in adirection 0 to thevertical suchthat r = sec8 isthe diffusivity factor (Elsasser, 1942). Such an
approximation for the integration over the angle is usual in radiative transfer cal culations, and tests on the validity
of this approximation have been presented by Rodgers and Walshaw (1966) and Liu and Schmetz (1988) among
others. The use of the diffusivity factor gives cooling rates within 2% of those obtained with a 4-point Gaussian
quadrature.

2.2.2 Vertical integration

Theintegralsin (2.4) are evaluated numerically, after discretization over the vertical grid, considering the atmos-
phere asapile of homogeneous layers. Asthe cooling rateis strongly dependent on local conditions of temperature
and pressure, and energy is mainly exchanged with the layers adjacent to the level where fluxes are calculated, the
contribution of the distant layers is simply computed using a trapezoidal rule integration, but the contribution of
the adjacent layersis evaluated with a 2-point Gaussian quadrature, thus at the i th level,

Di
J' t.(p.p'; r)dB, =

P'= Pat (2.5
2 i-2

Y dBuwitpipi ) ;Z 4B, ()1, (Py.pji r) * 1 (pispy 1 7)]

where p; isthe pressure corresponding to the Gaussian root and w; isthe Gaussian weight. dB, (j) and dB, (/)
are the Planck function gradients calculated between two interfaces, and between mid-layer and interface, respec-
tively.

2.2.3 Spectral integration

The integration over wavenumber v is performed using a band emissivity method, as first discussed by Rodgers
(1967). The longwave spectrum is divided into six spectral regions.

1)  0-350 cm ' & 1450 - 1880 cm

2)  500-800 cm™

3)  800-970 cm ' & 1110 - 1250 cm*

4  970-1110 cm*

IFS Documentation Cycle CY28r1 (Edited 2004)



£ Part I1V: ‘Physical processes’
A~ 4

5)  350-500 cm™*
6)  1250-1450 cm " & 1880 — 2820 cm™*

corresponding to the centres of the rotation and vibration-rotation bands of H,0, the 15 um band of CO,, the at-
mospheric window, the 9.6 pm band of O, the 25 um “window” region, and the wings of the vibration-rotation
band of H,O, respectively. Over these spectral regions, band fluxes are evaluated with the help of band transmis-
sivities precalculated from the narrow-band model of Morcrette and Fouquart (1985) - See Appendix of Morcrette
et al. (1986) for details.corresponding to the centres of the rotation and vibration-rotation bands of H,O, the 15 band
of CO,, the atmospheric window, the 9.6 band of O, the 25 “window” region, and the wings of the vibration-ro-
tation band of H,0, respectively. Over these spectral regions, band fluxes are evaluated with the help of band trans-
missivities precalculated from the narrow-band model of Morcrette and Fouquart (1985) - See Appendix of
Morcrette et al. (1986) for details.

Integration of (2.4) over wavenumber v within the kth spectral region gives the upward and downward fluxes as

Fr () = {B(Tan) = Bp(To)} g, {7 UD st ). T oDt P)} + Bi(T})

» (2.6)
+ I tag {ru(p,p"), Ty(p,p)}dB,

P'= Paut

T (p) = {By(To) = By(To)} g {ru(p, 0), T (p, 0)} - B,(T))

0

- J' tg {ru(®',p), To(p', p)} dBy,

p'=p

@.7)

The formulation accounts for the different temperature dependencies involved in atmospheric flux calculations,
namely that on T, , the temperature at the level where fluxes are calculated, and that on T',,, the temperature that
governs the transmission through the temperature dependence of the intensity and half-widths of the lines absorb-
ing in the concerned spectral region. The band transmissivities are non-isothermal accounting for the temperature
dependence that arises from the wavenumber integration of the product of the monochromatic absorption and the
Planck function. Two normalized band transmissivities are used for each absorber in a given spectral region: the
first one for calculating the first right-hand-side. term in (2.4), involving the boundaries; it corresponds to the
weighted average of the transmission function by the Planck function

IBV(Tp)tV(‘u_p, T,)dv

tB(U_P: T, T, = vy

(2.8)

V2

IBV(Tp)dv

the second one for calculating the integral term in (2.4) is the weighted average of the transmission function by the
derivative of the Planck function

10
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I{ dB(T,)/dT}¢,(Up, Ty)dv

tdB(a)r Tp’ Tu) = = (2.9)

Va

J'{ dB(T,)/dT}dv

where Up isthe pressure weighted amount of absorber.

The effect on absorption of the Doppler broadening of the lines (important only for pressure lower than 10 hPa) is
included simply using the pressure correction method of Fels (1979). A finite line width (assumed to represent the
Doppler half-width of the line) is retained under low pressure conditions where the pure Lorentz line width (pro-
portional to pressure) would normally become negligible (Giorgetta and Morcrette, 1995).

In the scheme, the actual dependence on T', is carried out explicitly in the Planck functions integrated over the
spectral regions. Although normalized relativeto B(7',) or dB(T',)/dT , the transmissivities still dependon T';;,
both through Wien’s displacement of the maximum of the Planck function with temperature and through the tem-
perature dependence of the absorption coefficients. For computational efficiency, the transmissivities have been
developed into Pade approximants

i
E C; Uett

Hup.T,) = 50— (210)

jl2
Z dj u]esz

where Uy = r(Uup)W(T,, Up) is an effective amount of absorber which incorporates the diffusivity factor 7,
the weighting of the absorber amount by pressure 7ip , and the temperature dependence of the absorption coeffi-
cients. The function W(T',, , Up) takes the form

W(Ty, up) = expla(up)(Ty~250) + b(up)(T, - 250)?] (211)

The temperature dependence due to Wien’s law is incorporated although there is no explicit variation of the coef-
ficients ¢; and d; with temperature. These coefficients have been computed for temperatures between 187.5 and
312.5 Kwith a 12.5 K step, and transmissivities corresponding to the reference temperature the closest to the pres-
sure weighted temperature T',, are actually used in the scheme.

2.2.4 Theincorporation of the effects of clouds

The incorporation of the effects of clouds on the longwave fluxes follows the treatment discussed by Washington
and Williamson (1977). Whatever the state of the cloudiness of the atmosphere, the scheme starts by calculating
the fluxes corresponding to a clear-sky atmosphere and stores the terms of the energy exchange between the dif-
ferent levels (the integrals in (2.4)) Let 70+(i) and #y(i) be the upward and downward clear-sky fluxes. For any
cloud layer actually present in the atmosphere, the scheme then evaluates the fluxes assuming a unique overcast
cloud of emissivity unity. Let an+ () and 7, (i) theupward and downward fluxes when such a cloud is present
in the nth layer of the atmosphere. Downward fluxes above the cloud, and upward fluxes below the cloud, are as-
sumed to be given by the clear-sky values

1
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7. (i) = Fo(i) fori<n
F (i) = (i) fori>n

(2.12)

Upward fluxes above thecloud ( 7, (k) for £ =n + 1) and downward fluxes below it ( 7, (k) for & >n) can
be expressed with expressions similar to (2.5) provided the boundary terms are now replaced by terms correspond-
ing to possible temperature discontinuities between the cloud and the surrounding air

Py
Fo (k) = { Faq=B(n+ 1)}ty p, .1 7) + Bk) + J' t(p.p'; r)dB

P'=DPya (213)
pTI.

Fo(k) = { Faq—B(n)}t(py p,i ) + B(k) + J' t(py, p'; r)dB

n'= n.

where B(i) isnow thetotal Planck function (integrated over the whole longwave spectrum) at level i, and %4
and 7,4 arethelongwave fluxes at the upper and lower boundaries of the cloud. Terms under the integrals cor-
respond to exchange of energy between layersin clear-sky atmosphere and have already been computed in thefirst
step of the calculations. This step isrepeated for all cloudy layers. Thefluxesfor the actual atmosphere (with semi-
transparent, fractional and/or multi-layered clouds) are derived from alinear combination of the fluxes calculated
in previous steps with some cloud overlap assumption in the case of clouds present in several layers. Let N bethe
index of the layer containing the highest cloud, C44(i)) the fractional cloud cover in layer i, with C44(0) = 1
for the upward flux at the surface, and with Cyq(N +1) = 1 and ., = F o tohavetheright boundary con-
dition for downward fluxes above the highest cloud.

Whereas the maximum and random overlap assumptions are also available in the code (Morcrette and Fouquart,
1986), the maximum-random overlap assumption is operationally used in the ECMWF model, and the cloudy up-
ward ¥ and downward # fluxes are obtained as

F(@) = Foli) fori=1
1-2 -1

F (i) = Cagli-D)Fi-a(d) + z Coa(n) 7, (0) |_| {1-Ca(D)} for2<isN+1
(2.14)

n=0 l=n+1
N-1 N

F i) = Cua(N) 7y () + Z Coa(n) 7, (i) I_l {1-Cy(D)}  forizN+2
n=0 l=n+1

In case of semi-transparent clouds, the fractional cloudiness entering the calculations is an effective cloud cover
equal to the product of the emissivity due to the condensed water and the gases in the layer by the horizontal cov-
erage of the cloud layer, with the emissivity, €4, related to the condensed water amount by

€d = 1- exp(_kabsuLWP) (2-15)
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where &, isthe condensed water mass absorption coefficient (in mzkg‘l) following Smith and Shi (1992).

2.2.5 The Rapid Radiation Transfer Model (RRTM)

Asstated in Mlawer et al. (1997), the objectivein the devel opment of RRTM has been to obtain an accuracy in the
calculation of fluxesand heating rates consistent with the best line-by-line models. It utilizes the correlated-k meth-
ode and shows its filiation to the Atmospheric and Environmental Research, Inc. (AER) line-by-line model
(LBLRTM, Clough et al., 1989, 1992, Clough and lacono, 1995) through its use of absorption coefficients for the
relevant k-distributions derived from LBLRTM. Therefore the k-coefficients in RRTM include the effect of the
CKD2.2 water vapour continuum (Clough et al., 1989).

The main point in the correlated-k method (Lacis and Oinas, 1991; Fu and Liou, 1992) is the mapping of the ab-
sorption coefficient 2 (v) from the spectral space (whereit variesirregularly with wavenumber v ) to the g -space
(where g (k) isthe probability distribution function, i.e. the fraction of the absorption coefficientsin the set smaller
than % ). The effect of trhisreordering is arearrangement of the sequence of termsin theintegral over wavenumber
in the radiative transfer equation (RTE), which makes it equivalent to what would be done for monochromatic ra-
diation.

In the ECMWF model, no provision is presently taken for scattering in the longwave. Therefore, in order to get the
downward radiance, the integration over the vertical dimension is simply done starting from the top of the atmos-
phere, going downward layer by layer. At the surface, the boundary condition (in terms of spectral emissivity, and
potential reflection of downward radiance) is computed, then, in order to get the upward radiance, the integration
over the vertical dimension is repeated, this from the surface upward.

The spectrally averaged radiance (between v, and v, ) emerging from an atmospheric layer is

Vi L 1
R= 2l §R0<v>+ [IBW. T(t')) - Ro(v)] ¢
M t

= iovy (2.16)

o

v

where R, is the incoming radiance to the layer, B(v,T') is the Planck function at wavenumber v and
temperature T', ¢, isthe transmittance for the layer optical path, and ¢',, isthe transmittance at a point along the
optical path in the layer. Under the mapping v — g, this becomes

1

R = [ dsBuns. T,) * [Rol8) - Bule, T o -h(e. P D EE |0 @17

0

where B (g, T) is an effective Planck function for the layer that varies with the layer’s transmittance such as to
ensure continuity of flux across layer boundaries for opaque conditions. The dependence of the transmittance is
now written in terms of the absorption coefficient k(g, P, T') at layer pressure P and temperature T', the
absorber density p, the vertical thickness of the layer Az, and the angle @ of the optical path.

For a given spectral interval, the domain of the variable g is partitioned into subintervals (see Table 2.6, number
of g -points), each corresponding to a limited range of &(g) values and for which a characteristicvalue k; of the
absorption coefficient is chosen. These k; are then used to compute the outgoing radiance

A
R = ZWJ‘[Beffj*'(ROj—Beffj)eXpE— j(F:)O_SZD} (2.18)

7
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where W isthe size of thesub—intervals(ZWj =1).

The accuracy of these absorption coefficients has been established by numerous and continuing high-resolution
validations of LBLRTM with spectroscopic measurements, in particular those from the Atmospheric Radiation
Measurement program (ARM). Compared to the original RRTM (Mlawer et al., 1997), the version used at EC-
MWF has been dightly modified to account for cloud optical properties and surface emissivity defined for each of
the 16 bands over which spectral fluxes are computed. For efficiency reason, the original number of g -points
(256 = 16 x 16) hasbeen reduced to 140 (see Table 2.6). Other changes are the use of adiffusivity approximation
(instead of the three-angle integration over the zenith angle used in the original scheme) to derive upward and
downward fluxes from the radiances, and the modification of the original cloud random overlapping assumption
to include (to the same degree of approximation as used in the operational SW scheme) a maximum-random over-
lapping of cloud layers. Given the monochromatic form of the RTE, the vertical integration is simply carried out
onelayer at atime from the top-of-the-atmosphere to the surface to get the downward fluxes. The downward fluxes
at the surface are then used with the spectral surface emissivities and the surface temperature to get the upward
longwave fluxes in each of the 140 subintervals. Then the upward fluxes are obtained in asimilar fashion from the
surface to the ToA.

For the relevant spectral intervals of the RRTM schemes, ice cloud optical properties are derived from Ebert and
Curry (1992), and water cloud optical properties from Fouquart (1987). Whereas in the operational scheme the
cloud emissivity used to compute the effective cloud cover is defined over the whole LW spectrum from spectrally
averaged mass absorption coefficients and the relevant cloud water and/or ice paths (following Smith and Shi,
1992), in RRTM, the cloud optical thicknessis defined as a function of spectrally varying mass absorption coeffi-
cients and relevant cloud water and ice paths, and is used within the true cloudy fraction of the layer. Alternate sets
of cloud optical properties are also available for RRTM, based on Savijarvi and Raisanen (1997) for liquid water
clouds, and Fu et al. (1998) for ice clouds.

2.3 SHORTWAVE RADIATION
The rate of atmospheric heating by absorption and scattering of shortwave radiation is

oT _ g%%sw
% = e op (2.19)

where 7, isthe net total shortwave flux (the subscript SW will be omitted in the remainder of this section).

0 21 +1

O
#B) = Idv Idcpg ML (5, 1, @)du

0 0 D-l

(2.20)

i o

is the diffuse radiance at wavenumber v, in a direction given by the azimuth angle, ¢, and the zenith angle, 6,
with i = cosB . In (2.20), we assume a plane parallel atmosphere, and the vertical coordinate isthe optical depth
0, aconvenient variable when the energy source is outside the medium
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0

0
5(p) = J'B%X‘(p') dp’ (2.21)

p

BY(p) isthe extinction coefficient, equal to the sum of the scattering coefficient B;° of the aerosol (or cloud

particle absorption coefficient Bf’}b *) and the purely molecular absorption coefficient k, . Thediffuseradiance L,
isgoverned by the radiation transfer equation

dLv S, W, @, o)
(d6“_(p) = L5 1 @) - #Pv(& 1, @, Ho, 90) Zyexp(-8/1,)
T 0 (2.22)
@, (3) ¢, 0 . 0
4 J'MEJ'%(& M@ W, @)L, (3, 1, ¢)du E
o Ha 0

. istheincident solar irradiancein thedirection [, = cos8,, , isthesingle scattering albedo (= B;™/ &, ) and
D3, U, @ ', @) isthe scattering phase function which defines the probability that radiation coming from direc-
tion (', @) is scattered in direction (W, @). The shortwave part of the scheme, originally developed by Fouguart
and Bonnel (1980) solves the radiation transfer equation and integrates the fluxes over the whol e shortwave spec-
trum between 0.2 and 4 pm . Upward and downward fluxes are obtained from the reflectance and transmittances
of thelayers, and the photon-path-distribution method all ows to separate the parametrization of the scattering proc-
esses from that of the molecular absorption.

2.3.1 Spectral integration

Solar radiation is attenuated by absorbing gases, mainly water vapour, uniformly mixed gases (oxygen, carbon di-
oxide, methane, nitrous oxide) and 0zone, and scattered by molecul es (Rayleigh scattering), aerosols and cloud par-
ticles. Since scattering and molecular absorption occur simultaneously, the exact amount of absorber along the
photon path length is unknown, and band models of the transmission function cannot be used directly asin long-
wave radiation transfer (see Section 2.2). The approach of the photon path distribution method is to calculate the
probability M(«u)du that a photon contributing to the flux 7, in the conservative case (i.e., no absorption,
w, = 1, &, = 0) hasencountered an absorber amount between ¢ and u + du With this distribution, the radi-
ative flux at wavenumber v isrelated to 7., by

7 = fwnsj'mu)exp(—kvu)du (2.23)

and the flux averaged over the spectral interval Av can then be calculated with the help of any band model of the
transmission function ¢,,,

w

F = A_lvj'fvdv = %onsj'rl(u)tm(ﬂ)dv (2.24)

Av 0
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Tofind the distribution function M () , the scattering problem is solved first, by any method, for aset of arbitrarily
fixed absorption coefficients %, , thus giving a set of simulated fluxes T, - AN inverse Laplace transform is then
performed on (2.23) (Fouquart, 1974). The main advantage of the method is that the actual distribution M () is
smooth enough that (2.23) gives accurate results evenif M () itself is not known accurately. Infact, M () need
not be calculated explicitly asthe spectrally integrated fluxes are

F = Feonstan(CUD in the limiting case of weak absorption
F = Feonstavl Dum[) in the limiting case of strong absorption

1/2 1/2

where EIuD:I N(u)udu and Cu D:I M(uwyu "du.
0 0

The atmospheric absorption in the water vapour bands is generally strong, and the scheme determines an effective

absorber amount i, between Ol and Cu*Cderived from

Ue = ln(fke/foons)/ke (2-25)

where k. isan absorption coefficient chosen to approximate the spectrally averaged transmission of the clear sky
atmosphere

1
ke - ﬂtot/ uoln(tAv(utot/“o)) (2-26)

where ,,, is the total amount of absorber in a vertical column and p, = cos8,. Once the effective absorber

amounts of H,0O and uniformly mixed gases are found, the transmission functions are computed using Pade ap-
proximants

tay(U) = 00— (2.27)

N
i1
ijfu’

Absorption by ozone is aso taken into account, but since ozone is located at low pressure levels for which molec-
ular scattering is small and Mie scattering is negligible, interactions between scattering processes and ozone ab-
sorption are neglected. Transmission through ozone is computed using (2.24) where Up, the amount of ozoneis

0
fud03 = MI dto, for the downward transmission of the direct solar beam
p
0

fuéa = I dg, + rudoa(psurf) for the upward transmission of the diffuse radiation
P

r = 1.66 isthe diffusivity factor (see Section 2.2), and M is the magnification factor (Rodgers, 1967) used in-
stead of r to account for the sphericity of the atmosphere at very small solar elevations
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M = 35/ Jui+1 (2.28)

To perform the spectral integration, it is convenient to discretize the solar spectrum into subintervals in which the
surface reflectance, molecular absorption characteristics, and cloud optical properties can be considered as con-
stants. One of the main causes for such aspectral variation isthe sharp increase in the reflectivity of the vegetation
in the near-infrared. Also, water vapour does not absorb below 0.69 um nor do liquid water clouds. Till June 2000,
the ECMWF shortwave scheme considered only two spectral intervals, one for the visible (0.2 - 0.69 um), one for
the near-infrared (0.69-4.00 um) parts of the solar spectrum. From June 2000 to April 2002, the near-infrared in-
terval was sub-divided into threeintervals (0.69 - 1.19 - 2.38 - 4.00 um) to account better for the spectral variations
of the cloud optical properties. Till April 2002, all the molecular absorption coefficients (for O, H,O, uniformly
mixed gases) were derived from statistical models of the transmission function using spectroscopic parameters de-
rived from various versions of the HITRAN database (Rothman et al., 1986, 1992). In April 2002, following the
recomputation of all the molecular absorption coefficients from an updated version of the shortwave line-by-line
model of Dubuisson et al. (1996) using spectroscopic data from HAWKS (2000), the ultraviolet and visible part of
the spectrum are now considered in three spectral intervals (0.20 - 0.25 - 0.69 um) making the scheme having a
total of six spectral intervals over which the aerosol and cloud optical properties are also defined. The cut-off at
0.69 um allows the scheme to be more computational efficient, in as much as the interactions between gaseous ab-
sorption (by water vapour and uniformly mixed gases) and scattering processes are accounted for only in the near-
infrared interval(s).

2.3.2 Vertical integration

Considering an atmosphere where a fraction csa (as seen from the surface or the top of the atmosphere) is cov-
ered by clouds (the fraction cSa depends on which cloud-overlap assumption is assumed for the calculations),
the final fluxes are given as a weighted average of the fluxes in the clear sky and in the cloudy fractions of the
column

FU) = c Fq() +(1- cth )%,

where the subscripts ‘clr” and “ cld ’ refer to the clear-sky and cloudy fractions of the layer, respectively. In con-
trast to the scheme of Geleyn and Hollingsworth (1979), the fluxes are not obtained through the solution of a system
of linear equations in a matrix form. Rather, assuming an atmosphere divided into homogeneous layers, the upward
and downward fluxes at a given layer interface j are given by

N

FG) = % |‘| T ()
k=j
AOESAOUINIESY
where Ry, (j) and 7y, (j) are the reflectance at the top and the transmittance at the bottom of the ; th layer. Com-

putations of Ry, ’s start at the surface and work upward, whereas those of 7;,,; ’s start at the top of the atmosphere
and work downward. %, and 7, account for the presence of cloud in the layer

(2.29)

Riop = CotdReig + (1= Coig) Reir

(2.30)
Toot = CetaZera + (1= Caa) Zeir
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where C 4 isthe cloud fractional coverage of the layer within the cloudy fraction 34 of the column.

2.3.2 (a) Cloudy fraction of the layer. R, and Ty, &€ the reflectance at the top and transmittance at the
bottom of the cloudy fraction of the layer cal cular[ed with the Delta-Eddington approximation. Given &., 8, and
34, the optical thicknesses for the cloud, the aerosol and the molecular absorption of the gases, respectively, and
(= kU),and g, and g, the cloud and aerosol asymmetry factors, Ricg, and T, € calculated as functions
of the total optical thickness of the layer

3 = 0.+ 3, + (2.31)
of the total single scattering albedo
« 0. +0,
of the total asymmetry factor
* 0 0
= 2 (2.33)

§ =5 +55" 5450
of the reflectance ®_ of the underlying medium (surface or layers below the j th interface), and of the cosine of

an effective solar zenith angle p(j) which accountsfor the decrease of the direct solar beam and the correspond-
ing increase of the diffuse part of the downward radiation by the upper scattering layers

M) = [(1= o G) Yu+r e 17 (2.34)

with Cg:; (j) theeffective total cloudiness over level j

S G) = 1- |‘| (1- Cyq(D)E(D)) (2.35)

.....

and

E@) = 1-

. N2 .
exp[ (1-w,(i)g.(0) )éc(l)} (2.36)

M

0.(i), w,(i) and 4.(i) arethe optica thickness, single scattering albedo and asymmetry factor of the cloud in
the i th layer, and r isthe diffusivity factor. The scheme follows the Eddington approximation first proposed by
Shettle and Weinman (1970), then modified by Joseph et al. (1976) to account more accurately for thelargefraction
of radiation directly transmitted in the forward scattering peak in case of highly asymmetric phase functions. Ed-
dington’s approximation assumes that, in a scattering medium of optical thickness & , of single scattering albedo
w, and of asymmetry factor 4, the radiance £ entering (2.17) can be written as

L(B 1) = Lo(B) + MLy (B) (2.37)

In that case, when the phase function is expanded as a series of associated Legendre functions, all terms of order
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greater than one vanish when (2.20) isintegrated over i1 and @. The phase function is therefore given by
P(©) = 1+B,(O)u

where © isthe angle between incident and scattered radiances. The integral in (2.20) thus becomes

2m Eﬂ E

J’dcp' 5.[ P(L, 0.1, @) £, )00 D = 4n(zo+ zy) (238)

0 D—l
where

_Bi_1
5=%= §J'P(®)u o
-1

is the asymmetry factor.

Using (2.38) in (2.20) after integrating over | and dividing by 21T, we get

d
“d_é(LO tHL) = = (Lot HLy) +W(Ly+ gHLy) (2.39)
+1/Aw Foexp(-3/Ho) (1 + 3gHoH)

We obtain a pair of equationsfor £, and £, by integrating (2.39) over p

dz, 3

s 3(1-w)Lo+ meoeXp(—&Uo)
dz, 3

T2 == (- w0) 3+ S Foexp (-Sg)

(2.40)

For the cloudy layer assumed non-conservative (t < 1), the solutions to (2.39) and (2.40), for 0<d < 5, are

Lo(3) = C1exp(=K?) + C,exp(+K0) — a exp(=d/}io)
£,(8) = P{C,exp(-K?d) - C,exp(+K) - Bexp(-0/Ho)}

(2.41)

where

K = {3(1-w)(1-wg)} "
P = {3(1-w)/(1-wy)}
a = 3whe{ 1+ 34(1-w)}/{4(1- K5 )}

B = 30%oHe{ 1+ 35(1-W)H }/ (4(1-K°H5 )

172

The two boundary conditions allow to solve the system for C; and C, ; the downward directed diffuse flux at the
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top of the atmosphereis zero, i.e.,

7(0) = [£5(0)+56(0)] = 0
which translates into
(1+2P/3)C, + (1-2P/3)C, = a +2p/3 (2.42)
The upward directed flux at the bottom of the layer is equal to the product of the downward directed diffuse and

direct fluxes and the corresponding diffuse and direct reflectance ( %y and R_, respectively) of the underlying
medium

PR |:| * 2 * D
F(8)=0Lo(8) - 3£4(8) D
a 0
D * 2 * |:| *
= ﬁ’LELo(ES ) +3£(0 )E+ RgHo Foexp(—d /Hg)
which trandlates into

{1-%_-2(1+R)P/3}C exp( -K3 )
+{1-R_+2(1+ R )P/3}C,( +K3) (2.43)
={(1- R )a = 2(1+ R_)B/ 3+ Ryhly Fo} eXp(=3 /11;)

In the Delta-Eddington approximation, the phase function is approximated by a Dirac delta function forward-scat-
ter peak and a two-term expansion of the phase function

P(8) = 2A1-W) +(1-A(1+34W)

where £ isthefractional scattering into the forward peak and 4' the asymmetry factor of the truncated phase func-
tion. As shown by Joseph et al. (1976), these parameters are

r=4 (2.44)
g =4/ @g+1)

The solution of the Eddington’s equations remains the same provided that the total optical thickness, single scat-
tering albedo and asymmetry factor entering (2.39)—(2.43) take their transformed values

& = (1+wf)d
o -jw (2.45)
T 1l-wf
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Practically, the optical thickness, single scattering albedo, asymmetry factor and solar zenith angle entering (2.39)-
(42 aed ,w , 4 and pg definedin (2.33) and (2.34).

2.3.2 (b) Clear-sky fraction of the layers. In the clear-sky part of the atmosphere, the shortwave scheme
accounts for scattering and absorption by molecules and aerosols. The following calculations are practically done
twice, once for the clear-sky fraction ( 1-— S ) of the atmospheric column with p equal to g, simply
modified for the effect of Rayleigh and aerosol scattering, the second time for the clear-sky fraction of each

individual layer within the fraction cSa of the atmospheric column containing clouds, with 1 equal to L.

Astheoptical thicknessfor both Rayleigh and aerosol scatteringissmall, R, (j—1) and 7,.(j) , thereflectance
at the top and transmittance at the bottom of the j th layer can be calcul ated using respectively afirst and a second-
order expansion of the analytical solutions of the two-stream equations similar to that of Coakley and Chylek
(1975). For Rayleigh scattering, the optical thickness, single scattering albedo and asymmetry factor are respec-
tively 0z, Wg = 1,and g = O, sothat

Ko = 5k
2u+0g (2.46)
2y
To = et
R (2u+3g)
The optical thickness 8 of an atmospheric layer is simply
8 = 8x{P()~P(i~ D}/ Pai (247)

where 3 isthe Rayleigh optical thickness of the whole atmosphere parametrized as afunction of the solar zenith
angle (Deschamps et al., 1983)

For aerosol scattering and absorption, the optical thickness, single scattering albedo and asymmetry factor are re-
spectively 6., @,, with 1-w,«1 and g4, , so that

den = 1+{1_wa+baCk(pe)ma}(aa/“e)

(2.48)
+ (1~ w,){ 1~ w, + 2back (i)} (32 / iz )
_ (back(po)w,8,)/ H,
17i(p-e) - den (249)
I(,) = 1/den

where back(p,) = (2-3pyg,)/4 isthe backscattering factor.

Practically, R, and 7T, are computed using (2.49) and the combined effect of aerosol and Rayleigh scattering
comes from using modified parameters corresponding to the addition of the two scatterers with provision for the
highly asymmetric aerosol phase function through Delta-approximation of the forward scattering peak (as in
(2.40)—(2.41))
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8" = 3+ 3,(1- waﬂi)

+ Ja 6a
I = T+ 5 (55+0) (2.50)

2
w = 6R We + 6a ma(l _ﬂa)
Oz + 90, Oz + 0

a 1—mag§

Asfor their cloudy counterparts, %, and 7., must account for the multiple reflections due to the layers under-
neath

Reyr = R(He) + R T(W,)/ (1~ K R) (2.51)

and ®_ isthereflectance of the underlying medium ®_ = ®,(j—1) and r isthediffusivity factor.

Since interactions between molecular absorption and Rayleigh and aerosol scattering are negligible, the radiative
fluxesin aclear-sky atmosphere are simply those cal culated from (2.27) and (2.45) attenuated by the gaseoustrans-
missions (2.25).

2.3.3 Multiplereflections between layers

To deal properly with the multiple reflections between the surface and the cloud layers, it should be necessary to
separate the contribution of each individual reflecting surfaceto the layer reflectance and transmittancesin as much
as each such surface givesrise to a particular distribution of absorber amount. In case of an atmosphere including
N cloud layers, thereflected light above the highest cloud consists of photons directly reflected by the highest cloud
without interaction with the underlying atmosphere, and of photons that have passed through this cloud layer and
undergone at least one reflection on the underlying atmosphere. In fact, (2.22) should be written

N 0

7= N 7 [2(u)ty, (u)av (2.52)
Z II | A
1=0 0

where 7, and ¢, (U) are the conservative fluxes and the distributions of absorber amount corresponding to the
different reflecting surfaces.

Fougquart and Bonnel (1980) have shown that a very good approximation to this problem is obtained by evaluating
the reflectance and transmittance of each layer (using (2.39) and (2.45)) assuming successively a non-reflecting
underlying medium (®_ = 0 ), then areflecting underlying medium ( ®_# 0 ). First calculations provide the con-
tribution to reflectance and transmittance of those photonsinteracting only with the layer into consideration, where-
as the second ones give the contribution of the photons with interactions also outside the layer itself.

From those two sets of layer reflectance and transmittances ( Z;, 7o ) and ( R, 7, ) respectively, effective ab-
sorber amounts to be applied to computing the transmission functions for upward and downward fluxes are then
derived using (2.23) and starting from the surface and working the formulas upward
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0

Ueo = IN(Tyo/ Te)/ ke

Uez = In(Ty, / Tp)/ ke
Ueo = In(Ryg/ Rc)/ ke
Uez = In(Ryy / Ree)/ ko

(2.53)

where ®,. and 7. arethelayer reflectance and transmittance corresponding to aconservative scattering medium.

Finally the upward and downward fluxes are obtained as

)

Fol Reotay( 10 ) + (Rz — Rig)ta,( Uex )} (254

() Fof Toota(Ueo ) + (T — Tpo)tay( Uer )} (2.55)
2.3.4 Cloud shortwave optical properties

As seen in Sub-section 2.3.2 (@), the cloud radiative properties depend on three different parameters. the optical
thickness &, the asymmetry factor g, , and the single scattering albedo w, .

Presently the cloud optical properties are derived from Fouquart (1987) for the water clouds, and Ebert and Curry
(1992) for the ice clouds

9, isrelated to the cloud liquid water amount U, p by

_ 3U wp
¢ 2r

0

e

where r, is the mean effective radius of the size distribution of the cloud water droplets. Presently r, is para-
metrized as a linear function of height from 10 p m at the surface to 45 p m at the top of the atmosphere, in an
empirical attempt at dealing with the variation of water cloud type with height. Smaller water droplets are observed
in low-leve stratiform clouds whereas larger droplets are found in mid-level cumuliform water clouds.

In the two-, four-, and six- spectral interval versions of the shortwave radiation scheme, the optical properties of
liquid water clouds are defined from Fouquart (1987) and those for ice clouds from Ebert and Curry (1992). Al-
ternative optical properties are also available for liquid water clouds (Singo, 1989) and ice clouds (Fu, 1996).

The effective radius of the liquid water cloud particles is computed from the cloud liquid water content using the
diagnostic formulation of Martin et al. (1994) and specified concentrations of cloud concentration nuclei over land
and ocean. For ice clouds, the effective dimension of the cloud particlesis diagnosed from temperature using are-
vision of the formulation by Ou and Liou (1995).

2.4 HORIZONTAL INTERPOLATION

As stated in the introduction, the cost of the radiation scheme described in the previous sections is prohibitive if it
were used to compute the radiative fluxes at every time step and every grid point of the model.

In order to cut down the computing costs, thefull radiation schemeisonly called every 3 hours (every 1 hour during
thefirst 12 hours used for data assimilation) (the so-called full radiation time steps) and on areduced grid interpo-
lated from the full physical grid. A spatia and temporal interpolation thus provides the relevant interaction of the
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shortwave radiative fluxes with the solar zenith angle at every time step and every grid point.

2.4.1 Temporal interpolation

To do so, a shortwave transmissivity is defined at each model level such that
Feo = TS0 (2.56)

where 7, isthe net solar (shortwave) flux and 5, isthe solar flux at the top of the atmosphere. 7 is defined only
for afull radiation time step. At every time step, the net sol ar fluxes are computed therefore from the transmissivity
derived for the last full radiation time step, using (2.56) with the correct solar angle for every grid point. The net
longwave fluxes at kept at the values given by the full radiation calculation.

2.4.2 Spatial interpolation

Full radiation computations are now performed using the so-called hal o configuration that can be defined according
to needs for the various spatial resolutions.

The previous spatial sampling (operational till cycle 26R1), was done only in the longitudinal direction. It was go-
ing from one out of four points prevalent in sub-tropical and tropical latitudes and reduced gradually to every point
in polar areas. On output, lagrangian cubic interpolation was used. The scheme worked efficiently on vector sys-
tems with less than 100 processors and scalar systems with about 1000 processors. The only real problem was the
complexity of the message passing, a direct result of the use of a non-standard grid for radiation calculations.

The new interface for radiation computations was developed to address this complexity, and uses a standard IFS
model grid, but with a coarser resolution than the current model grid. Further, interpolation between model and
radiation grids are performed using the interfaces already existing within the IFS for the semi-lagrangian interpo-
lation, and as aresult should reduce future code maintenance. By using such a standard grid for radiation compu-
tations, thereis no longer aload balance issue, as each processor is given an equal number of grid points for model
and radiation grids.

A new grid is computed, independent of that for the rest of the physics, over which input fields are averaged using
the standard interpolation routines. Then radiation computations are done, and output fluxes are interpolated back
to the reduced grid, at times of full radiation computations. This new halo-related grid can be chosen differently
with the forecast application (seasonal runs, EPS, high-resolution 10-day forecasts). Table 2.1 presentsthe various
basic modd resol utions together with the resolution made available, by default, for radiation computations by the
new interface, whereas Table 2.2 presents the speed-up factor introduced by the various radiation configurations
corresponding to horizontal resolutions used for different applications.

TABLE 2.1 POSSIBLE RESOLUTIONS OF THE NEW INTERPOLATION SCHEME FOR RADIATION COMPUTATIONS FOR
THE VARIOUS DYNAMICAL RESOLUTIONS OF THE ECMWF FORECAST SYSTEM

Res 95 159 255 319 399 511 639 799 1023
NDLONx 192 320 512 640 800 1024 1280 1600 2048

NDLON isthe maximum number of longitude points for the reference configuration with radiative (and other phys-
ics) computations at all grid points, 2, 3 and 4 correspond to a larger grid for radiative computations. Default values
for model configurations from cy26r3 are in bold. Note that default T95 does not use alarger grid for radiation. The
maximum number of longitude points for the radiative computations can be obtained from the equivalent value of
Res. A maximum of 42 and 128 longitude pointsis respectively used for radiative computations for RadRes = 21 and
63.
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TABLE 2.1 POSSIBLE RESOLUTIONS OF THE NEW INTERPOLATION SCHEME FOR RADIATION COMPUTATIONS FOR
THE VARIOUS DYNAMICAL RESOLUTIONS OF THE ECMWF FORECAST SYSTEM

RadRes
2 95 95 159 255 255 399 399 511 799
3 21 63 95 159 159 255 319 399 511
4 N/A N/A 63 95 95 159 159 255 399

NDLON is the maximum number of longitude points for the reference configuration with radiative (and other phys-
ics) computations at al grid points, 2, 3 and 4 correspond to alarger grid for radiative computations. Default values
for model configurations from cy26r3 are in bold. Note that default T95 does not use alarger grid for radiation. The
maximum number of longitude points for the radiative computations can be obtained from the equivalent value of
Res. A maximum of 42 and 128 longitude pointsis respectively used for radiative computations for RadRes = 21 and
63.

TABLE 2.2 SPEED-UP FACTOR OF THE VARIOUS RADIATION CONFIGURATIONS RELATIVE TO A COMPUTATION AT
ALL GRID POINTS (CONFIGURATION 1), FOR DIFFERENT HORIZONTAL RESOLUTIONS.

Res 95 159 255 319 511
-1 276 2.89 2.28 2.89 261
2 1.00 247 2.03 1.47 152
3 5.60 4.88 4.23 347 348
4 N/A N/A 4.60 7.73 7.28

-listhe previous operational configuration with sampling up to one point out of four in each latitude band, 2, 3 and
4 correspond to the relevant resolution in Table 2.1. Default values for model configurations from cy26r3 are in
bold.

2.5 INPUT TO THE RADIATION SCHEME

2.5.1 Model variables

Temperature values are needed at the boundaries of the layers, where the fluxes are computed. They are derived
from the full level temperatures with a pressure weighted interpolation

Pr+1/2Pr+1/2- D)
! Pr+1/2(Pr+1—DPr)

Pr(Pr+17Pr+1/2)
Pr+1/2(Pr+1—Pp)

Thi12 =Ty + Ty (2.57)

At the bottom of the atmosphere, either the surface temperature or the temperature at 2 mis used, while at the top
of the atmosphere the temperature is extrapolated from the first full level and second half level temperatures.

2.5.2 Clouds

Cloud fraction, and liquid/ice water content is provided in all layers by the cloud scheme.

2.5.3 Aerosols

The aerosol climatology used in the operational model up to cycle 26R1 was given as annual mean geographical
distributions defined from T5 spectral coefficients, for different aerosol types, respectively, maritime, continental,
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urban and desert, plus auniformly distributed stratospheric background aerosols, with fixed vertical distributions,
following Tanre et al. (1984). In the last fifteen years, chemical and/or transport models have addressed the life
cycles of various aerosol types and attempted an inventory of their spatio-temporal distributions. Out of these stud-
ies, a new climatology for the annual cycle of the aerosol distribution of various aerosol types has been compiled
by Tegen et al. (1997), which has been implemented in the ECMWF forecast system from cycle 26R3 onwards.
Table 3 describes the characteristics of the aerosol components for each tropospheric aerosol type and Table 4 com-
pares the maximum optical thicknesses in the old and new climatologies.

TABLE 2.3 CHARACTERISTICS OF THE AEROSOL COMPONENTS FOR EACH TROPOSPHERIC AEROSOL TYPE IN THE
NEW CLIMATOLOGY FOR CYCLE 26R3 OF THE ECMWF MODEL (ADAPTED FROM Hess et al., 1998)

Type RH Componert Numf:)ler Vol3ume3 Ma&s3 Densit);
(%) (cm™) (um>/m”) (ng/m?) (g/cm
"Continental” 80
organic
Insoluble 4.00E-01 4.75E+06 9.49E+00 2.00
Water soluble 7.00E+03 1.57E+07 1.99E+01 1.27
soot 8.30E+03 4.96E+05 4.96E-01 1.00
"Maritime" 95
sulphate
Water soluble 1.50E+03 7.45E+06 8.35E+00 112
sea salt (accum.) 2.00E+01 1.64E+08 1.72E+02 1.05
sea salt (coarse) 3.20E-03 9.85E+05 1.04E+00 1.05
"Desert" 50
dust-like
Water soluble 2.00E+03 2.81E+06 4.00E+00 142
Minera (nuclei) 2.70E+02 2.88E+06 7.49E+00 2.60
Mineral (accum.) 3.05E+01 6.47E+07 1.69E+02 2.60
Mineral (coarse) 1.42E-01 1.77E+07 4.60E+01 2.60
"Urban" 80
black carbon
Insoluble 1.50E+00 1.78E+07 3.56E+01 2.00
Water soluble 2.80E+04 6.28E+07 7.97E+01 127
Soot 1.30E+05 7.78E+06 7.78E+01 1.00

Type: First definition (e.g., continental) is the aerosol component as known within both the ECMWF model and the
OPAC software; second definition (e.g., organic) is the 3D distribution to which it islinked in Tegen et al. clima-
tology. RH is the relative assumed for the computations of the relevant optical properties. The nuclei, accumula-
tion, and coarse modes refer to various size ranges for the component particles.

26
IFS Documentation Cycle CY28r1 (Edited 2004)



Chapter 2 ‘Radiation’

0

TABLE 2.4 MAXIMUM OPTICAL THICKNESS IN THE TWO AEROSOL CLIMATOLOGIES

OLD Annua January July NEW

Continental 0.2 0.235 0.231 Organic

Maritime 0.05 0.099 0.232 Sulphate

Desert 19 0.184 1.01 Dust-like

Urban 0.1 0.039 0.039 Black carbon
Background trop. 0.03

Background stratos 0.045 0.045 0.045 Background stratos.

Aerosol types of the new and old climatologies are paired according to the dominant components in each mix

2.5.4 Carbon dioxide, ozone and trace gases

Carbon dioxide, methane, nitrous oxide, CFC-11 and CFC-12 have constant volume concentrations of 353 ppm,
1.72 ppm, 0.31 ppm, 280 ppt, and 484 ppt respectively (IPCC/SACC, 1990), except in ERA-40 for the variation in
concentrations is derived from (IPCC/SACC, 1995).

Two climatologies are available for the ozone distribution. In the first one (NOZOCL = 0), the ozone mixing ratio
9o, depends on height, latitude, longitude and season. Its vertical distribution is assumed to be such that its inte-
gral from 0O to the pressure p is

p
Jbogp = (2.58)

T 1+ (b/p)
0

The constants a and b arerelated to the total amount of ozone and the height of its maximum mixing ratio. They
areimposed in termsof alimited series of spherical harmonics (T10) for the geographical distribution and aFourier
series for the seasonal variation. The total amount of ozone was taken from London et al. (1976) and the altitude
of the maximum concentration was derived from Wilcox and Belmont (1977). Plots of these values can be found
inthe Appendix. In the second climatology (NOZOCL = 1), the 0zone mixing ratio do, depends on height, latitude
and month, and is taken from Fortuin and Langematz (1995).

2.5.5 Ground albedo and emissivity

The background land albedo, 0, , is interpolated to the model grid from the monthly mean values of a snow-free
albedo produced for the combined 1982-1990 years. The albedo for that dataset was computed using the method
of Sellers et al. (1996), but with new maps of soil reflectance, new values of vegetation reflectance and the bio-
physical parameters described in Los et al. (2000). More information on the original data and plots of the monthly
mean albedo are shown in Chapter 10.

Spectral albedos for parallel and diffuse radiation are needed by the radiative code. In addition, the surface energy
balance equation (see Chapter 3 on vertical diffusion) needs a spectrally integrated parallel+diffused albedo, spec-
ified for each independent surface functional unit, tile. The procedure is summarized in Table 2.5. Over open water,
the surface albedo for direct parallel radiation is a fit to low-flying aircraft measurements over the ocean given by
Taylor et al. (1996)
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For seaice, monthly values based on Ebert and Curry (1993) albedos for the Arctic Ocean are interpolated to the
forecast time. The bare seaice albedo value in Ebert and Curry is taken as a representative value for summer, and
the dry snow albedo value is used for the winter months. Values for the Antarctic are shifted by six months. Sep-
arate valuesfor visible and near-infrared spectral bands are used. Thetime-varying snow abedo (d, , see Chapter
7), isused for the exposed snow tile only. Finally, the average of the diffuse and parallel albedos are spectrally
integrated for each tile.

TABLE 2.5 DIFFUSE AND PARALLEL ALBEDO AND WINDOW EMISSIVITY FOR EACH TILES

Tile 1 2 3 4 5 6 7 8
- Open Sea Interception Low Exposed High Shaded Bare
Description - . .
ice layer vegetation  snow  vegetation  snow ground
Diffuse 0.06 Ebert and Curry Ogp Ogp O, Ogp 0.15 Ogp
abedo (1993)
Parallel  Tayloretal. Ebertand Curry Ogp O ag, Ogp 0.15 Ogp
abedo (1996) (1993)
Window 0.99 0.98 0.96 0.93-0.96 0.98 0.93-0.96 0.93-0.96 0.93-0.96
emissivity

The thermal emissivity of the surface outside the 800-1250 em™ spectral region is assumed to be 0.99 every-
where. In the window region, the spectral emissivity is constant for open water, sea ice, the interception layer and
exposed snow tiles. For low and high vegetation and for shaded snow the emissivity depends on the water content
in the top soil layer. Emissivity decreases linearly from 0.96 for soils at or above field capacity to 0.93 for soils at
or below permanent wilting point. The same formulation is used for bare ground, except for desert areas
(a,, >0.3), where a value of 0.93 is used independently of the soil water content. Finally, a broadband emissivity
is obtained by convolution of the spectral emissivity and the Planck function at the skin temperature.

2.5.6 Solar zenith angle

Equations to compute the annual variation of the solar constant 1 , the solar declination & and the difference be-
tween solar time and official time can be found in Paltridge and Platt (1976). These equations are used to give the
cosine of the solar angle at the ground. Because of the curvature of the earth, the zenith angle is not quite constant
along the path of a sun ray. Hence a correction is applied to p to give an average Mo for the atmosphere:

H

a

w2 Hp  HO , a2
() + =+ 25— ()

" (2.60)

where a is the earth radius and H is the atmospheric equivalent height. H/a is fixed at 0.001277.
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2.6 THE RADIATION CODE

Routine RADHEAT or RADHEATN (depending whether the diagnostic or prognostic cloud scheme is used) is
caled at every time step to compute the radiative fluxes and heating using the solar zenith angle computed in
CPGLAG and emissivities and transmissivities (PEMTU, PTRSOL) computed at full radiation time steps in
RADINT. or RADINTG (see 2.6.2). The other routines are called either once at the beginning of the run (SUE-
CRAD and below) or once per full radiation step at the first row (ECRADFR and below), or at every full radiation
time step for all rows. In this section, we briefly describe the function of each routine.

TABLE 2.6 SPECTRAL DISTRIBUTION OF THE ABSORPTION BY ATMOSPHERIC GASES IN RRTM

Spectral intervalscm-1  Number of g-points TropoSpar?:?ei n;ItLrjgt?)dsphere

10-250 8 H,O H,O
250-500 14 H,0 H,0
500-630 16 H,0, CO, H,0O, CO,
630-700 14 H»0, CO, 0,3, CO,
700-820 16 H,0, CO,, CCl, 03, CO,, CCly
820-980 8 H,0, CFC11, CFC12 CFC11, CFC12
980-1080 12 H,0, O3 (oR

1080-1180 8 H,0, CFC12, CFC22 0O, CFC12, CFC22

1180-1390 12 H,0O, CHy CH,

1390-1480 6 H,O H,O

1480-1800 8 H,O H,O

1800-2080 8 H,0

2080-2250 4 H,0, N,O

2250-2380 2 CO, CO,

2380-2600 2 N,O, CO,

2600-3000 2 H,0O, CHy

N.B.: CCl, and CFC22 are presented not accounted for in the ECMWF model.

2.6.1 Set-up routines
. SUECRAD provides the interface with the user, viathe namelist NAERAD. It defines the constants

of Table 2.6 and sets the configuration for the radiative computations (from SUPHEC).
. ECRADFR modifies the frequency of full radiative computations (from CNT4).
. SUAERL and SUAERSN set up the longwave and shortwave radiative characteristics of the

aerosols (from SUECRAD).

. SUECRAD defines the geographical distribution of aerosols, in terms of spectral coefficients (from
UPDTIER).

. SUAERYV defines the globally averaged vertical distribution of the aerosols (from SUECRAD).

. SUCL OP sets up the longwave and shortwave radiative properties of the ice and water clouds (from
SUECRAD).
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SUECOZO computes the L egendre coefficients for the ozone distribution according to the time of
the year, using the Fourier coefficients defined in DATA statements (from UPDTIER).

SULWN sets up the coefficients for the longwave radiative computations (from SUECRAD).
SURDI sets up the concentrations of radiatively active gases and security parameters for the
radiative computations (from SUECRAD).

SUSAT sets up position and altitude of geostationary satellites in case of diagnostic simulation of
radiances by the model radiation scheme (from SUECRAD).

SUSWN sets up the coefficients for the shortwave radiative computations (from SUECRAD).
UPDTIER updates the time for full radiative computations (from ECRADFR).

Theroutines SUAERH , SUECOZO are called only once per full radiation step, at the first row.
SURRTAB precomputes the array linking gaseous optical thickness and the transmission function
(RRTM). (caled from SUECRAD).

SURRTFTR includes al coefficients related to the g -point configuration (RRTM). (called from
SUECRAD).

SURRTPK defines the limits of the spectral intervals, and the coefficients of the spectrally defined
and spectrally integrated Planck functions (RRTM). (called from SUECRAD).

SURRTRF defines the pressure and temperature reference profiles used for the tabulation of the
absorption coefficients (RRTM). (called from SUECRAD).

RRTM_CMBGBN, for each of the 16 spectral intervals, remaps the absorption coefficients from 16
to the final number of g -points (called from RRTM _INIT_140GP).

RRTM _INIT_140GP performs the g -point reduction from 16 per band to a band-dependant
number (column 2 in Table 1). It also computes the relative weighting for the new g -point
combinations (called from SUECRAD).

RRTM_KGBn contain the various absorption coefficients for all gases relevant to the different
spectral bands.

2.6.2 Main routines

RADINT or RADINTG is called by RADDRV to launch the full radiation computations,
depending on whether the pre-CY 26R1 sampling configuration or the CY 26R1 halo configuration
is used for spatial interpolation (see 2.4.2). Zonal mean diagnostic of the temperature, clouds and
albedo are computed. Temperature is vertically interpolated. Depending on the value of the variable
NRINT an interpolation of all input variables to a coarser grid may be carried out. It may be
necessary to subdivide the latitude belt in a few parts for the actual calculation of radiative fluxes
because of storage space limitations. For this reason aloop over these parts follows. Inside thisloop
acall to routine RADLSW provides solar and thermal fluxes for a subset of points of that latitude
row. These fluxes are converted into transmissivities and emissivities and after completion of the
whole latitude circle they are transferred to the full grid when the calculations are carried out with
the coarse resolution (NRINT>1).

RADLSW is the driver routine of the solar and thermal fluxes by calling specialized routines SW
for shortwave radiation and either RRTM_RRTM _140GP or LW for longwave radiation.

2.6.3 Specialized routines

RADSRF is caled from RADPAR/CALLPAR to compute surface albedo and emissivity. It
computes the gridpoint diffuse and parallel spectral albedos and a spectrally integrated albedo (for
postprocessing). It also computes the emissivity inside and outside the window region, and the
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spectrally integrated emissivity. Finally, it computes spectrally integrated tile albedos to be used by
the surface energy balance routine (see Chapter 3 on vertical diffusion).

. LW organizes the longwave computation by caling in turn LWU, LWBV, LWC.

. LWU computes the effective absorber amounts including the pressure and temperature
dependencies in the spectral intervals of the longwave radiation scheme.

. LWBYV calsLWB and LWV

. LWB computes the Planck function with relation to temperature for all levels and spectral
intervals.

. LWV organizes the vertical integration by calling LWV N which deals with the contribution to the
flux of the layers adjacent to the level of computation of flux, LWVD which deals with the
contribution from the more distant layers, and LWVB which computes the contribution of the

boundary terms.

. LWTT and LWTTM compute the relevant transmission functions needed in LWVN, LWVD, and
LWVB.

. LWC introduces the effect of clouds on the longwave fluxes.

. SW organizes the shortwave computation by calling in turn SWU, SW1S, and SW2S.

. SWU computes the effective absorber amounts including the pressure and temperature

dependencies of the absorption.

. SWI1S and SW2S deal with the shortwave radiation transfer in the two spectral intervals used to
describe the solar spectrum. They both call SWCLR, which deals with the conservative scattering
processes (Rayleigh) and the scattering / absorption by aerosols in the totally clear sky part of the
atmospheric column, then SWR which deals with the same processes for the clear sky layersin an
otherwise cloudy column, and SWDE which computes the reflectivity and transmissivity of alayer
including non-conservative scatterers (cloud particles) with the Delta-Eddington approximation.

. SWTT and SWTT1, computes the relevant transmission functions.
. RRTM_RRTM_140GP organizes the longwave computation by calling in turn, within aloop on the
individual  vertical  columns, RRTM_ECRT 140GP, @ RRTM_SETCOEF 140GP,

RRTM_GASABSIA_ 140GP and RRTM_RTRN1A_140GP.

. RRTM_ECRT _140GP defines the surface spectral emissivity, and the spectral aerosol thickness,
and the layer absorber amounts and cloud quantities as used in RRTM

. RRTM_SETCOEF 140GP computes the indices and frcations related to the pressure and
temperature interpolations. It also calculates the values of the integrated Planck function for each
spectral band at the level and layer temperatures.

. RRTM_GASABSIA 140GP launchesthe calculation of the spectrally defined optical thicknessfor
gaseous absorption. It callsRRTM_TAUMOLN

. RRTM_RTRNI1A_ 140GP computes the downward then upward fluxes, using a diffusivity-type
approximation for the angle integration. Cloud overlap is treated with a generalized maximum/
random overlap method. Adjacent layers are treated with maximum overlap, non-adjacent cloud
groups are treated with random overlap. For adjacent cloud layers, cloud information is carried
from the previous two layers.

2.6.4 Heating rate computation
. RADHEAT or RADHEATN, depending whether the diagnostic or the prognostic cloud scheme is

used, recomputes at each time step the net radiative fluxes from the layers’ effective emissivity and
transmissivity, using the actual temperature and solar zenith angle. It also computes the downward
longwave and shortwave radiation at the surface.
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APPENDIX A LIST OF SYMBOLS

B, Planck function integrated over the half sphere with the factor invoving 1t absorbed: in units
of flux (W m™2)

Coid fractional cloud cover

p specific heat at constant pressure of moist air

Chyy specific heat at constant pressure of dry air

Cpovap specific heat at constant pressure of water vapour

Z, incident solar radiance in the direction 6,
F radiative flux

f fractional scattering into the forward peak
g acceleration of gravity

g asymmetry factor for aerosol scattering

k absorption coefficient

L, monchromatic radiance at wavenumber v
M magnification factor (= 35/,/(u5 + 1))
m

p

b

o, ozone mixing ratio
scattering phase function
pressure
Nn(u)du probability of a photon encountering an absorber amount between ¢ and ¢ +du
q specific humidity
r diffusivity factor (= secB)
r, mean effective radius of cloud water droplets
R reflectance
So solar flux at the top of the atmosphere
T transmittance
T temperature
¢, monchromatic transmission at wavenumber v
u absorber amount
a surface albedo
B?,bs cloud particle absorbtion coefficient
B extinction coefficient
BV scattering coefficient
O molecular absorption of gases
o optical depth
€ad cloud emissivity
sl = cosO
Y wavenumber
w, single scattering albedo (= B}/ k)
0] scattering phase function
(0] azimuth angle
0 zenith angle
6, direction of incident solar beam
(O] angle between incident and scattered radiances
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Part IV: PHYSICAL PROCESSES

CHAPTER 3 Turbulent diffusion and interactionswith
the surface

Table of contents
3.1 Introduction
3.2 The surface layer
3.2.1 Surface fluxes
3.2.2 Stability functions
3.2.3 Compuitation of the Obukhov length
3.2.4 Roughness lengths
3.3 The exchange coefficients above the surface layer
3.3.1 Generd
3.3.2 The exchange coefficients
3.4 Solution of the vertical diffusion equatioNS
3.5 The skin temperature
3.6 Tendency calculations and energy dissipation
3.7 Shorter time step in the vertical diffusion scheme
3.8 Diagnostic computations for postprocessing
3.8.1 Diagnostic boundary layer height
3.8.2Wind at 10 m level
3.8.3 Temperature and humidity at the 2 m level
3.8.4 Wind gusts
3.9 Code

3.1 INTRODUCTION

The parametrization scheme described in this chapter represents the turbulent transfer of heat, momentum and
moi sture between the surface and the lowest model level and the turbulent transport of the same quantities between
model levels. The scheme computes the physical tendencies of the four prognostic variables (v , v, T' and ¢ ) due
to the vertical exchange by turbulent (non-moaist) processes. These tendencies are obtained as the difference be-
tween the results of an implicit time-step from ¢ to ¢ + 1. All the diagnostic computations (such as the calculation
of the exchange coefficients, etc.) are done at time ¢ . The surface boundary condition is formul ated separately for
8 different tiles: water, ice, wet skin, low vegetation, exposed snow, high vegetation, snow under vegetation, and
bare soil. The different tiles have their own surface energy balance and their own skin temperature. In thisversion
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of the IFS, the mixture of land and ocean tilesis still not used, i.e. agrid box is either 100% ocean (water + ice) or
100% land (tile 3 to 8). Details about tiles are given in Chapter 7.

The eguation for the vertical diffusion of any conservative quantity y is:

Y _ 190, dyg_ 197y
ot poz K“’azD T p oz (3.3
The vertical turbulent flux </, (positive downwards) is written using a first-order turbulence closure, where K,

isthe exchange coefficient. The goal of the vertical diffusion parametrization isto define the exchange coefficients
and then to solve equation (3.1) with the following boundary conditions:

Lllazo a D = DPiop

3.2
d
Kwa_lij - ZFLCW'U(ZN (LIJ(Z)_lIJsurﬁ)aSZ .0

where p,,, isthe pressure at the top of the atmosphere. For heat and moisture the surface boundary condition is
provided tile by tile and fluxes are averaged over the N ;. tiles, weighted by their fraction F; . Thetransfer coef-
ficient C,,; at the lowest model level depends upon the static stability. The variable Wg, represents the value of
Y at the surface. For heat and moisture, 8 tiles are used (see Chapter 9). For wind, asingle tile is used with ano
dlip condition at the surface.

The vertical diffusion processis applied to the two horizontal wind components, . and v , the specific humidity
g and the dry static energy s, where
S =cC

(1+09)T+gz = c,T+¢ (3.3

pdry

where d = ¢4,/ Cpary =1 A Cpry s Cpyqp - @A ¢, arethe specific heats at constant pressure of dry air, water

vapour and moist air, respectively, and ¢ is the geopotential.

The problem is simplified by assuming that ¢ remains constant with respect to time during the turbulent diffusion
process (evenif inreality T' variationswould modify z(p) ). Exchange coefficients (with the dimension of apres-
sure thickness) are then computed for momentum and for heat (sensible plus latent) (the subscripts ‘M, ‘H * and
‘Q’ are used to identify the exchange coefficient for momentum, heat and humidity), with different formulations
for the stable and the unstable case (depending on the sign of a stability parameter, either the Obukhov length or
the bulk Richardson number in the surface layer). The implicit linear equations for the fluxes of momentum, firstly
for u and v and secondly for s and ¢, are solved by a Gaussian-elimination/back-substitution method.

The surface boundary condition is applied between the downward scanning elimination and the upward scanning
back substitution. It involves a no-slip condition for « and v and the tile-by-tile solution of the surface energy
balance for the boundary condition of s and ¢ . The water tile is an exception as it ignores the surface energy bal-
ance and uses the specified SST and the saturation specific humidity as boundary conditions.

Finally, the tendency of the variable temperature is computed, modified by the effects of local dissipation (it is as-
sumed that there is no storage of turbulence kinetic energy) and moisture diffusion on ¢, . The tiled surface fluxes
of heat and moisture are also computed for later use by the surface scheme.
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3.2 THE SURFACE LAYER

The surface layer approximation is applied between the lowest model level (about 10 m above the surface in the
60-level model) and the surface and for each tile separately. It is assume that the turbulent fluxes are constant with
height and equal to the surface values. They can be expressed, using Monin—-Obukhov similarity theory, in terms
of the gradients of wind, dry static energy and specific humidity, which are assumed to be proportional to universal
gradient functions of a stability parameter:

Ke0u _ o [EO
U, 02 MO0

Kz0s _ Z0
s 2z~ PREO (34)
Kz0q _ ¢ [ED
q+ 0z QOO

The scaling parameters u., s. and q. are expressed in terms of surface fluxes:

pu? = Jy
Pusss = Jg (3.5)
pu.q. =

q

The stability parameter £ is the Obukhov length defined as

3 _ u+s« —(c W C r)Tlu*q*
L= —u*/%QOVE with Qo = p apcp Pay + ET,U.q. (3.6)

Q. is the virtual temperature flux in the surface layer, K is the Von Kérméan constant (= 0.4), T} is a reference
temperature taken as a near-surface temperature (the temperature of the lowest atmospheric level) and
€ = (Rp/Rgy) — 1, where R, and Ry, are the gas constants for water vapour and dry air, respectively.

In the surface layer, the gradient functions (3.4) can be integrated to profiles

u = K;Z*DO E%’l:OfAOME E"Fz +LZOME LIJME?OMEE 37)

= K;Z*Doggl:;omg_ MEFﬁLZOME ng EE (3.9)
o i g
4 -Gurs = KpZ*DO E‘FZ;ZOME_ HEFZ LOME WHE‘FZQgé (3.10)

35
IFS Documentation Cycle CY28r1 (Edited 2004)



£ Part I1V: ‘Physical processes’
A~ 4

Zom s Zon aNd 2z aretheroughness lengths for momentum, heat and moisture. The stability profile functions W
are derived from the gradient functions (3.4) with the help of the relationship @ = 1-{(dW/0dC) . These profiles
are used for the surface atmosphere interaction as explained in the following sections and also for the interpolation
between the lowest model level and the surface (postprocessing of 10 m wind and 2m temperature and moisture).

In extremely stable situations, i.e. for very small positive £, theratio z/ £ islarge, resulting in unrealistic profile
shapes with standard stability functions. Therefore theratio z/ £ islimited to 5 by defining aheight 2 such that
h/ L = 5.If z <h,thenthe profilefunctions described above, areused upto z = h and the profilesare assumed
to be uniform above that. This modification of the profiles for exceptionally stable situations (no wind) is applied
to the surface transfer formulation as well as to the interpolation for postprocessing.

3.2.1 Surfacefluxes

Surface fluxes for heat and moisture are computed separately for the different tiles, so most of the surface layer
computationsloop over thetileindex. Here ageneral description isgiven of the aerodynamic aspects of the transfer
between the surface and the lowest model level. The description of theindividual tiles can be found in Chapter 7.

Assuming that the first model level above the surface islocated in the surface boundary layer at a specified height
z; , the gradient functions (3.4) can be integrated to profiles for wind, dry static energy and specific humidity. The
surface fluxes are expressed in terms of differences between parametersat level z; and surface quantities (identi-
fied by the subscript ‘surf’; the tile index has been omitted in this general description).

Ju = pCu|Uy|*
Js = pCl|U}|(s;~ Sur) (3.11)
Jq = pCQ|Ul|(alql_asurqu.1rf)

where qg,,r = Qsqt(Tsyrp) » Oy and ag,,. are provided by the land scheme, s.,.» = ¢, (1+ 8q54) Ty » and
q ., IS the apparent surface humidity also provided by the land surface scheme (the humldlty equation simplifies
over water where a; = 1, O, = 1 and g,, = g,

The transfer coefficients can be expressed as follows

Cy = _ (3.12)
|Og[?l [fL*Zomp,  FomQ
D Mg . O MO . 0O
K2
C, = (3.13)
K2} @"1 2oM[] [(Fom[] (FL 7 %om0_ @"1 ZOMD [FoH[]
['Og ZOM G- W E Y DJ[IOQ G 7 ot ¥eap DJ
2
K
Co= %1t 2omp %1t Zomp Fom[] %1t Zomp %1t Zom[y Foo[] (3.1
['OQD—ZOM ooz of qJMD_D}[IOQD—Z 0 Yoo o' qJQDTD}

The wind speed |U;| is expressed as
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UJ? = u+ v, +w? (3.15)

with w. the free convection velocity scale defined by

w = BEQL (3.16)

The parameter z; is ascale height of the boundary layer depth and is set to constant value of 1000 m, since only
the order of magnitude matters. The additional term in equation (3.15) represents the near surface wind induced by
large eddies in the free-convection regime. When the surface is heated, this term guarantees afinite surface wind-
forcing in the transfer law even for vanishing 1, and v;, and prevents |U;| and £ from becoming zero. Beljaars
(1994) showed that this empirical term, when added into the standard Monin—-Obukhov scaling, is in agreement
with scaling laws for free convection. When used with the roughness lengths defined below, it provides a good fit
to observational data, both over land and over sea.

3.2.2 Stability functions

The empirical forms of the dimensionless gradient functions @ (equations (3.4)) have been deduced from field
experiments over homogeneous terrain.

(@)

(b)

In unstable conditions, ({ = z/ £ <0), the gradient functions proposed by Dyer and Hicks are used
(Dyer, 1974; Hogstrom, 1988):

®y(Q) = (1-160)*

(3.17)
Q) = Do) = (1-160)7

These functions can be integrated to the universal profile stability functions, W, (Paulson, 1970):

W) = g—Zatan(x)Hong(l*'xz)
2 (3.18)
Wy(Q) = Wo(d) = 2IogE'1+TxE
O O

with x = (1- 16()1/4. The  -functions are used in the surface layer and the ¢-functions for

unstable stratification are used above the surface layer for local closure.
For stable conditions, ({ = z/£>0), the code contains gradient function ®,, as documented by
Hogstrom (1988), and ®, as derived from the Ellison and Turner relation for the ratio ®,,/ ®,:

Oy (2) = 1+ 5

3.19
®u(0) = Po(Q) = (1+4L)? (319

These functions were meant to be used for local closure above the surface layer, but are not used at
all in the current model version, because Richardson number dependent functions are used instead
(see section on exchange coefficients above the surface layer).
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The stable profile functions as used in the surface layer, are assumed to have the empirical forms
proposed by Holtslag and De Bruin (1988), with a modification to alow for the effects of a critical
flux Richardson number for large C :

Wy(Q) = ~b3 - Hexp(-d2) - a7 - %
(3.20)
(@) = Wo@) = b - op(-a) -+ Zagl -1

where a =1, b =2/3,c=5,and d =035 .
3.2.3 Computation of the Obukhov length

Thetransfer coefficients needed for the surface fluxes require the estimation of stability parameter ¢ , itself afunc-
tion of the surface fluxes. Therefore, animplicit equation, relating { to bulk Richardson number Rz, , issolved:

(Fr*2omp_, (LT 2om0,  [FoHO
. ['09 ZOH - WhE o E Wht D}
Ripy = (0O +2 > (3.21)
IogE;Fl oMO_ Fit 0|\/|D+lIJ (Fom
Oz O MO £ O°WwO. DO
with
#1(6y; = Byaurr)
Riyy. = 08 [f M (3.22)

BH g

where 8,; and 6, ,; arethevirtual potential temperatures at level z; and at the surface, and 6, isavirtual poten-
tial temperature within the surface layer. Equation (3.22) can be expressed in terms of dry static energy:

. 8z Z(SI_SSJrf)

Ripy = [ ~(5-¢)(q, - J 3.23
bulk !Uzlz G s (0-¢€)(q;-qaut) (3.23)

Knowing Ri, attime ¢, afirst guess of the Obukhov length is made from fluxes computed at the previoustime

step. Equation (3.21) is solved numerically using the Newton iteration method to retrieve C .

In contrast to the previous formulation used inthemodel (Louiset al., 1982), the present scheme allows a consi stent
treatment of different roughness lengths for momentum, heat and moisture. The revised stability functionsalso re-
duce diffusion in stable situations resulting in more shallow stable boundary layers.

3.2.4 Roughnesslengths

The integration constants zqy, , Zoy and zqq , in the equations for the transfer coefficients Cy,, Cy; and Cq,
(equations (3.12)—(3.14)) are called roughness lengths because they are related to the small scale inhomogeneities
of the surface that determine the air-surface transfer.
. Over land, roughness lengths are assumed to be fixed climatological fields as described in Chapter
9. They are derived from land-use maps, with an extra contribution dependent on the variance of
subgrid orography.

38
IFS Documentation Cycle CY28r1 (Edited 2004)



Chapter 3 “Turbulent diffusion and interactions with the surface’ -“ X :

. Over sea, the specification of surface roughness lengths is particularly important. Because of the
fixed boundary conditions for temperature and moisture the seais, in principle, an infinite source of
energy to the model. The surface roughness lengths are expressed by (Beljaars, 1994):

2

V+ U~

V4 = OQy— t 00—

oM Mu* Chg
v

o = auY (3.24)

OH Huk
_ v
2o = Yo,

These expressions account for both low and high wind regimes:

. At low wind speed the sea surface becomes aerodynamically smooth and the sea surface
roughness length scales with the kinematic viscosity v(= 1.5 D].O_szs_l) .

. At high wind speed the Charnock relation is used. The chosen constants are a,, = 0.11,
ay = 040, and o, = 0.62 (Brutsaert, 1982). The Charnock coefficient, oy, , is set equal
to 0.018 for the uncoupled model, and is provided by the wave model in coupled mode.

The smooth-surface parametrization is retained in high wind speed regimes for heat and moisture

because observations indicate that the transfer coefficients for heat and moisture have very little

wind-speed dependence above 4 ms ™ (Miller et al., 1992; Godfrey and Beljaars, 1991). In Egs.

(3.24), friction velocity u. , is calculated from

2.1/2

2+w*)

u. = Cy(u+v, (3.25)

with w. from eguation (3.16) using fluxes from the previous time step.

3.3 THE EXCHANGE COEFFICIENTS ABOVE THE SURFACE LAYER

3.3.1 General

A first order closure specifies the turbulent flux of a given quantity ¢ at agiven model level proportional to the
vertical gradient of that quantity:

_ oy
Iy = PKy3* (3.26)

The exchange coefficients K, are estimated at half model levels. The computation of the exchange coefficients
depends on the stability regimes (locally and at the surface) and on the vertical location above the surface. Fig. 3.1
summarizes the various areas where each scheme (non-local diffusion from Troen and Mahrt, local diffusion de-
pendent on the Richardson number, local diffusion with Monin—Obukhov functions) is applied. First, the local Ri-
chardson number is computed in each vertical layer:
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2 2 2
AU, +1/2 = (Up=tp41)" + (V= Vg 1)

svg _ 2(s,—Sp+1) s ~
Le,T0 v0 (Sk= P+ Spa1—Ppen) (-2~ p+a) (3.27)
{(8s)/(c, 1)}y 11/2

Rigi12 = (@, —@psq)
|AU|1§+1/2

Given thevalue of Ri , in stablelocal conditions the stability parameter ¢ = z/ £ isdeduced from precomputed
tablesgiving ¢ = {(Ri). A cubic splineinterpolation is performed (Press et al. 1992, pp107-111). In unstable | o-
cal conditions, wesimply set { = Ri.

3.3.2 The exchange coefficients

3.3.2(a) Turbulence length scale.

Themixinglengths /,, = I, = Kz usedinthe surfacelayer are bounded in the outer layer by introducing asymp-
totic length scales A, B and A, (Blackadar, 1962)

s L
M
1

H

™

(3.28)

1
I
1
l_H +

e Rle
>

>
™

The underlying ideaisthat vertical extent of the boundary layer limits the turbulence length scale. Since theresults
in the boundary layer are not very sensitive to the exact value of the asymptotic length scales, these parameters are
chosen to be constants:

Ay = Ay = 150m . (3.29)

Parameter 3 is 1 in the boundary layer but reduces the length scales above the boundary layer in order to prevent
excessive mixing to occur in and around the jet stream. The following expression is used

(1_ Bo)
1

min

B =B+ (3.30)

where 3, = 0.2 and H,,;,, = 4000m .

3.3.2 (b) M-O similarity with Ri<0 (ArealinFig. 3.1).

In this regime, the exchange coefficients K, are based on local similarity (Nieuwstadt, 1984) stating that the ex-
pressions of the surface layer similarity can be used in the outer layer (strictly speaking only valid for stable con-
dtions):
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12
K., = M oUu
M 2 a—
(DM z
, (3.31)
K, = oy
Dy Py 9z

Hereit isused for the unstable regime above the boundary layer, basically to provide strong vertical mixing in stat-
ically unstable situations.

3.3.2(c) Revised Louis schemefor Ri > 0 (ArealinFig. 3.1).

The use of Eq. (3.31) to define the exchange coefficients in the stable regime was found to be detrimental to the
scores of themodel (Beljaars, 1995) because of insufficient turbulent exchangein the lower troposphere. Therefore
arevised version of the Louis schemeis used (Beljaars and Viterbo, 1999; Viterbo et al., 1999):

Ky = |2 fu(Ri)
, (3.32)
K, = 152U (Ri)
0z
The functional dependenciesof f}, and f,, with Ri are:
fu(RD) = 1+2bRi(11+dRi)—1’2
1 (3.33)
fu(Ri)

= 1+ 26Ri(L+dRi)2

with b = 5 and d = 1 (these functions are revised versions of the Louis et al., 1982 functions and were intro-
duced in September 1995 in order to enhance turbulent transport in stable layers, see Viterbo et al., 1999).

3.3.2(d) Unstable at the surface (Area2inFig. 3.1). In unstable surface conditions ( €, <0 ), the ex-
change coefficients are expressed as integral profilesfor the entire convective mixed layer. This K-profile closure
is based on the form proposed by Troen and Mahrt (1986). This approach is more suitable than the local diffusion
one when the length scale of the largest transporting turbulent eddies have a similar size as the boundary layer
height itself (unstable and convective conditions). It also allows for an explicit entrainment parametrization in the
capping inversion (Beljaars and Viterbo, 1999).

First a characteristic turbulent velocity scale w,,, iscomputed:

wyp = (w8 +0.6wd)"° (3.34)

The velocities u. and w. are defined by equations (3.25) and (3.16) respectively.

Since the most energetic transporting scales of turbulent maotion in the convective boundary layer are thermals,
their strength is defined by a temperature excess with respect to their surrounding. The virtual dry static energy
excessiswritten as
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QOV

— (3.35)
Wiurh

Svturb = (_2dery)

The profileis scanned to find thefirst virtual dry static energy minimum abovethesurface s, ,,,;, alevel z,,.;, .
The the profile is further scanned to find mixed-layer depth, z;, defined in terms of the first level k where
Svk Z Sumin T Suturb and Zi = OS(Zk tZpy 1) :
. Area 2.1 in Fig. 3.1 . In the surface layer above the first atmospheric level, z; <z <0.1z;, the
exchange coefficients are prescribed as follows

K, = Kzu*%l—EEF 1

ZiDCD_M
21 (3.36)
= _EO0 -
K, = Kzu*%l 200,
. Area 2.2 in Fig. 3.1. Inthe unstable outer layer ( 0.1z, <z <z; ), Similar expressions are used:
z
Ky = hewod- 25
I
(3.37)

(0]

z

KH = kzwturb%l' - Z_EF_M
i

The Prandtl number Pr = @&,/ ®,, isevaluatedat z = 0.12;.
. Entrainment zone. Entrainment at the top of the convective boundary layer is taken into account
explicitly. The buoyant flux at z = z; isassumed to be proportional to the surface heat flux:

(QV)z:zi = _CentrQOv (3-38)

where the entrainment constant C,,,, is determined from experimental data. The numerical value
of 0.2 is chosen from Driedonks and Tennekes (1984).

Knowing the flux at the top of the mixed layer, the exchange coefficient can be expressed as:

5 Az .
KH = _CentrQOVA_e with
A\
L (3.39)
(88,)}, 415 = c_{sk =8,+1-05(0-€)(qr —qr+1)(Sp + S+ 1)}
pdry

Thenat 2 = z; :

K, = max(K,, K,) (3.40)
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Figure 3.1 Schematic diagram of the different regions of the boundary layer.
Instead of the exchange coefficients (K), . ;,, themselves, the scaled quantities (K), .1/, are computed

28t
I 341
KU, 1/ E+1/29Pr+1/2 (82)4 41,2 o

where a istheimplicitness factor of the finite difference scheme (see equation (3.44)).

3.4 SOLUTION OF THE VERTICAL DIFFUSION EQUATIONS

The equations for turbulent transfer are solved with the tendencies from the adiabatic (subscript ‘dyn’) and radia-
tive processes (subscript ‘rad’) as source terms in the right hand side:

o _ 9y oy

oy
ot Sop or|. T

> (3.42)

dyn rad

Since the thickness of the model layers Az is small near the ground, the time-stepping procedure must be implicit
in order to avoid numerical instability when KAt/(Az)2 > 1. However, the interaction with the adiabatic and ra-
diative processes is treated implicitly, and Janssen et al. (1992) have shown that if the tendencies are not added to
the right hand side of equation (3.42) a time step dependent equilibrium, and a too low numerical drag coefficient
for high wind speeds, arise. By applying a ‘fractional-steps’ method (Beljaars, 1991), the discretization of equation
(3.42) becomes, for 1<k <[,
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6_l]J _ LIJt+1_{lIJt+AL|den+AlIJrad}

0t | st At
o (3.43)
_ g X [HJk+1—lle|] Kt Wk = Wr -1
—Ep T~ P T
Prssra—Dn. 1/2Dk+1/2 k+120y o0 k-1/2 k-1/2[07, Zk—1DD
where
P o= ay Tt (1)’ (3.44)

The parameter a determines the implicitness of the scheme. For a = 0 the schemeis explicit, for a = 0.5 we
have a Crank—Nicholson and for a = 1 we have an implicit backward scheme. In the model, a = 1.5, to avoid
non-linear instability from the K-coefficients. The exchange coefficients are computed from the mean variables at
t-1.

The previous equation can be written as

_KE}e—l/ZB-Dk—1|]+ [1 KU, .12 qu 1/2}[%5 Kqul/z EBIJkuD
Ap, Ua O Ap,, Ap;, ol Apk a U (3.45)

t

Wy
= F + AlIden + Aquad
leading to the inversion of a tridiagonal matrix to solve for )/ a . The coefficients K’ are defined from (3.41).

At the lowest level (£ = [) the equation includes the surface fluxes which are obtained by averaging over N
tiles:

EI = £l+Aquyn+AL|Jrad_Kq 1/2EHJ7 ZF Coi {Azlll-'l AgyriOsurti} (3.46)

Q

withC 0 = Cwl |Ul|gp0(Atand

Y=0 A =1 Asurf:]' Npy=1for ¢y =u,v
LIJSUI’fi: Sskini rAli =1 Asurfi =1 NT = 8 for lIJ: S (347)
Wati = Tsat(Tsaini) Agi = Ay Asurfi = Oy Np=8for Y=g

Eq. (3.46) can be re-written

KE} 1/2[HJ1 1|:|+ 1+ F, LUiAli+KEl—1/2 g
Ap, Ap, Ap;  |Hol

=t (3.48)

C yiA
= % + AP+ AWy — ZF Zplwm Ewsurﬂ%
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Theimplicit value at the surface g, on the right hand side is obtained from coupling this last equation with the
calculation of the surface energy budget through the computation of the skin surface temperature (see equation
(3.62) in Section 3.5).

At the top of the atmosphere (£ = 1) turbulent fluxes at set to zero and we have

~ At ~ ~
_ Y1-Yo
%1 = %l APy, + Ay - Ky alp, (3.49)
which can be re-written
K lIJo K-*uz[ﬂJl_ thl
“pra O Ep,0a a T MVan M (350

Thetridiagona matrix equation is solved by adownward elimination scan followed by an upward back substitution
(Presset al., 1992, pp 42-43).

3.5 THE SKIN TEMPERATURE

The surface energy balance is satisfied independently for the tiles by cal culating the skin temperature for each tile.
The skin layer represents the vegetation layer, the top layer of the bare soil, or the top layer of the snow pack, has
no heat capacity and therefore responds instantaneously to changes in e.g. radiative forcing. In order to calculate
the skin temperature, the surface energy balance equation islinearized for each tile leading to an expression for the
skin temperature. This procedure is equivalent to the Penmann-Monteith approach which can be derived by elim-
inating the skin temperature from the surface energy balance equation assuming that the net radiation minus ground
heat flux is known (e.g. Brutsaert, 1982). The approach followed here is an extension to the Penmann-Monteith
derivation in the sense that it allows for coupling with the underlying soil (or snow, ice). Because of the short time
scale associated with the skin layer, the equation for its temperature is solved implicitly together with the vertical
diffusion in the boundary layer.

Thefollowing general discussion appliesto each tile but the parameters are tile dependent as discussed in the land
surface part of the documentation (Chapter 7). The surface energy balance equation can be written as:

OUsw+tUw+tH+Ld, = Ngin(Tyin—T) (3.51)

where Og, and O, , arethe net shortwave and longwave radiation fluxes at the surface and the right hand side
represents the ground heat flux through coupling with the underlying soil, snow or ice with temperature T', . The
turbulent sensible and latent heat fluxes are

H= J, -0, TopindJ, (352)
Js: pCH’Ul‘{Sl_Sskin} (353)
qu pCQ‘Ul‘{ qul - qsurquat(Tskin)} (354)

In order to solve for the skin temperature implicitly, the surface energy balanceis solved together with the vertical
diffusion equations. After the downward elimination scan of the tridiagonal system of equations (3.45) arelation
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is obtained between the lowest model level values and the surface values, i.e. between q; and (}sat(Tskm) , and
between s; and sszin :

81 = ZAs;'skin"'ZBs (355)

q1 = Zpoqsa(Tsin) + Zgg (3.56)

Since the vertical diffusion equation isformulated in terms of the time extrapol ated parameters (indicated by a hat,
see equation (3.44)), the skin temperature has to be extrapolated as well. Eliminating the lowest model level pa-
rameters and linearizing with respect to previous time step skin temperature leads to

H = pCy|U){(Zps- 1)ssdin + Zggt—c

pdry

TskinéJq (357)

dq O
J - pCQ’Ul‘ |:ul(ZAQ asurf)|:qsat(Tsk|n) + Sat(TSK'n Tskln)j| +alZBQE (3'58)

Also s«in heeds to be expressed in surface variables. For this purpose the moisture correction in ¢, isevaluated
from the previoustime level:

-;skin = Cstkin (359)

cp = pdry{ 1+ 6qsurquat(T‘t;kin) + 6(1 - ul)qg} (360)

The net long-wave radiation at the surface is linearized with respect to skin temperature at the previous radiation
time step (indicated by superscript trad , which can be up to 3 hours earlier):

Orw = 0Y89 - 4(T4% (Tain - T2) (3.61)

Substituting sszi» in(3.57) and replacing H and oJ, o insurface energy balance equation (3.51) by equations(3.57)
and (3.58) leadsto an expression for skin temperature T'sin at the extrapolated time level.

trad\4

Tain = [AginTs* O+ O3 + 4(T400" + pCylUIZgs + (362)

dq
pCQ(L_cpd kLné)‘UlygalZAQ asurf)%sat(Tskm) a;?thklnD-’- alZBQD:|
1

[4(Tiﬁ1d pCH’Ul‘ (Zps— 1)‘3 pCQ\ Uz’ (L- deTékin 5)(azZAQ - asurf)ﬁsat + /\skinJ

with ¢,, from equation (3.60). Following the downward elimination scan of the tridiagonal matricesfor s and g ,
equation (3.62) is solved for al the tiles, using the appropriate parameters for each tile (note that also the transfer
coefficients and therefore coefficients Z,, , Zg, , Z4,, Zp, aretile dependent). The resulting skin temperatures
areused in (3.48) with the corresponding weights of thetiles asaboundary condition before doing the upward scan-
ning back-substitution.
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This procedure is fully implicit for the dominant tile in the sense that atmospheric and skin variables are in equi-
librium at the new time level. However, equilibrium for non-dominant tilesis not necessarily achieved. It can hap-
pen that the surface fluxes from the dominant tile changes the temperature and moisture substantially at the lowest
model level. If the fluxes to another tile (with small fraction) happen to be very different, thistile will not see the
correct atmospheric state in the computation of the skin temperature. A full implicit coupling would require the
solution of a matrix problem involving the skin temperatures of all the tiles simultaneously.

3.6 TENDENCY CALCULATIONS AND ENERGY DISSIPATION

Total wind and specific humidity tendencies after the vertical diffusion (including also the dynamics and the radi-
ation) are

t+1 ¢
ou _u -u

ot At
a t+1 t
A (3.63)
ot At
‘M _ qt+1_qt
ot At
The kinetic energy lost by the mean flow through the diffusion process, E i, iS
t+1 t t+1 t
o Ul . tuq v| __*tvQ
Eg = 20t E% e 20t % i R (3.64)

Thekinetic energy lost isassumed to betransformed locally into internal energy. This procedure by-passesthe sub-
grid scale energy cascade, but it allowsto have a closed energy cyclein the model (the term is generally small)

t+1
oT = i{s -9+ By _Tt:| (365)
Ot |diff+dyn+raa 200 dery(1+€qt+l)

3.7 SHORTER TIME STEP IN THE VERTICAL DIFFUSION SCHEME

Thevertical diffusion schemeiscalled three timesin every physicstime step, with atime step of 1/3 of the standard
time step.

3.8 DIAGNOSTIC COMPUTATIONS FOR POSTPROCESSING

3.8.1 Diagnostic boundary layer height

Because of itsimportance for applications (e.g. in air pollution modelling), the boundary layer height is diagnosed
and made available for postprocessing. The parametrization of the mixed layer (and entrainment) already uses a
model level index as boundary layer height, but in order to get a continuous field, also in neutral and stable situa-
tions the parcel lifting method (or bulk Richardson method) proposed by Troen and Mahrt (1986) is used as a di-
agnostic, independent of the turbulence parametrization. Boundary layer height A p; isdefined asthe level where
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the bulk Richardson number, based on the difference between quantities at that level and the lowest model level,
reaches the critical value Ri,, = 0.25. The bulk Richardson is computed from the following set of equations

AU?

Sui

2 2
(Uppr =)+ (U —vy)

T(1+¢eq)) + gz

Cpdry
Sonbl = Cpdry Lnoi(1+€qpp;) + 8hy;
As = 8.5¢,q,yusQq, W

, s (3.66)
w, = {ux+06(g/T)Qu,hp} unstable
W, = Us stable
Ri, = h 28(synp1 =5y = Ds)

bl 2
(Sunpi + Sp1—8hp —82)) AU

where index [ indicates the lowest model level and &,; indicates the boundary layer height i.e the level where
Ri, = Ri,,.Thevirtual dry static energy from thelowest level s,; isincreased with aturbulent part As and com-
pared to thevirtual dry static energy at boundary layer height £, . The boundary layer height isfound by avertical
scan from the surface upwards. If the boundary layer height isfound to be between two levelsalinear interpolation
isdoneto find the exact position. Since the boundary layer height is needed for w, , the upward scan is done twice.
Thefirst oneuses hz; = 1000m in the expression for w ; the second scan uses the result of the first scan.

3.8.2 Wind at 10 m level

Wind at the 10 m level is computed for postprocessing because it is the standard level for SY NOP observations. It
can be obtained rather easily by vertical interpolation between the lowest model level and the surface, making use
of profile functions (3.7) and (3.8). This procedure is appropriate over the ocean or in areas where the surface is
smooth and homogeneous. However, the postprocessed field is meant to be comparable to wind from SY NOP ob-
servations and for observations over land WM O requires SY NOP stations to be in open terrain in order to be well
exposed to wind. So the SY NOP wind observations are not necessarily compatible with the wind that is represent-
ativefor alarge area(i.e. agrid box from the model). Over inhomogeneous terrain, the problem can be particularly
serious, because the “aerodynamic roughness length” in the model is adjusted to provide sufficient drag at the sur-
face which is dominated by the rough elements. This approach leads to a low area-averaged wind speed which is
not comparable to the “open-terrain” wind speed as observed by WMO stations.

In order to make the postprocessed wind compatible with SYNOP observations, the concept of exposure correction
is introduced. The open-terrain wind is obtained by taking the wind information from such a height above the sur-
face that it is less influenced by the underlying terrain. This height is called the blending height A,,,,,, - and for the
the interpolation to 10 m an aerodynamic roughness length is used that is typical for open terrain with grassland.

The interpolation procedure is as follows. First the blending height and the interpolation roughness length are set
dependent on the model roughness length field:

hotend = 75, Zomwamo = 003, Fpeng = (Ufiend + Viena) ™ ? if 2oy >0.03 (3.67)

- - — (124212 :
hplend =21+ Zomwmo = Zom Fiieng = (uf +vf) if 2qy, <0.03

48
IFS Documentation Cycle CY28r1 (Edited 2004)



Chapter 3 “Turbulent diffusion and interactions with the surface’

0

%10t Zomwmor] 0t ZomwmoQ, W, RoMWMO[]

S poms gVl ey M aa
Fiy = Fpjeng n n (3.68)
[Folend T 20MWMO[] Folend T 2oMWMO[] FoMWMO[]
ZoMwMO L O O . O

wherez,, = 10m , Fy,,,, isthehorizontal wind speed at the blending height either interpol ated from model lev-
elsto 75 m or copied from thelowest model level, and F15 istheresulti ng horizontal windspeed at 10 m. The wind
speed from equation (3.68) is converted to components making use of the wind direction from the lowest model
level.

3.8.3 Temperature and humidity at the2 m level

Computation of temperature and moisture at the 2 m level is based on interpolation between the lowest model level
and the surface making use of the same profile functions as in the parametrization of the surface fluxes. The fol-
lowing expressions are derived from equations (3.9) and (3.10)

FOHWMO[]

%21 Zomwmor] 2 Y Zomwmor]
T O Yeg . O VEO £ O

lo
90 Z0HWMO

8y = Squf (Sl - Ssurf) (369)

%1 Y Zomwmor W %1 Y ZomwmoQ [(FOHWMO[]
T TH

S S W5 I UM (5 T

tz tz FoQWMO[]
Iog[%'z omwymor]_, [F2”Zomwmor,

O zogwwo O HO L O A0 L O -
1t Zomwamor w  F * Zomwmop, w [Foewnmon
O Zogwwo O HO L O YO £ O

92 = qsurt (ql - qsurf)
log

with  z,= 2m, zogwyo = Zoqwmo = 0.003 if 2zp,>003, and otherwise zogwpyo = zoy and
Zoqwmo = Zog - Temperature T', isderived from s, and g, with equation (3.3). Also the dew point is computed
from q, and surface pressure. The dew point uses the saturation formulation with respect to water to be consistent
with WMO reporting practise. If the resulting dew point is lower than temperature T', , the dew point is set equal
to temperature.

3.8.4 Wind gusts

The computation of gustsisintended to be compatible with WM O observing practise for wind extremes. In order
to get uniform observations, WMO defines awind gust as the maximum of the wind averaged over 3 second in-
tervals.

First the friction and the horizontal wind speed at the 10 m level are computed from the lowest model level (no
exposure correction)

F
Us = ! (3.70)
log Frt Zomn ME'FZ +ZOMD+ W, Fom[)
Oz O MO £ O

_ Us %10t Zomp #10 ¥ Zom Fom[]
Fypyo = ?[IOQDWD_ Yug—— gt ¥m J
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To simulate gusts, the standard deviation of the horizontal wind is estimated on the basis of the similarity relation
by Panofsky et al. (1977)

=229 085 ¢ <o
o, = 2.29u. EEHEZD or L<

o, = 2.29. for L>0

(3.72)

with z; = 1000m . The difference between thegust and F';, isproportional to o, , wherethe multiplier has been
determined from universal turbulence spectra for a 50% exceeding probability of the three-second wind gust (see
Beljaars, 1987). The resulting wind gust is

Fgust = FMlO + Cugnlcu (3-73)

with parameter C,,,; = C,,, for openterrainand C,,, = 7.71 . To correct for extremem gusts over mountain-

ous terrain, where the roughness length is extreme, the following expression is used

_1. [?exp(KCugn)-FzOMD

C =
ugnl K 0 5+ZOM

From the controlling parameters it is clear that the effects of surface friction (through surface roughness) and sta-
bility are captured. However, the approach is not adequate for gusts in baroclinic situations and gusts due to strong
convective events. Parameter F,; is computed every time step and its maximum since the last postprocessing
time is written out for archiving.

3.9 CobE

Vertical diffusion, which affects temperature, velocities and specific humidity, is performed in subroutine VDF-
MAIN called by VDFOUTER which, inturn, iscalled by CALLPAR. VDFOUTER cals VDFMAIN three times
with 1/3 of the normal time step (these two routines have identical arguments so VDFMAIN can be called directly
if the vertical diffusion is only needed once per time step).

At the start of the model integration the foll owing setup routines are called to initialize modul es specific to the ver-
tical diffusion code:
. SUVDF. Setup routine for anumber of parametrization constants.
. SUVDFS. Setup routine for constants and tables related to the stability functions. Stability
functions are included as statement functions from fcvds.h.
. SUVEG. Setup routine for vegetation and tile parameters.

The main subroutine (VDFMAIN) does a sequence of computations and subroutine calls:

. The tiled surface fluxes and tiled skin temperatures are cycled from time step to time step (fluxes
are needed for the first guess of stability parameters), but are not available at the start of the
forecast. For the first time step, neutral transfer coefficients are used to estimate momentum fluxes,
the tiled skin temperatures are set equal to the grid box averaged skin temperature from the initial
condition, and the sensible and latent heat fluxes needed as a first guess for the Obukhov length
computation are set to zero.
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. VDFUPDZO0. This routine computes roughness lengths for momentum, heat and moisture over
ocean surfaces according to equation (3.24). It also computes surface buoyancy flux and Obukhov
length from the fluxes of the previous time level.

. The dry static energy is computed on model levels.

. A grid box average of the surface albedo is computed from the tile albedo and the tile fractions.

. VDFSURF. This routine prepares the surface boundary conditions for temperature and humidity
and is called for every tile. The following quantities are computed: the surface specific humidity at
saturation, the derivative of the saturation humidity curve at the surface, surface dry static energy,
and vegetation stomatal resistances (see Chapter 7).

. VFDEXCS. This routine determines the drag transfer coefficients between the surface and the
lowest model level with the thermal stability expressed as function of the Obukhov length. It is
called for every tile. The implicit relation between z/ £ and the Richardson number Ri,,;; is
solved iteratively (using the Newton method with the derivative approximated in finite differences).
Pre-computed tables defined in subroutine SUVDFS are used to obtain the first guess in stable
conditions (Ri>0) at the first time step. Transfer coefficients are multiplied by a constant factor

pa2itg .

. VDFEVAP. This routine computes for each tile the equivalent evapo-transpiration efficiency and
the corresponding parameters a; and ag,,, defined by the land surface scheme (see chapter 7).
Dry static energy at the surface at timelevel ¢ is estimated as well.

. VDFSFLX. This routine computes surface fluxes for each tile (heat flux, evaporation, momentum
flux and virtual heat flux) at time ¢ for later usein similarity functions and for the estimation of the
diagnostic boundary layer depth.

. VDFDPBL. This routine diagnoses the boundary layer height for timelevel ¢ . This boundary layer
height is for postprocessing only and is not used by the parametrization.

. VDFEXCU. This routine determines the turbulent diffusion coefficients between the model levels
above the surface layer. In unstable surface conditions, the depth of a mixed layer is estimated
where the diffusion coefficients are expressed according to equations (3.36) and (3.37). Above the
mixed layer, the diffusion coefficients are expressed from local similarity theory with equations
(3.31) if Ri<0. In layers with Ri>0, diffusion coefficients are expressed as function of the
Richardson number according to equation (3.32). The entrainment rate at the top of the mixed layer
is computed according to (3.40).

. VDFDIFM. This routine solves the diffusion equation for momentum, by Gaussian elimination of
the tridiagonal matrices.

. VDFDIFH. This routine solves the diffusion equations for dry static energy and specific humidity.
A downward elimination scan is done through the tridiagonal matrices, and coefficients z, ¢, 2pg
24, and zg, are computed for each tile. Then, subroutine VDFTSK is called for each tile to
compute the skin temperatures from the surface energy balance equation. Subsequently the tiled
skin temperatures are used as a boundary condition and the back-sustitution is performed.

. VDFINCR. This routine computes the tendencies of the prognostic variables and estimates the
kinetic energy dissipation.

. VDFTFLX. Thisroutine computes the tile fluxes at the new time levels. These are also the fluxesto
be used in the land surface scheme. Averaging over the tiles is also done for diagnostic purposes
and postprocessing.

. VVDFPPCFL. This routine computes the surface 2 metre temperature and humidity (dew point and
specific humidity), and the wind at 10 m.

. VDFPPGUST. This routine computes wind gusts as they are typically observed by standard WMO
SYNOP stations.
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APPENDIX A LIST OF SYMBOLS

Cy transfer coefficient for heat

Cu transfer coefficient for momentum (drag coefficient)
Cq transfer coefficient for moisture

p specific heat at constant pressure of moist air

Cpdry specific heat at constant pressure of dry air

Cpvap specific heat at constant pressure of water vapour

E kinetic energy lost by the diffusion process

f Coriolis parameter

Fyona horizontal wind speed at blending height (for pp of 10 m wind)
Fy horizontal wind speed at 10 m level (for pp)

g acceleration of gravity

hgL diagnosed boundary layer height

Rpiend blending height (for pp of 10 m wind)

Jy vertical turbulent flux of

J, surface humidity flux

J, surface flux of dry static energy

Jy surface momentum flux

K, turbulent exchange coefficient for

K, turbulent exchange coefficient for heat

Ky turbulent exchange coefficient for momentum
K, turbulent exchange coefficient for moisture

L Obukhov length

L latent heat of vaporization/sublimation

Iy mixing length for heat

Iy mixing length for momentum

Np number of tiles

p pressure

Pr Prandtl number

q specific humidity

g =dJ,/(pu+)

Qoy virtual temperature flux in the surface layer
Qs saturation specific humidity

Ry gas constant for dry air

Ry gas constant for water vapour

Ouw net long wave radiation at the surface
Ogw net short wave radiation at the surface
RHg ¢ relative humidity at the surface

Ri local Richardson number

Ri ik bulk Richardson number for the surface layer
s dry static energy

s, virtual dry static energy

S = J/(pu+)

T temperature

t time
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Subscripts:
i

k

l

skin
surf

horizontal wind speed
horizontal wind components
friction velocity = (Jy/ p)l/2
free convection velocity scale
turbulent velocity scale

roughness length for momentum (aerodynamic roughness length)

roughness length for heat

roughness length for moisture

scale height of the boundary layer

height of the lowest model level [

roughness length for momentum at SY NOP station
roughness length for heat at SYNOP station
roughness length for moisture at SYNOP station
height of sreen level observation (2 m)

height of surface wind observation (10 m)
implicitness factor for diffusion equation
Charnock parameter

scaling parameter for asymptotic mixing length
time step

vertical grid length

cpvap/cpdry -1
= (Rvap/Rdry) -1

virtual potential temperature

Von K&rmén’s constant

asymptotic mixing length

conductivity of

kinematic viscosity

density

standard deviation of horizontal wind

=z/L

geopotential

universal gradient stability function for wind
universal gradient stability function for temperature
universal gradient stability function for moisture
symbolic reference to a conservative quantity
universal profile stability function for wind
universal profile stability function for temperature
universal profile stability function for moisture

tile index

level index (counted from model top downwards)
referring to lowest model level

referring to the skin layer

referring to the surface
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Superscrips:
t index for old time level, indicating beginning of time step
t+1 index for new time level, indicating end of time step
trad index referring to the latest full radiation time step
Special symbols:
P implicit variable | defined by equation (3.44)
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Part IV: PHYSICAL PROCESSES

CHAPTER 4 Subgrid-scale orographic drag

Table of contents
4.1 Genera principles
4.2 Description of the scheme
4.2.1 Blocked-flow drag
4.2.2 Gravity-wave drag
4.3 Specification of subgrid-scale orography
4.4 Code
441 GWSETUP
4.4.2 GWPROFIL
4.4.3 GWDRAG

4.1 GENERAL PRINCIPLES

Theinfluence of subgridscal e orography on the momentum of the atmosphere, and hence on other parts of the phys-
ics, is represented by a combination of lower-troposphere drag created by orography assumed to intersect model
levels, and vertical profiles of drag due to the absorbtion and/or reflection of vertically propagating gravity waves
generated by stably stratified flow over the subgridscal e orography. The scheme is described in detail in Lott and
Miller (1996).

The scheme is based on ideas presented by Baines and Palmer (1990), combined with ideas from bluff-body dy-
namics. The assumption is that the mesoscale-flow dynamics can be described by two conceptual models, whose
relevance depends on the non-dimensional height of the mountain via.

g - NH

where H is the maximum height of the obstacle, U is the wind speed and IV is the Brunt-Véiséla frequency of
the incident flow.

At small H, all the flow goes over the mountain and gravity waves are forced by the vertical motion of the fluid.
Suppose that the mountain has an elliptical shape and a height variation determined by a parameter 4 in the along-
ridge direction and by a parameter a in the cross-ridge direction, such that y = a/b < 1, then the geometry of the
mountain can be written in the form

H

h(x,y) = .
1+x°/a° +y2/b2

(4.2)

In the simple case when the incident flow is at right angles to the ridge the surface stress due to the gravity wave
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has the magnitude

Tywe = PobGB(Y)NUH? (4.3)

provided that the Boussinesg and hydrostatic approximations apply. In Eq. (4.3) G isafunction of the mountain
sharpness (Phillips 1984), and for the mountain given by Eq. (4.2), G = 1.23. Theterm B(y) isafunction of the
mountain anisotropy, y, and can vary from B(0) = 1 for atwo-dimensional ridgeto B(1) = 1/ 4 for acircular
mountain.

At large H,, the vertical motion of the fluid is limited and part of the low-level flow goes around the mountain.
Asisexplained in Section 4.2, the depth, Z,,, , of this blocked layer, when U and N are independent of height,
can be expressed as

H -H,
Zb|k - meaXB), nH ncmE (44)
n

where H,, isacritical non-dimensional mountain height of order unity. The depth Zy,, can be viewed asthe up-
stream elevation of the isentropic surface that is raised exactly to the mountain top. In each layer below Z,, the

flow streamlines divide around the obstacle, and it is supposed that flow separation occurs on the obstacle’s flanks.
Then, the drag, Duik(2) , exerted by the obstacle on the flow at these levels can be written as

U|lu
Diu(2) = -poCl(e) o (@5

Here [(z) represents the horizontal width of the obstacle as seen by the flow at an upstream height z and Cj,
according to the free streamline theory of jets in ideal fluids, is a constant having a value close to unity (Kirchoff
1876; Gurevitch 1965). According to observations, C4 can be nearer 2 in value when suction effects occur in the
rear of the obstacle (Batchelor 1967). In the proposed parametrization scheme this drag is applied to the flow, level
by level, and will be referred to as the drag of the *blocked’ flow, D, . Unlike the gravity-wave-drag scheme, the
total stress exerted by the mountain on the ‘blocked” flow does not need to be known a priori. For an elliptical
mountain, the width of the obstacle, as seen by the flow at a given altitude z < Z,,, is given by

_ 173
I(z) = 2b EZ*’%ZE (4.6)

In Eq. (4.6), it is assumed that the level Z,,, is raised up to the mountain top, with each layer below Z,,, raised
by a factor H/Z,,, . This leads, effectively, to a reduction of the obstacle width, as seen by the flow when com-
pared with the case in which the flow does not experience vertical motion as it approaches the mountain. Then ap-
plying Eq. (4.5) to the fluid layers below Z,, , the stress due to the blocked-flow drag is obtained by integrating
fromz = 0toz = Z,, viz.

ulu|
Tou = CyTb PoZpy 5 (4.7)
However, when the non-dimensional height is close to unity, the presence of a wake is generally associated with
upstream blocking and with a downstream foehn. This means that the isentropic surfaces are raised on the wind-
ward side and become close to the ground on the leeward side. It we assume that the lowest isentropic surface pass-

ing over the mountain can be viewed as a lower rigid boundary for the flow passing over the mountain, then the
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distortion of this surface will be seen as a source of gravity waves and, since this distortion is of the same order of
magnitude as the mountain height, it is reasonable to suppose that the wave stresswill be given by Eq. (4.3), what-
ever the depth of the blocked flow, Z,,, , although it is clearly an upper limit to use the total height, H . Then, the
total stressisthe sum of awave stress, T,,,,,., ad a blocked-flow stress whenever the non-dimensional mountain
height H,>H, ,i.e.

T=1 Eﬂ + _Ca_ maxEO By, _H“m'EE (4.8

The addition of low-level drag below the depth of the blocked flow, Z,,, , enhances the gravity-wave stress term
in Eq. (4.8) substantially.

In the present scheme the value of C, is alowed to vary with the aspect ratio of the obstacle, as in the case of
separated flows around immersed bodies (Landweber 1961), while at the same time setting the critical number
H Ny equal to 0.5 as a constant intermediate value. Note also that for large H,,, Eq. (4.8) overestimates the drag
in the three-dimensional case, because the flow dynamics become more an more horizontal, and the incidence of
gravity wavesis diminished accordingly. In the scheme a reduction of thiskind in the mountain-wave stress could
have been introduced by replacing the mountain height given in Eq. (4.3) with a lower ‘cut-off” mountain height,
H(anm/Hn) . Nevertheless, this has not been done. Cases with large non-dimensional mountain heights are often
associated with low-level wave breaking, and hence the main impact of adopting of a cut-off mountain height
would be a reduction of this low-level drag.

4.2 DESCRIPTION OF THE SCHEME

Following Baines and Palmer (1990), the subgrid-scale orography over one grid-point region is represented by four
parameters i, y, o and 8 which stand for the standard deviation, the anisotropy, the slope and the geographical
orientation of the orography, respectively. These four parameters have been calculated from the US Navy (USN)
(10’ x 10") data-set.

The scheme uses values of low-level wind velocity and static stability which are partitioned into two parts. The
first part corresponds to the incident flow which passes over the mountain top, and is evaluated by averaging the
wind, the Brunt-Vaisal4 frequency and the fluid density between p and 2u above the model mean orography. Fol-
lowing Wallaceet al. (1983), 2 is interpreted as the envelope of the subgrid-scale mountain peaks above the mod-
el orography. The wind, the Brunt-Véiséla frequency and the density of this part of the low-level flow will be
labelled Uy, Ny and pg, respectively. The second part is the ‘blocked” flow, and its evaluation is based on a
very simple interpretation of the non-dimensional mountain height H,,. To first order in the mountain amplitude,
the obstacle excites a wave, and the sign of the vertical displacement of a fluid parcel is controlled by the wave
phase. If a fluid parcel ascends the upstream mountain flank over a height large enough to significantly modify the
wave phase, its vertical displacement can become zero, and it will not cross the mountain summit. In this case the
blocking height, Z,,, , is the highest level located below the mountain top for which the phase change between Z
and the mountain top exceeds a critical value H,,_, i.e.

3u

(4.9)

In the inequality (4.9), the wind speed, U(z), is calculated by resolving the wind, U(z), in the direction of the
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flow Uy . Then, if the flow veers or backs with height, (4.9) will be satisfied when the flow becomes normal to
Uy . Levels below this “critical” altitude define the low-level blocked flow. The inequality (4.9) will also be satis-
fied below inversion layers, where the parameter N is very large. These two properties allow the new parametri-
zation scheme to mimic the vortex shedding observed when pronounced inversions occur (Etling 1989). The upper
limit in the equality (4.9) was chosen to be 3, which is above the subgrid-scale mountain tops. This ensures that
the integration in equality (4.9) does not lead to an underestimation of Z,,, , which can occur because of the limited
vertical resolution when using 24 as an upper limit (a better representation of the peak height), but this upper limit
could be relaxed given better vertical resolution.

In the following subsection the drag amplitudes will be estimated combining formulae valid for elliptical moun-
tains with real orographic data. Considerable simplifications are implied and the calculations are, virtually, scale
analyses relating the various amplitudes to the sub-grid parameters.

4.2.1 Blocked-flow drag

Within a given layer located below the blocking level Z,,, , the drag is given by Eq. (4.5). At a given altitude z,
the intersection between the mountain and the layer approximates to an ellipse of eccentricity

1
N Eoik —Zmé
(@', 6)=(a,0) g ek (4.10)
where, by comparison with Eq. (4.6), it is also supposed that the level z = 0 (i.e. the model mean orography) is
atan altitude p above the mountain valleys. If the flow direction is taken into account, the length I(z) can be writ-
ten approximately as

1

I(z) = 2 max (bcosq.l,asinq.l)gz;'f_;zg (4.12)

where @ is the angle between the incident flow direction and the normal ridge direction, 6, For one grid-point
region and for uniformly distributed subgrid-scale orography, the incident flow encounters L/ (2a) obstacles is
normal to the ridge (Y = 0), whereas if it is parallel to the ridge (@ = 1/2) it encounters L/(2b) obstacles,
where L is the length scale of the grid-point region. If we sum up these contributions, the dependence of Eq. (4.11)
on a and b can be neglected, and the length /(z) becomes

1
I(z) = LEZ;'i_“zg. 4.12)

Furthermore, the number of consecutive ridges (i.e. located one after the other in the direction of the flow) depends
on the obstacle shape: there are approximately L/ (2b) successive obstacles when the flow is along the ridge, and
L/(2a) when it is normal to the ridge. If we take this into account, together with the flow direction, then

1
_L* Zox—217 reosy SNy

Relating the parameters a and & to the subgrid-scale orography parameters a = 4/ ¢ and a/b =y and, allowing
the drag coefficient to vary with the aspect ratio of the obstacle as seen by the incident flow, we have
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_ cosqu +ysi nZlIJ

> — (4.19)
ycos Y + sin“y
and the drag per unit area and per unit height can be written
1
Dy, (z) = -C, max% ODpZCL EZZD'S_ m Ez max (cosy , ysin w)% . (4.15)

The drag coefficient is modul ated by the aspect ratio of the obstacle to account for the fact that C 4 istwice aslarge
for flow normal to an elongated obstacle asit is for flow round an isotropic obstacle. The drag tends to zero when
the flow is nearly along along ridge because flow separation is not expected to occur for a configuration of that
kind. It can be shown that the term max(cosy , y sing) issimilar to alater form used for the directional depend-
ence of the gravity-wave stress. For simplicity, this later form has been adopted, i.e.

Dy (z) = Cy max%—%,o = § D2 (BCOS qJ+Csm W) —— | Ul (4.16)

2uD

where the constants B(y) and C(y) are defined below. The difference between Eq. (4.15) and Eq. (4.16) has been
shown to have only a negligible impact on all aspects of the model’s behaviour,

In practice, Eq. (4.16) is suitably resolved and applied to the component from of the horizontal momentum equa-
tions. This equation is applied level by level below Z,,, and, to ensure numerical stability, a quasi-implicit treat-
ment is adopted whereby the wind velocity U in Eq. (4.16) is evaluated at the updated time ¢ + d¢ , while the wind
amplitude, |U] , is evaluated at the previous time step.

4.2.2 Gravity-wavedrag

This gravity-wave part of the scheme is based on the work of Miller et al. (1989) and Baines and Palmer (1990),
and takes into account some three-dimensional effects in the wave stress amplitude and orientation. For clarity and
convenience, a brief description is given here. On the assumption that the subgrid-scale orography has the shape of
one single elliptical mountain, the mountain wave stress can be written as (Phillips 1984)

(11,15) = pxUuNzHbG(B cos™ Py + C sinYy , (B - C) siny cos Yy) (4.17)

where B = 1—0.18y—0.04y2, C = 048y + O.3y2 and G is a constant of order unity. Furthermore, when b or
a are significantly smaller than the length L, characteristic of the gridpoint region size, there are, typically,
L2/(4ab) ridges inside the grid-point region. Summing all the associated forces we find the stress per unit area,
viz.

(11, Ty) = pxUuNyHOG{B cos’ Yy + C sin“Py , (B - C) sinyy cosy} (4.18)

where H has been replaced by 2u,and ¢ by p/o.

It is worth noting that, since the basic parameters p;;, Uy, Ny are evaluated for the layer between p and 2p
above the mean orography that defines the model’s lower boundary, there will be much less diurnal cycle in the
stress than in previous formulations that used the lowest model levels for this evaluation. The vertical distribution
of the gravity-wave stress will determine the levels at which the waves break and slow down the synoptic flow.
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Since this part of the scheme is active only above the blocked flow, this stress is now constant from the bottom
model level to thetop of the blocked flow, Z,,, . Above Z,,, , up to the top of the model, the stressis constant until
the waves break. This occurs when the total Richardson number, Ri, falls below acritical value Rig,;, whichis
of order unity. When the non-dimensional mountain height is close to unity, this algorithm will usually predict
wave breaking at relatively low levels; thisisnot surprising since the linear theory of mountain gravity waves pre-
dicts low-level breaking waves at large non-dimensional mountain heights (Miles and Huppert 1969). In redlity,
the depth over which gravity-wave breaking occurs is more likely to be related to the vertical wavelength of the
waves. For this reason, when low-level wave breaking occurs in the scheme, the corresponding drag is distributed
(abovethe blocked flow), over alayer of thickness Az , equal to aquarter of the vertical wavelengths of the waves,
i.e

Zyy + Dz

N g - T
J’ Updz~2 (4.19)

Zblk

Abovethe height Z,, + Az are waveswith an amplitude such that Ri > Ri;;

4.3 SPECIFICATION OF SUBGRID-SCALE OROGRAPHY

For completeness, the following describes how the subgrid-scale orography fields were computed by Baines and
Palmer (1990). The mean topographic height above mean sealevel over the gridpoint region (GPR) is denoted by
h , and the coordinate z denotes elevation above thislevel. Then thetopography relativetothisheight A (x, y) - h
is represented by four parameters, as follows
0 The net variance, or standard deviation, W, of A(x,y) in the grid-point region. Thisis calculated
from the US Navy data-set, or equivalent, as described by Wallace et al. (1983). The quantity p
gives ameasure of the amplitude and 2|1 approximates the physical envelope of the peaks.
(i) A parameter y which characterizes the anisotropy of the topography within the grid-point region.
(iii)  Anangle @, which denotes the angle between the direction of the low-level wind and that of the
principal axis of the topography.
(iv) A parameter o which represents the mean slope within the grid-point region.

The parameters y and Y may be defined from the topographic gradient correlation tensor

= 0hoh
Y 0x;0x;

wherex; = x,and x, = y, and wherethe terms be calculated (from the USN data-set) by using all relevant pairs
of adjacent gridpoints within the grid-point region. This symmetric tensor may be diagonalized to find the direc-
tions of the principal axes and the degree of anisotropy. If

Kzzgjaﬁ@

s +En L - %_hﬁ_@_hﬁg and M = 90k (4.20)

2ox Doyl T 0xdy '

[ ] o

the principal axis of H,; isoriented at an angle 6 to the x -axis, where 8 is given by
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0= :—2Larctan(M/L). (4.21)

This gives the direction where the topographic variations, as measured by the mean-square gradient, are largest.
The corresponding direction for minimum variation is at right anglesto this. Changing coordinatesto x', y' which
are oriented along the principal axesx' = x cos@ +y sin@ and y' = y cosB—-x sin@ , thenew valuesof K, L
and M relative to these axes, denoted K’ , L' and M', aregiven by

1
K =K L = (L*+M>° and M' = 0,

where K, L and M are given by Eq. (4.20). The anisotropy of the orography or ‘aspect ratio’. y is then defined
by the equations

V2 = BRCF, PR f
Loy'0" Loy’
(4.22)
_K-L' _ K- (L*+MY)"’
K'+L' g, (L2+M2)1/2
If the low-level wind vector is directed at an angle ¢ to the x -axis, then the angle @ is given by
Y =06-¢. (4.23)
The slope parameter, o, is defined as
2 _ Phf
0" = 5o (4.24)

i.e. the mean-square gradient along the principal axis.

4.4 CODE

The code mirrors the basic form of the scheme. Hence there is a routine defining all the basic input values for the
evaluations of drag, wave stress etc.; a routine to calculate the vertical distribution of wave stress; and a principal
routine which computes the wave stress at the surface and the total momentum tendencies, including that from the
low-level drag.

The orography parametrization is called from CALLPAR as GWDRAG which in turn calls GWSETUP, and GW-
PROFIL.

441 GWSETUP

This defines various reference model levels for controlling the vertical structure of the calculations, and sets up a
number of derived atmospheric variables and geometric calculations required to run the scheme:
(@  The definition of the Brunt-\Visala frequency on half levels
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(b)  The déefinition of the mean wind components in the layer p<z <2u (where p is the standard
deviation of the subgridscale orographic height)

Z U,Lp,,
k=u

Ulow = k;zu (4.26)

=

and similarly for V| o\ ; likewise the mean static stability, N| oy, and the mean density, p, ow
are calculated.

(c)  The calculation of necessary geometry pertaining to geographical orientation of subgridscale
orography and wind direction,

Vv
_ 100" k[
5 = tan Fpt 5 4.27)
Y, = 6-0, (4.28)
_ V
= a0V Lown (4.29)
b =tan W owH

and Y = 6- ¢, where 8 isthe orientation of ridges relative to east, and the calculation of Phillips
(1984) parameters

B = 1-0.18y-0.04y" , C = 0.48y+ 0.3y, (4.30)

where y isthe anisotropy of the subgridscale orography.
(d)  Thecalculation of the vertical wind-profile in the plane of the gravity wave stress. Defining

o U
- Jiow

\%
f LOW v/

k

B ’VLOW’ ’VLOW’

and similarly for V, ,where V ow = (U ow Viow) »
then the wind profile is defined level-by-level as

Vg = (U, D1+ V,, D,) (D1+D3)"?, (4.31)
where D, = B-(B-C) sinzq_.u and D, = (B-C) siny cosy ; the values of V§ are also used
to compute half level values V7, , ,, etc. by linear interpolation in pressure.

(e)  Thecalculation of basic flow Richardson Number
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E Pr—Pr_1 EZ
Eer_12 (VE-VE DO

Riy-12 = Nf_y1)

) The calculation of the depth of the layer treated as ‘blocked’ (i. e. experiencing a direct drag-force
due to the subgrid-scale orography). This is given by the value of Z,, that is the solution to the
finite-difference form of the equation

Ny

— dz =2 F, (4.32)

Uy

Zhlb
where F' is a constant defined later.
(g)  The calculation of the layer in which low-level wave-breaking occurs (i. e. the layer experiencing

gravity wave breaking (if any) immediately above the ‘blocked’ layer). This is given by the value of
Az that is the solution to the finite difference form of the equation

g e

N
—*dz = g; (4.33)
Zhlb Uk

the value of (Zy,, + Az) is not allowed to be less than 4p.
(n)  The calculation of the assumed vertical profile of the subgridscale orography needed for the

‘blocking’ computations
7 —
ZEEP: [Zplk ~ 2k, (4.34)
ZptH

This computes the vertical profile of gravity-wave stress by constructing a local wave Richardson number which
attempts to describe the onset of turbulence due to the gravity waves becoming convectively unstable or encoun-
tering critical layers. This wave Richardson number can be written in the form

4.4.2 GWPROFIL

~.  — 0 - 0
Ri = Ri Dl_—azg,
0

where Ri is the Richardson number of the basic flow. The parameter a = N|3z|/ U, in which|3z| represents the
amplitude of the wave and U, is the wind speed resolved in the direction of T,,,,. By requiring that Ri never
falls below a critical value Rigit (currently equal to 0.25), values of wave stress are defined progressively from
the top of the blocked layer upwards.

When low-level breaking occurs the relevant depth is assumed to be related to the vertical wavelength. Hence a
linear (in pressure) decrease of stress is included over a depth Az given by the solution of Eq. (4.32). The linear
decrease of stress is written as

(Pr-pPz,)
(py) = Tz, + (T*—szlk)ﬁ (4.35)
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where the asterisk subscript indicates that the valueis at the level (Z,, + Az) .

443 GWDRAG
Thisisthe main routine. After calling GWSETUP, it defines the gravity-wave stress amplitude in the form,

Tyave = BPLowTH (U%ow *+ V2 ow) Y2 (D%, + D%)Y2 N oy (4.36)
(where kis a constant defined later and ¢ is the mean dope of the subgrid-scale orography) and then calls

GWPROCIL. The tendencies due to the wave stresses are then calculated in the form gravity-wave stress
amplitude in the form,

Tyave = RBPLOWIH (U? ow *+ V2 ow)Y? (D% + D)2 N oy (4.37)

where % is a constant defined later and o isthe mean slope of the subgrid-scale orography.

Pupg  _ (k+1 Tz)

IZBtuNalve (p k+1~ Pk )f(lIJ) (4-38)

where f(\p) isthe necessary geometric function to generate components, (similarly for (0v/0t)ae)-

Next the low-level blocking calculations are carried out for levelsbelow z,, . These are done level-by-level asfol-
lows. Writing the low-level deceleration in the form

oug  _ _ 1 oo 1ok —2 U|U|
EBtDD|k Cy max% = sz o (B cos L|J+C sin lIJ) (4.39)

where r = (coquJ+ysin2qJ)/(y COSZL|J+Sin2L|J) and B and C have been defined earlier, Eq. (4.39) is
evaluated in the following partially implicit manner by writing it in the form

~n+l

B)—ulj = U;(]n—l:_ n—l~n+l
Lot L, 20t Aoy

then U" " = Ur-1/(1+B) and B = A |Un-1 2At . Hence

wug _ 0B gUr-t?
Coet,, ~—  CL+pO

This calculation is done level-by-level.

Finally the tendencies are incremented. Thisincludeslocal dissipation heating in the form

@Tn_ 1DISS
Lot U ¢, 20t
= 10 a2 4 (yn-1y2_ OG0 08 U n-1 Pug
where DISS = 25(U )2+ (Vn-1) @ E and U = U +2AtEBtDsgsor etc.
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APPENDIX A LIST OF SYMBOLS

half mountain width in x -direction

function of the mountain anisotropy

half mountain width in y -direction

drag coefficient

drag dueto flow in blocked layer

function of the mountain sharpness

maximum mountain height (= 2)

mountain height profile

non-dimensional mountain height ( = NH/|U])
critical non-dimensional mountain height

length scale of the grid-point region

horizontal width of mountain seen by the upstream flow
Brunt-Vaiséla frequency

Brunt-Vaisala frequency of un-blocked flow evaluated at height H(= 2u)
Richardson number

critical Richardson number

wind speed in x -direction

wind speed of incident un-blocked flow evaluated at height H(= 2p)
component of the wind speed in the direction of Uy
component of wind speed in the direction of the stress t
wind speed in y -direction

depth of blocked layer

anisotropy of the orography ( = a/b<1)

orientation of the orography

standard deviation of orography

density of air at the surface

density of the un-blocked flow evaluated at height H(= 2)
slope of the orography

stress due to blocked flow

surface stress due to gravity waves

angle between incident flow and orographic principal axis
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Part 4: PHYSICAL PROCESSES

CHAPTER 5 Convection

Table of contents

5.1 Introduction
5.2 Large-scale budget equations
5.3 Cloud model equations
5.3.1 Updraughts
5.3.2 Downdraughts
5.4 Convection Initiation and Convective types
5.4.1 Deep convection
5.4.2 Shallow convection
5.4.3 Mid-level convection
5.5 Sub-cloud layer
5.6 Cloud microphysics
5.6.2 Freezing in convective updraughts
5.6.3 Generation of precipitation
5.6.4 Fallout of precipitation
5.6.5 Evaporation of rain
5.6.6 Melting and freezing of precipitation
5.7 Link to cloud scheme
5.8 Momentum transport
5.9 Vertical Discretization of the model equations

5.11 Structure of code

5.1 INTRODUCTION

Cumulus convection is parametrized by abulk mass flux scheme which was originally described in Tiedtke (1989).
The scheme considers deep, shallow and mid-level convection. Clouds are represented by asingle pair of entrain-
ing/detraining plumes which describes updraught and downdraught processes. Momentum and tracer transport is
also included.
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5.2 LARGE-SCALE BUDGET EQUATIONS

The contributions from cumulus convection to the large-scale budget equations of heat moisture, momentum, and
chemical tracers are

s -
%ta ga [Mup up+Mdownsdown_ (Mup+Mdown)S]

+ L(Cup ~ €down ~ esubcld) - (LSJb| _Lvap)(MeIt - Fra)

0

0

0

0

E

D40 _ 0y g v m (Mo + Moo)a]

0ot Q: a upqup downd down ~ up down/q E

_(Cup ~ €down ~ esubcld) E (5.1)
I:a_lj =83 [Mu u| Mdownu'down_(Mu +Mdown)l_”] E
ot~ ®op- ww P E
- _

%EL = [Mup up+Mdownvdown_(Mup+Md0Wﬂ)U] E

0

_ .0
C 0 i i i

I:%_%c - g%[MupC up + M 4oynC down — (MUD * Maoun)C ] E

where M ,, M, are the net contributions from all clouds to the updraught and downdraught mass fluxes,

wpad e, arethe condensation/sublimation in the updraughts, and the evaporation in the downdraughts . s, ,
sdawn’ Qup+ down» Yup» Ldown» Vup» Udown » c' up and C'down are the weighted averages of the dry static energy
s, the specific humidity g, the horizontal wind components © and v and the passive chemical tracer c' from
all updraughts and downdraughts within a grid box (although individual convective elements are not considered)
obtained from the bulk cloud model described below. Ly, and L,,, arelatent heats of sublimation and vaporiza-
tion, and L is the effective latent heat for an ice—water mix (an empirical function of temperature). eg,,yq is the
evaporation of precipitation in the unsaturated sub-cloud layer , My, is the melting rate of snow and F,., isthe

freezing rate of condensate in the convective updraught. In addition to (5.1) the precipitation fluxes are defined as

P P
U= [ (G - et M) B PTR) = [ 6T e M 62
Ptop Ptop

where P™" and P are the fluxes of precipitation in the forms of rain and snow at level p. G®" and G
are the conversion rates from cloud water into rain and cloud ice into snow, and Melt denotes melted precipitation.
The evaporation of precipitation in the downdraughts edown, and below cloud base eg 4, have been split into wa-
ter and ice COMPONENLS, efo, €, ey » and edony . The microphysical terms in Eqs. (5.1) -(5.2) referring

to the updraught are explained in detail in Section 5.6, those refering to the downdraught are defined in Eq. (5.16) .

5.3 CLOUD MODEL EQUATIONS

5.3.1 Updraughts

The updraught of the cloud ensemble is assumed to be in a steady state. Then the bulk equations for mass, heat,
moisture, cloud water content, momentum and tracers are
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2 MuC')

op = E,C _DUPCLUP

0 0

op up ~ ~up O

0

MM ) oM ,q ) - 0

ap A vl _ = E, S Dupsup+Lcup ) —g% = Eupq_DupCIup_cup E

6(M L) oM r O
GL;)) £ = Dyly,te,-G . g aUP %= - Dyt G = Staion E 63

O(M 1) oM pvy) _ ., - -

_gT = E, u Dup up _gT - EUPU_DUPUUP E

0

0

0

where E,, and D,,, are the rates of mass entrainment and detrainment, [,,, is the updraught cloud water/
iccABCDEF content, and r,, isprecipitating rain and snow. Thevertical integration of (5.3) requiresknowledge
of the cloud-base mass flux and of the mass entrainment and detrainment rates. The cloud-base mass flux is deter-
mined for the various types of convection from the closure assumptions discussed in Section 5.4.

Entrainment of massinto convective plumesis assumed to occur (1) through turbulence exchange of mass through
the cloud edges, and (2) through organized inflow; and detrainment is assumed to occur (1) through turbulent ex-
change and (2) through organized outflow at cloud top. The superscripts (1) and (2) are used to denote the compo-
nents of the entrainment and detrainment due to turbulent and organi zed exchanges, respectively

(1) (2 - n® 2
E,=Ey +E}  D,=Dy +D 64

5.3.1(a) Entrainment and detrainment rates. Turbulent entrainment and detrainment rates (s"l) are para-
metrized as

g0 = (M DY = 5(1)M (5.5)
P P

where the fractional entrainment/detrainment (m_l) depend inversely on cloud radii in the updraughts (R,)
(Smpson and Wiggert, 1969; Smpson, 1971):

(W02 s _ 02 (5.6)

® R, ' ™ R,

By assuming typical cloud sizes for the various types of convection, average values of fractional entrainment/de-
trainment are defined; deep convection is assumed to have a larger radius and so a smaller entrainment rate than
shallow convection. In order to keep the scheme simple, fixed values of fractional turbulent entrainment/detrain-
ment for each of the various types of convection are used:

81-2 x10 'm for penetrative and midlevel convection
1 _ 5(1) — 5
gp = Op = O . 6.7
EB for shallow convection
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For penetrative convection and mid-level convection a small value typical for tropical thunder clouds (Smpson,
1971) isimposed, inorder not to inhibit the penetration of cloudsto large heights. For shallow convection avalue
typical for the larger trade wind cumuli is used (Nitta, 1975). In order to take into account enhanced turbulencein
the lower part of the clouds, €, and §,,, are increased in the |lowest 150hPa of the cloud in the case of deep and
shallow convection. The enhancement factor varieslinearly from 4 at cloud base to 1 at 150hPa above cloud base.
Turbulent entrainment is only applied over the lowest half of the cloud layer.

5.3.1 (b) Organized entrainment and detrainment. Organized entrainment is applied to deep and mid-level
convection. The vertical distribution of the updraught mass flux above cloud base is determined by assuming that
there is organized entrainment which is directly proportional to the large-scale moisture convergence as

2 10, =, =0
EQ = -;5{/ Mg + w(ﬁg (5.8)

Organized entrainment is only considered in the lower part of the cloud layer where large-scale convergenceis en-
countered, that is, below the level of strongest vertical ascent. The ideato link the cloud mass flux directly to the
large-scale moisture convergence has first been advocated as a parametrization by Lindzen (1981) who indicated
that it may provide vertical profiles of mass flux and convective heating in good agreement with observations. The
assumption (5.8) ensures that the vertical distribution of the convective mass flux follows that of the large-scale
ascent which is partly supported by diagnostic studies for tropical convection (e.g. Cheng et al., 1980; Johnson,
1980).

Organized detrainment is estimated from the vertical variation of the updraught vertical velocity w, , whichises-

timated from the budget equation for the updraught kinetic energy written in height coordinates

aI{up _ Hup 1 Tv, up — Ty
9z - _Zu_up(l"'BCd)ZKup-"f(l_’_y)g ? (59)
v
with
2
K = %w (5.10)
up 2 .

where K, isthe updraught kinetic energy, 7', , isthe virtual temperature of the updraught and T\, the virtual
temperature of the environment. |, is amixing coefficient which is equal to the entrainment rate (£, ), or the
detrainment rate (D, ) if thisis larger. As entrainment is set to zero in the upper part of the cloud layer, use of
detrainment in this region better represents the effect of mixing and vertical pressure gradientsin the upper part of
deep convective clouds, reducing vetical velocity and reducing overshoot of convective towersinto thelower strat-
osphere.

y= 0.5 isthe virtual mass coefficient (Smpson and Wiggert 1969), the factor f= 2 isintroduced because the
flow is highly turbulent (Cheng et al. 1980) and for the drag coefficient avaue of C4 = 0.506 isused (Smpson
and Wiggert 1969). Thevaluefor B is1.875. The cloud base value of the updraught velocity ischosenas1 m st

w,, entersthe schemein several ways: (i) for the generation and fallout of rain (Section 5.6), (ii) to determine the
penetration above the zero-buoyancy level and the top of cumulus updraughts (where w,,, reduces to zero),and
(i) to specify detrainment below the top of the updraught.
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Organized detrainment is estimated by equating the decrease in updraught vertical velocity due to negative buoy-
ancy at the top of the cloud to the decrease in mass flux with height:

M) | Ky2)
M (2 +A2) - K (2 +40z) (5-10)
Thisassumesthat the cloud arearemains constant in the detraining layer and neglectsthe vertical variation of buoy-

ancy. Eqg. (5.11) defines the reduction of mass flux with height, which combined with the updraught continuity
equation (Eq. (5.3)) gives the organised detrainment rate.

5.3.2 Downdraughts

Downdraughts are considered to be associated with convective precipitation from the updraughts and originate
from cloud air influenced by the injection of environmental air. Following Fritsch and Chappell (1980) and Foster
(1958), the Level of Free Sinking (LFS) is assumed to be the highest model level (below the level of minimum
moist static energy) where a mixture of equal parts of cloud and saturated environmental air at the wet-bulb tem-
perature becomes negative buoyant with respect to the environmental air. The downdraught mass flux is assumed
to be directly proportional to the upward mass flux. Following Johnson (1976, 1980) the mass flux at the LFSis
specified from the updraught mass flux at cloud base as

(M goun) s = ~N(M yp) pase with n=03 (5.12)
The vertical distribution of the downdraught massflux, dry static energy, moisture, horizontal momentum and pas-

sive tracers below the LFS are determined by entraining/detraining plume equations similar to those for the up-
draught;

oM, 0

Town = E down — D down E

0(M gounS down) - 0(M 404n9 down) - O

% = E downS -D downSdown ¥ L € down % = E downq_D downd down * €down Iéﬁ
13)

a(]udownu'dovwn)_ E - D a(]udownvdovwn) - E - D O

a3 Zdown® "gown¥down - = Lgown? " downV down 0

op op g

(M g C" down) —; : O

g% = E4omnC _DdownCLdOW" E

€ gown 1S the evaporation of convective rain to maintain a saturated descent; the moistening and cooling of the envi-
ronmental air injected at the LFSis also due to evaporating rain.

Entrainment and detrainment in downdraughts are highly uncertain as relevant data are not available. As for the
updraught, both turbulent and organized entrainment/detrainment are considered.

5.3.2 (a) Turbulent entrainment and detrainment. For turbulent mixing

Gown = Obown = 2% 107 'm ™

€down down

(5.14)

5.3.2 (b) Organized entrainment and detrainment. Organized entrainment for the downdraught isbased upon
aformulation suggested by Nordeng (1994);
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EgTv,dawn - Tdownr down — TV E
0 T 0
2
ed = - Y (5.15)
2 O T, soun— Taown down — Tv 0
(wlt]c'x:v%n) _ g v,down d_own down v IZUZ
] Ty u

where w;(fjn is the vertical velocity in the downdraught at the LFS (set to -1 m s'1). The total evaporation ratein
the downdraft corresponds to the total downdraft precipitation rate that is simply given as

nlev nlev
z €down™ Z Ag;p (q down,k ~ (}dOW”’k)Mdown,k (5.16)
k=LFS k =LFS

where q goun i iSthe value of the downdraft humidity computed from (5.13) without saturation adjustment, and
c}down,k is the humidity after the saturation adjustment. The value of the rain water content in the downdraft used
in (5.15) isestimated as rgoyn= egown8/(ApM ) , for the definition of the pressure thickness Ap of layer k see
Eq. (5.48).

Organized detrainment from the downdraught occurs when either the downdraught becomes positively buoyant or
approaches the surface. If the downdraught remains negatively buoyant until it reaches the surface then the mass
flux isdecreased linearly over the lowest 60 hPaof the atmosphere. However, if adowndraught becomes positively
buoyant during its descent, it is detrained over one level, except where this occurs at cloud base. In this case the
downdraught fluxes are decreased linearly (deep convection) or quadratically (mid-level convection) to zero at the
surface.

5.4 CONVECTION INITIATION AND CONVECTIVE TYPES

Thefirst important task of a convection parameterization is to decide if convectionis active or not in amodel grid
column. Thisisdoneinavery simplified "first-guess" updraught computation that implies the determination of the
cloud baselevdl, i.e. the Lifting Condensation Level (LCL), and of the properties of the cloud (updraught) at cloud
base. Furthermore, in using abulk mass flux scheme, as opposed to a scheme which considers an ensemble of con-
vective clouds (such as that of Arakawa and Schubert, 1974), some determination of convective cloud type must
be made so that appropriate choices can be made for the cloud properties.

The scheme first tests for the occurrence of shallow convection by computing the ascent of a surface parcel. The
following simplified updraught equation is applied

0Q ini =
5 = Ew(0- ) (5.17)

where ¢ stands either for the dry static energy or the total water specific humidity. As proposed by Jakob and
Siebesma (2003) the entrainment rate for the test parcel for shallow convection isset to s'ur;: O.SD'T + 1><10_4E.
Additionally, atemperature AT, and moisture excess Ag,, with respect to the environment is given to the test par-

cel at the lowest model level depending on the surface sensible and latent turbulent heat fluxes
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J J
AT = -15—"—, Agyy = -15—L, (5.18)
pcpw* pLLU*
where the convective-scale velocity w. isgiven as

1

O J —J 1B
w.= 1.2@?-1.5%1_'([—3 ¥ 0.61T—”}D , (5.19)

O pT < L 15

with k =0.4 the von K&rman constant; the friction velocity u. is set to a constant value of 0.1 m s™. The convec-
tive-scale velocity w. is also used to initialise the updraft vertical velocity at the first model level. A grid column
is then identified as shallow convective if a LCL is found for the surface parcel, if the updraft vertical velocity at
the LCL (obtained by solving the Kkinetic energy equation (5.9)) is positive, and if the cloud thickness is smaller
than 200 hPa.

Next, the occurence of deep convection is tested for by repeating the updraught computations but starting at the
next higher model level. However, the entrainment rate is now set as for the first full updraught computation (5.7),
i.e. siurg= eﬁt’ , simplified microphysics is taken into account by removing at each level 50% of the condensed
water; the initial parcel perturbations are specified as

ATEP = 02K AgiP = 1x10*kg kg™, (5.20)

and the updraught vertical velocity at the departure level is initialised to 1 ms . Furthermore, in the lowest 60
hPa of the atmosphere that typically correspond to the mixed-layer depth over oceanic regions, the updraught val-
ues of the dry static energy (or humidity) at the departure level k are initialised as .s ) = Sk + cpATS?p, where
the tilde symbol represents a 50 hPa layer average, instead of s, = sp+ cpATﬂ;ep as for departure levels above
the assumed 60 hPa mixed-layer. The idea behind is that deep convection requires a sufficiently deep source layer,
this procedure also avoids spurious convection in the early morning hours when the surface-layer undergoes strong
heating. A grid-column is then identified as deep-convective, if a LCL is found and the resulting cloud (the top
being defined as the level where the updraught vertical velocity vanishes) is thicker than 200 hPa. If this criterion
is verified the cloud is identified as deep and the results obtained for the shallow convective test parcel are ignored
(only one cloud type can exist). If no deep convective cloud is found for the given departure level, the procedure
is repeated starting from the next higher model level and so on until the departure level of the test parcel is more
than 350 hPa above ground. A summary of this procedure, and a discussion of the consequences for the simulation
of the diurnal cycle of convection over land is given in Bechtold et al. (2004).

Finally, if neither deep nor shallow convection has been found, elevated (or mid-level) convection is tested for
(see subsection 5.4.3) . Also, at the end of this procedure and if a column has been identified as convective, the
computed values of the updraught vertical velocity, dry static energy, liquid water and specific humidity at cloud
base are used to initialise the following full updraught computation at cloud base. The updraught values of the hor-
izontal wind components at cloud base are simply set to the environmental values at the level just below (see sub-
section 5.9).

In the following, the determination of the convective activity (as controlled by the cloud-base mass flux) is dis-
cussed separately for each type of convection.

5.4.1 Deep convection
Following Fritsch and Chappell (1980) and Nordeng (1994), the cloud base mass flux for deep convection is esti-
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mated from assuming that convection actsto reduce the convective available potential energy (CAPE) towards zero
over aspecifiedtimescalet;

p v cum
dCAPE _ CAPE _ gflvg Myq g 9Ty
== - -J' i dz~I = Tvngdz (5.21)
Zhase Zhase
where
Mcld = Mup+Md0wn = G[Mup]base'l' B[Mdown]u:s (5-22)

where a and 3 describethe vertical variation of the updraught and downdraught mass flux due to entrainment and
detrainment and the subscript ‘base’ refers to cloud-base quantities. As the downdraught mass flux at the LFS is
linked to the updraught mass flux at cloud base (Eq. (5.12)) then,

Mgy = [Mp]ae(@=BN) (5.23)

Using Eq. (5.23) in Eq. (5.21) results in an expression for the "final" cloud base mass flux,

CAPE CAPE
T T
(Mol e = — o (5.24)
]tlz;d 1 i)qnv
I(a Bn)rgdz g VT — V4
®base Zhase

where Mg ! is the cloud mass flux from the first full updraught (n-1=1) computation that has been initialised with
a unit cloud base mass flux Mﬁa;el = 0.1App/ (gAt) , with At the model time step, and where CAPE is estimated
from the parcel ascent incorporating the effects of water loading,

4 p—
¢ m,,-Tv , O
CAPE = g ] [t (5.25)
: o Ty O
base

Using these estimates the updraught mass flux at cloud base is recomputed and downdraught mass fluxes rescaled.
A second updraught ascent is then computed to revise the updraught properties.

The adjustment time scale T is rather arbitrary but experience suggests that to prevent grid-scale saturation it must
be of order

(A) —_
Mc|d=—§= pw (5.26)

where w is the grid-scale vertical velocity. The magnitude of the grid-scale vertical velocity increases with in-
creasing resolution, and therefore the relaxation timescale is also made dependent on model resolution. At resolu-
tions smaller than T319 it is set to 1 hour, and at resolutions ranging from T319 to T511 it is set to 20 minutes so
that the adjustment time is close to or larger than the model time step. For future horizontal resolutions of T799 an
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adjustment time scale of 10 minutesis foreseen.

5.4.2 Shallow convection

Here we consider cumulus convection, which predominantly occurs in undisturbed flow, that isin the absence of
large-scale convergent flow. Typical examplesare trade-wind cumuli under a subsidence inversion, convection oc-
curring in the ridge region of tropical easterly waves and daytime convection over land. This type of convection
seemsto be effectively controlled by sub-cloud layer turbulence. In fact, most of the diagnostic studies carried out
for trade-wind cumuli show that the net upward moisture flux at cloud-base level is nearly equal to the turbulent
moisture flux at the surface (Le Mone and Pennell, 1976). In regions of cold air flowing over relatively warm
oceans the strong sensible heat flux has been found to be of significant importance. We therefore derive the mass
flux at cloud base on a balance assumption for the sub-cloud layer based on the moist static energy budget;

base

— T — —0 -
(M oltp=Plue = =[ [/ DR+ - e H 4 @R (527)
surf

with

h=c,T+Lg+gz (5.28)

The moisture supply to the shallow cumulusislargely through surface evaporation as the contributions from large-
scale convergence are either small or even negative, such asin the undisturbed trades where dry air is transported
downward to lower levels.

Aninitial estimate for the updraught base massflux is obtained using Eq. (5.27). If downdraughts occur (relatively
rare for shallow convection due to the low precipitation rates), then arevised estimate is made accounting for the
impact of downdraughts upon the sub-cloud layer, the l.h.s. of Eq. (5.27) being replaced by

[Mup(hup_ﬁ)]base"' [Mdawn(hdawn_l_l)]base = [Mup(hup_ }_l)]base_ [BnMup(hdown_ﬁ)]base (5-29)

Again downdraught properties are obtained using the original estimate of the updraught base mass flux and then
rescaled by the revised value. For the updraught a second ascent is calculated using the revised value of the base
mass flux.

No organized entrainment is applied to shallow convection. As turbulent entrainment and detrainment rates are
equal, the mass flux remains constant with height until reducing at cloud top by organized detrainment.

5.4.3 Mid-level convection

Mid-level convection, that is, convective cells which have their roots not in the boundary layer but originate at lev-
els above the boundary layer, often occur at rain bands at warm fronts and in the warm sector of extratropical cy-
clones (Browning et al. 1973; Houze et al. 1976; Herzegh and Hobbs 1980). These cells are probably formed by
the lifting of low level air until it becomes saturated (Wexler and Atlas 1959) and the primary moisture source for
the cloudsisfrom low-level large-scale convergence (Houze et al. 1976). Often alow-level temperatureinversion
exists that inhibits convection from starting freely from the surface; therefore convection seems to be initiated by
lifting low-level air dynamically to the level of free convection. This occurs often in connection with mesoscale
circulations which might be related to conditionally symmetric instability (Bennets and Hoskins 1979; Bennets and
Sharp 1982) or awave-CISK mechanism (Emanuel 1982).
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Although it is not clear how significant the organization of convection in mesoscale rain bands is for the large-
scale flow, a parametrization should ideally account for both convective and mesoscal e circulations. Such a para-
metrization, however, is presently not available and we must therefore rely on simplified schemes. Here we use a
parametrization which inasimpleway considersthefinding of the diagnostic studies mentioned above. We assume
that mid-level convection can be activated in a height range between 5x10° m <z < 1x10°m when there is a
large-scale ascent, and the environmental air is sufficiently moist, i.e. of relative humidity in excess of 80%

The convective mass flux at cloud base is set equal to the vertical mass transport by the large-scale flow at that
level:

F_)base L_Ubase = (Mup)base+ (Mdown)base = (Mup)base(l_Bn) (5.30)

following the notation of Subsection 5.4.1 above. Again two estimates of the updraught base mass flux are made;
first neglecting downdraughts, followed by arevised estimate if downdraughts occur. The closure ensures that the
amount of moisture which is vertically advected through cloud base by the large-scale ascent isfully available for
generation of convective cells.

5.5 SUB-CLOUD LAYER

The first level at which convective mass, momentum and thermodynamic fluxes are estimated is cloud base. To
represent the effects of convective updraughts on the sub-cloud layer a simple scaling of cloud base fluxes is ap-
plied in which they decrease to zero at the surface through the sub-cloud layer.

Care must be taken to ensure that fluxes of liquid water are zero below cloud base. Through the cloud base level
an interpolation of the fluxes of liquid water static energy and total water content is used to estimate fluxes of dry
static energy and water vapour mixing ratio in the level immediately below cloud base;

(M)~ = (Z")(Ms)op™ - L(MD)p ™
(Mg)op™" = (Z")(Ma)yp™ + (MD)5? (5:31)
(M1)™" = 0

where (pbase+l referstothevalue of @ at thelevel immediately below cloud base. Z is given by
-p base+1|jn
7 = Bt~ Poaen (5.32)
Dp surf ~ Pbase O

and pg, isthe surface pressure.

For deep and shallow convection m issetto 1 (implying alinear decrease in the flux with pressure below cloud
base) while for mid-level convection m isequal to 2 (implying a quadratic reduction in flux below cloud base).

For the remainder of the sub-cloud layer, fluxes at level ‘B+1" are reduced to zero at the surface using Z recom-
puted as

(5.33)
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where p,, isthe pressure at level model % .

The cloud-mass and momentum fluxes in the sub-cloud layer are treated in a similar manner.

5.6 CLOUD MICROPHYSICS

5.6.1 Condensation ratein updraughts
The updraught condensation rate c,, is computed through a saturation adjustment

Cop= g;p(qup_c}up)Mup (5.34)

where g, isthe value of the specific humidity before the saturation adjustment, and c}up is the specific humidity
at saturation after the adjustment.

5.6.2 Freezing in convective updraughts

We assume that condensate in the convective updraughts freezes in the temperature range
250.16K < T'< 273.16K maintaining a mixed phase within that range according to (6.6) (see Chapter 6 ‘Clouds
and large-scale precipitation” ).

5.6.3 Generation of precipitation

The conversion from cloud water/ice to rain/snow is treated in a consistent way with that in the large-scale precip-
itation scheme by using a formulation following Sundqvist (1978)

Gprecip - ]ﬁ) Co
5 0.75w

Lpl1 - exp{~(Lyp/ Lerid)*}] (5.35)
up

where ¢y = 1.5x% 107%™ and lgii = 0549 kg_1 . W, is the updraught vertical velocity and is limited to a max-
imum value of 10 m s"2in Eq. (5.35). This value of the autoconversion coefficient is higher than in previous cycles
where it was around ¢q = 1% 1072 s™*. With this value the updraft condensate content is probably still overesti-
mated. However, with even larger values of the conversion coefficient the precipitation efficiency of the convection

scheme would be too high, and the detrainment of cloud condensate too low.

Sundqvist (1978) takes into account the Bergeron-Findeisen process for temperatures below —-5°C through a tem-
perature dependent modification of ¢y and 7, ;

C o= CoCrF (5.36)
l crit = lcritcBF
where
cge = 1+05,/max(Tee~ Ty Tor—Tice) O T'<Ter (5.37)
cge=1 for T>Tge
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Ty = 268.16K ,and T, = 260K .
Eq. (5.35) isintegrated analyticaly in the vertical.

5.6.4 Fallout of precipitation

The fallout of rain water/snow is parametrized as (e.g. Kuo and Raymond, 1980)

\4

=8 Y
Stalout = ApMup wuprup (5.38)
where Ap isthe model layer depth. The terminal velocity V is parametrized as (Liu and Orville, 1969)
0.2
V = 2118r, (5.39

Sincethe fall speed of ice particlesis smaller than that of water droplets, only half thevalue of V' calculated with
Eq. (5.32) isused for ice. In estimating the fallout of precipitation in the mixed phase region of the cloud aweighted
mean of the fall speed for ice and water precipitation is used. Eq. (5.38) isintegrated analytically in the vertical

5.6.5 Evaporation of rain

The evaporation rate of convective rain below cloud base is activated when the relative humidity RH in the envi-
ronment drops below 80 %. It is parametrized following Kessler (1969), where the evaporation is assumed to be
proportional to the saturation deficit (gsa— ) and to be dependent on the density of rain Prain (0 m‘3)

- —\ . 13/20
eqibad = O1(RH gsat—q)Pran (5.40)

where o, isaconstant being zero for ¢ > RH gsat .
Asthe density of rain p,,, s not given by the model it is convenient to express it in terms of the rain intensity R
(g9 m_zs_l) as

R = prainVrain (5'41)
where V;,, isthe mean fall speed of rain drops which again is parametrized following Kessler (1969).

1/8
Vian = 92Prain”/ JP/ Psurt (5.42)

(Note that thisis different from the formulation used in the estimation of the fallout of precipitation).

Considering that the convective rain takes place only over afraction C,,, of thegrid area, the evaporation rate at
level £ becomes

(5.43)

0133
A/p/psurf R :|

€subcld ~ Cconval(RH(}sat—(}){ Gz C
conv

where the constants have the following values (Kessler, 1969)
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a, = 544x10*sT @, =509x10° oy = 05777

and where for the fractional area of precipitating clouds a constant value of C,,, = 0.05 isassumed.

5.6.6 Méelting and freezing of precipitation

Melting of snow falling across the freezing level T, is parametrized by asimple relaxation towards T'y;

_ ¢, (T-Ty)
Mg; = A (5.44)
where M, istherateof meltingand 1., isarelaxation time scale which decreases with increasing temperature

5 x 3600
{1+05(T-T,)}

(5.45)

melt —

The parametrization may produce melting over a deeper layer than observed (Mason 1971) but this has been inten-
tionally introduced to account implicitly for the effects of vertical mixing which may develop in response to the
production of negative buoyancy.

5.7 LINK TO CLOUD SCHEME

Before the introduction of the prognostic cloud scheme (see Chapter 6 ‘Clouds and large-scale precipitation’ ) wa-
ter detrained from convection (Dl,,) was evaporated instantaneously. However with the prognostic cloud
scheme water detrained from convection is a source of cloud mass increasing the cloud fraction and water content
of clouds;

0
a_(; = (1 - a)Duplup
(5.46)

~ =Dl

0
d up®up

~ <3

where a is the cloud fraction and [ the grid-box mean cloud water.

5.8 MOMENTUM TRANSPORT

Equation set (5.3) includes a treatment of the vertical transport of horizontal momentum by convection. Studies
have shown that for deep convection momentum transports are overestimated by the plume models unless the ef-
fects of cloud scale horizontal pressure gradients are included (Gregory et al. 1997b). For unorganised convection
the effects of the pressure gradients are to adjust the in-cloud winds towards those of the large-scale flow. This can
be represented by an enhanced turbulent entrainment rate in the cloud momentum equations. To ensure mass con-
tinuity the turbulent detrainment rate is also increased by an equivalent amount. As the air entrained as detrained
have differing properties this adjusts the in-cloud wind back towards the large-scale value.

Hence for deep and mid-level convection the turbulent entrainment and detrainment used in the updraught momen-
tum equation are
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(1), (,v) _ &
up up (5.47)
6&:;)' (w,v) - 6513[;) + )\6&::;)

€ sfj)) +Ae

(1)
up

When sﬁ,lj) >0 (below the mid-level of thecloud) A = 2, whileif sfj} = 0 (in the upper part of the cloud) then
A = 3. Gregory (1997) suggests that the above formulation provides an adequate description of the effects of
cloud scale pressure gradientsin cases of deep convection. For shallow convection and downdraughtsit isassumed
that the effects of the pressure gradient term can be neglected and no enhancement of the entrainment rates in the
momentum equationsis applied. Thisformulation limits the momentum transportsto be downgradient. Upgradient

transports by highly organized convective systems (e.g. African squall lines) are not captured by this method.

where ¢, and 6&3) are given by equation (5.7).

The definition of the horizontal wind in the updraught and downdraught at cloud base and LFSis not well known.
For the updraught the value at cloud base is set to the environmental value just below cloud base. For the down-
draught the initial values at the LFS are set equal to the average values of the winds in the updraught and those of
the large-scale flow.

5.9 VERTICAL DISCRETIZATION OF THE MODEL EQUATIONS

The flux divergence in the large-scale budget equations (5.1) (5.1) and in the cloud equations (5.3) and (5.13) are
approximated by centred finite differences as

g2MQ) _

ap Aip(Mk+1/2(pk+1/2_Mk—1/2(pk—1/2) v AP = Pri12—Pro12 (5.48)

Furthermore, the updraught/downdraught Egs. (5.3) and (5.13) including the entrainment/detrainment terms are
discretized as

g _ —_
A_p (Mup,k —1/2@upr-1/2" Mup,k +1/2%Pup, + 1/2)= Eup(pk +1/2— Dup‘Pup,k +1/2

(5.49)
Aip(Mdawn,k +1/2Pgown ke + 172~ Maown - 1/2Paown k ~1/2)= E down®% - 172=D gownPown & - 12

The updraught equation is solved for @, _,,, and the downdraught equation for @yqn 1 + 1,2 - Note that with
the definition (5.5) theterms E,,, and D, are negative. For the horizontal wind components and for tracers,
the half-level environmental values are defined as shifted full-level values, i.e. @, +12 = @, and @p_1/2 = Qp_1.
For temperature (dry static energy) and humidity, the half-level environmental values are determined by downward
extrapolation from the next full level above along a cloud-ascent through that level:

_ - DaT 0 3
T,y — T +D—6p D@(Pku/z pr) (550)

qr+1/2 =ék+g—ga (Pr+1/2—Pr)
sat

| | o

where by = ¢, T +gz + Lq isthe saturation moist static energy. Using an extrapolation like (5.50) for calcu-
lating the subsidence of environmental air assures smooth profiles, and isaso more consistent with the cal culation
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of the updraughts where cloud air is transported upwards through level & + 1/2 with the thermal state below that
level and equally with the downdraughts which depend only on values of s and g above that level. Similarly, be-
cause of (5.48) the subsidence of environmental air through the same level accounts now only for thermal proper-
ties above that level. The choice of amoist adiabat for extrapolation is dictated by the property of the moist static
energy which is, by convection in the absence of downdraughts, only changed through the fluxes of moist static
energy

h ] -
B = e Mgl )] (559
As the lines of the saturation moist static energy kg, through point (py, . 1,2 Tk-1/2) and the updraught moist
static energy are amost parallel, apart from entrainment effects, the difference A, — h islittle affected by the ver-
tical discretization.

The ascent in the updraughts is obtained by vertical integration of (5.3). Starting at the surface the condensation
level (equal to the lowest half-level which is saturated or supersaturated and where updraught velocity is positive)
is determined from an adiabatic ascent. The cloud profile above cloud base is determined layer by layer by first
doing adry adiabatic ascent with entrainment and detrainment included and then adjusting temperature and mois-
turetowards a saturated state, taking into account condensation and freezing processes. The buoyancy of the parcel
is calculated taking into account the effects of cloud and precipitation water loading i.e.

B = Ty(1+0.608q,,—Lyy—ry,) - T(L+0608g,) (5.52)

Specia care has to be taken in the discretization of (5.9) because of overshooting effects. A centred differencing
scheme is used so that

K -K E
Wb 2 RRTNZ o Wb (1+ BCH Ky k-12F Kyp k1723 +

Zr-1/27%k+1/2 My, k+1/2
- - (5.53)
1 1 {Tv,up_TV}k—l/2+{Tv,up_TV}k+l/2
2| (T 1 (T} 12

Finally, we mention that for numerical reasons the environmental air must not be convectively unstably stratified:

Sk-1/228k+1/2 (5:54)

In fact, one of the forecasts with the ECMWF global model became numerically unstable when (5.27) was not im-
posed.

5.10 TEMPORAL DISCRETIZATION

The convective tendencies for the environmental values are obtained by an explicit solution of the advection equa-
tion (5.1) writtenin flux form

[@Eﬂ] (—pz+1_(—p2 8 —n. k12
Cot O, = At = A_p[Mup(pup *+ M goun@oown — (Mup + M oun) @ 1 E_12 (5.55)
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as the tendency (or the new environmental value @ at time n+1) only depends on quantities known at time step n.
However, in order for the explicit solution to be stable it must satisfy the Courant-Friedrich-Levy (CFL) criterion,
and therefore the mass flux values should be limited to

My + Mggyn < (5.56)

ght
It turned out that this mass flux limit is frequently reached in the case of shallow convection and long model time
steps of order At >1800 s, and that the application of this mass flux limiter contributed to a sensitivity of model
results to the model time step. Therefore, from model cycle 26r3 onwards it was decided to relax this mass flux
limiter to three times the value given by the CFL criterion in the case of shallow convection and for model time
steps At > 1800s - asafurther restriction this relaxed mass flux limiter is only applied to temperature and humid-
ity, but not to the horizontal winds.

With cycle 28r3 onwards an implicit solution is also available for chemical tracers, and is also planned to apply
this solution to the horizontal winds. The implicit formulation reads

007 _ @ -

e k12
@Qu - JAVA Ag;p [MUD(pUD + M 4oun®Paown = (Mup + M youn) @

1

] (5.57)

k-12

With the "shifted" vertical discretization for Tracers and horizontal winds, this equation constitues a bi-diagonal
linear system with unknowns (_p;:rl and (_pz+_11 . Theimplicit solution provides smoother and non-local vertical pro-
files of tendencies through its inherent diffusivity.

5.11 STRUCTURE OF CODE

The parametrization of cumulus convection is performed in subroutines shown in Fig. 5.1 .CUCALLN

Provides interface of routines for cumulus parametrization. It takes the input values through arguments from
CALLPAR and returns updated tendencies of T,q,l,u,v and chemica Tracers, as well as convective
precipitation rates.

CUMASTRN
Master routine for convection scheme.

CUININ
Initializes variables for convection scheme (including vertical interpolation to the half model levels).

CUBASEN

First Guess updraught. Calculates condensation level, and sets updraught base variables and first guess cloud
type.

CUASCN

Calculates ascent in updraughts. CUASCN is called twice, the second time after downdraughts have been
calculated taking account of the CAPE adjustment closure for deep convection and downdraughts for mid-level
and shallow convection Routines CUENTR and CUBASMCN are called from CUASCN.

CUENTR
Calculated entrainment and detrainment rates.

CUBASMCN
Calculates cloud base properties of mid-level convection.
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CALLPAR}— CUCALLN | (— CUININ
| CUBASEN
CUMASTRNH CUBASMCN
| CUASCN
CUENTR
| CUDLFSN
— CUDDRAFN
— CUBASMCN
| CUASCN [
L1 CUENTR
| CUFLXN
| CUDTDON
| CUDUDV
| | CUCTRACER CUBIDIAG

Figure 5.1 Structure of convection scheme
CUDLFSN
Calculates the level of free sinking for downdraughts.

CUDDRAFN
Calculates the downdraught descent.

CUFLXN
Calculates final convective fluxes and surface precipitation rates taking into account of melting/freezing and the
evaporation of falling precipitation.

CUDTDQN
Calculates the tendencies of T'and ¢ from convection.

CubDUDV
Cadlculates the tendencies of wand v from convection

CUADJTQ
Calculates super/sub saturation and adjusts T and g accordingly.

CUCTRACER
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Cadlculates convective tendencies for chemica Tracers.

CUBIDIAG
Solver for bi-diagonal linear equation system.

EXTERNALS
Subroutine SATUR for calculating saturation mixing ratio.

PARAMETERS
Defined in subroutine SUCUM called from INIPHY .

APPENDIX A LIST OF SYMBOLS

CAPE Convective avail able potential energy

o Convective chemical Tracer noi

ijown Convective Tracer concentration in updraught

Cfmn Convective Tracer concentration in downdraught

Cy Drag coefficient

Ceonv Fraction of grid square occupied by convection

p Specific at constant pressure for dry air

Cup Condensation/sublimation in the updraughts

D, Rate of mass detrainment in the updraughts

D 4omn Rate of mass detrainment in the downdraughts

E, Rate of mass entrainment in the updraughts

E joun Rate of mass entrainment in the downdraughts

e" Evaporation of rain

€ gown Evaporation of precipitation (rain and snow) in the downdraughts

el Evaporation of rain in the downdraughts

e domn Evaporation of snow in the downdraughts

esubdld Evaporation of precipitation (rain and snow) in the unsaturated sub-cloud
layer

E:}Edd Evaporation of rain in the unsaturated sub-cloud layer

& aubdd Evaporation of snow in the unsaturated sub-cloud layer

Frez Freezing rate of condensate in the updraughts

GP Conversion rate from cloud (water+ice) into precipitation (rain+snow)

G" Conversion rate from cloud water into rain

G™™ Conversion rate from cloud ice into snow

h Moist static energy (= ¢, T + Lg + gz ) in the environment

hsa Saturated moist statice energy in the environment

hyp Moist static energy in the updraughts

R gown Moist stetic energy in the downdraughts

J Surface turbulent sensible heat flux

J, Surface turbulent latent heat flux

K, Kinetic energy in the updraughts

L Effective latent heat for an ice/water mix
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Latent heat of fusion

Latent heat of sublimation

Latent heat of vaporization

Lifting Condensation Level
Courant-Friedrich-Levy criterium

Cloud water/ice content in the updraughts
Mélting rate of snow

Net mass flux in the convective clouds (updraughts + downdraughts)

Net mass flux in the downdraughts

Net mass flux in the downdraughts

Net flux of precipitation in the form of rain
Net flux of precipitation in the form of snow
pressure

Specific humidity of the environment
Specific humidity in the updraughts
Specific humidity in the downdraughts

Rain intensity

Relative humidity

Precipitation (rain+snow) in the updraughts
Precipitation (rain+snow) in the downdraughts
Fall-out of rain/snow

Dry static energy in the environment

Dry static energy in the updraughts

Dry static energy in the downdraughts
Virtual temperature in the environment
Virtual temperature in the updraughts

u component of wind in the environment

u component of wind in the updraughts

u component of wind in the downdraughts
Mean terminal velocity of precipitation (rain+snow)
Mean terminal velocity of rain drops

v component of wind in the environment

v component of wind in the updraughts

v component of wind in the downdraughts
Vertical velocity in the environment

Vertical velocity in the updraughts
Convective velocity scale

Detrainment per unit length

Entrainment per unit length

Density of air

Density of rain

Adjustment time scale

Omega (large-scale) vertical velocity
Pressure difference between two model half-levels
Model time step
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Part IV: PHYSICAL PROCESSES

CHAPTER 6 Cloudsand large-scale precipitation

Table of contents
6.1 Theory
6.1.1 Definitions
6.1.2 Basic equations
6.1.3 Definition of the source and sink terms
6.2 Numerics
6.2.1 Integration of the equations for cloud water/ice and cloud cover
6.2.2 Calculation of
6.2.3 Convective cloud source
6.2.4 Stratiform cloud source
6.2.5 Precipitation fractions
6.2.6 Precipitation sources
6.2.7 Evaporation of precipitation
6.2.8 Cloud top entrainment
6.2.9 Final moist adjustment
6.3 Code

6.1 THEORY

Cloud and large-scal e precipitation processes are described by prognostic equations for cloud liquid water/ice and
cloud fraction and diagnostic relations for precipitation. The schemeis described in detail in Tiedtke (1993).

6.1.1 Definitions

6.1.1 (a) Soecific cloud water content and cloud fraction. The grid-mean specific cloud water/ice content is
defined as

l =

<l

J’ %W dv, (6.1)

where p,, is the density of cloud water, p is the density of moist air and V' is the volume of the grid box. The
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fraction of the grid box covered by cloudsis defined as

1 J‘ 5dV, &= E 1, inclouds 62)
v 00, otherwise

Furthermore, the definition of the specific cloud water content per cloud area (in-cloud water/ice content) is

(6.3)

Q I~

lyg =

6.1.1 (b) Saturation specific humidity. The saturation specific humidity is expressed as a function of satura-
tion water vapour pressure as

R
R"‘yesaAT)

Qsa = = (6.4)

P %sam

where the saturation water vapour pressure is expressed with the Teten’s formula

Ty
ex(T) = a exp[u = Torf) (6.5)
st 1 ST —a,05

where a4 and a, are different depending on the sign of (T'—T,) (i.e. water or ice phase with Ty = 273.16 K)

6.1.1 (c) Mixed phase. In the scheme only one variable for condensed water species is used. The distinction
between the water and ice phase is made as a function of temperature. The fraction of water in the total condensate
is described as

=0 T<T|ce'

T-
ETO DZ T <T<T,, (6.6)
=1 T=T,.

T, and T, represent the threshold temperatures between which a mixed phase is allowed to exist and are chosen
as T = 250.16 K and Ty = 273.16 K. The saturation thermodynamics are calculated according to the mix-
ture of water and ice obtained with Eq. (6.6) so that the saturation specific humidity becomes

st = 0+ (1-0)q gy » (6.7)

where g <) and gy, are the saturation specific humidities with respect to water and ice, respectively. The latent
heat of phase changes is described as

L = aLyg+ (1-0)Lgy . (6.8)
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6.1.2 Basic equations

With these definitions and the usual assumption that clouds encountered extend vertically over the whole model
layer depth the equations for the time change of the grid-box averaged cloud water/ice content and the cloud frac-
tion are obtained as

ol 10, —5
E = A(l) + Sconv + Sbl + Sstrat —Egg— Gprec - BE(pw l )entr (6-9)
and
0
6_(; = A(a) * Bagyy + 0ap + Qg — O og (6.10)

The terms on the right-hand side of Eq. (6.9) and Eq. (6.10) represent the following processes:

. A(l), A(a) — transport of cloud water/ice and cloud area through the boundaries of the grid
volume

. S o+ 9oy — formation of cloud water/ice and cloud area by convective processes

. Sy, 0a, — formation of cloud water/ice and cloud area by boundary-layer turbulence

. Sy O g — formation of cloud water/ice and cloud area by stratiform condensation processes

. Tqq — rate of evaporation of cloud water/ice

. G rec — generation of precipitation from cloud water/ice

. (1/p)o(pw'l")enyr/ 0z — dissipation of cloud water/ice by cloud top entrainment

. da 4 — rate of decrease of cloud area due to evaporation.

The large-scale budget equations for specific humidity g , and dry static energy s = ¢, T + gz after introduction
of the scheme are modified to

9 _

10, ——
3t A(q) =Sy~ Sgat Eaa* Eprec— F_)E(pw q")entr (6.11)

and

0 10, —
= = A(s) + L(Sbl + Sstral ~Fad ‘Zprec) _qusM_ F_)&(pw s )entr

ot (6.12)

+,{(1-a)Reyear + @ Ryq}

where A(g) and A(s) represent all processes except those related to clouds and radiation. L ¢ is the latent heat
of freezing, 24 is the rate of snow-melt, Ry, and Ryy are the radiative heating rates in cloud-free and cloudy
areas. The flux-divergence terms represent the effects of cloud top entrainment.

6.1.3 Definition of the source and sink terms

6.1.3 (a) Convection. Clouds formed by convective processes are parametrized by considering them to be
condensates produced in cumulus updraughts and detrained into the environmental air. This approach, besides be-
ing part of the cloud parametrization, represents also an important extension of the model’s cumulus parametriza-
tion. It is applied for all types of convection, namely deep, shallow and mid-level. The source of cloud water/ice
content is
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0

D M, ol
Sconv = Tup(lup_l)"' ppE (6.13)
and the source of cloud areais described as
D Mu 6a
0 cony = (1_a)Tup+ ppE: (6.14)

where D, isthe detrainment of mass from cumulus updraughts, Z,,, isthe specific cloud water/ice content in cu-
mulus updraughts and M, is the updraught mass flux (see chapter 5). The factor (1-a) in Eq. (6.14) appears
because updraught air detrains simultaneously into cloud-free air as well asinto already existing clouds.

6.1.3 (b) Boundary layer clouds. Thispart of the scheme considers stratocumulus clouds at the top of convec-
tive boundary layers. They are distinguished from shallow cumuli by making the assumption, that the cloud depth
must not exceed one model-layer depth. All clouds deeper than one layer are represented as convective clouds by
the cumulus convection scheme. The scheme follows the mass-flux approach, so that the cloud transport for mois-
ture iswritten as

Fq = pw(qup_qdown) ’ (615)

where g, and g g, ae updraught and downdraught specific humidity, respectively, and pw (= Pa W) is
the cloud massflux, w,,, being the updraught velocity and a,,, the fractional area of updraughts. Note that in con-
trast to convection, stratocumulus cloud circulations contain roughly equal ascending and descending branches.
The cloud-base mass flux is determined by reformulating the moisture transport at cloud base produced by the
boundary layer parametrization /, (see Sections 3.3 and 3.4 of Chapter 3 “Turbulent diffusion and interactions
with the surface’ ) into the mass-flux concept so that

Jy
qo—-{a(qe lcld)top +(1 —a)qtop} .

(PW)bese = (6.16)

The subscripts ‘0" and “top’ refer to model levels near the surface and close to the cloud top (i.e. next level above
cloud base), respectively, indicating that the updraughts start close to the surface and the downdraughts close to
the cloud top. Above cloud base the assumption is made that w decreases linearly to zero at cloud top. The net
generation of cloud water/ice due to condensation in updraughts and evaporation in downdraughts then becomes

Sp = —F‘)?Uup—aldown) , (6.17)

and the source of cloud air in terms of cloud cover is

day, = _%B_(g:v)(l_a)' (6.18)

6.1.3 (c) Formation of stratiformclouds. Here the formation of clouds by non-convective processes (e.g.
large-scale lifting of moist air, radiative cooling etc.) is considered. The parametrization is based on the principle
that condensation processes are determined by the rate at which the saturation specific humidity decreases. This
rate is linked to vertical motions and diabatic cooling through
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d9ey _ 9 — (9 sard T
o - DEQ‘na(w +tgMc,) + OaT Mz, ° (6.19)

where (dg g/ dp),,, isthe change of g, along amoaist adiabat through point (p, T') , w isthe area-mean gener-
alized vertical velocity, gM ., isthe cumulus-induced subsidence between the updraughts, and (d7'/ dt) 4, isthe
net temperature tendency due to radiative and turbulent processes. Two cases of condensation are distinguished
(@) inalready existing clouds and
(b)  theformation of new clouds

Cag = €11 Ca . (6.20)
Condensation in already existing clouds is described as

d d
Cl = _a_qsat qsaI<

r wTE 0. (6.21)
New clouds are assumed to form, when the grid-averaged relative humidity exceeds athreshold value which is de-

fined as afunction of height as

-0
RHcrit = RHC+(1_RHc)gi_—O.iEZ 0,<0

RH RH, Oyop T (A0)g <0 <0y

|j5trop + (Ao)d B O-D2
O (A0)4 O

crit = 1 o< otrop

crit =

(6.22)

RHcrit: RHC+(1_RHC) otrop<0<0trop+(A0)d

RH

where RH, = 0.8, 0 = p/pgy,s With p being the pressure and pg,; the pressure at the surface, 0, = 0.8,
Oyrop IStheheight of thetropopausein o -coordinatesand (Ac)y = 0.2. Theincreasein cloud cover isdetermined
by how much of the cloud-free area exceeds saturation in one time step which in turn depends on the moisture dis-
tribution in the cloud-free area and how fast saturation is approached. The moisture is assumed to be evenly dis-
tributed within the range [{q¢™" - (¢ —q"")} » @] aound the mean environmental value ¢, while the
approach to saturation is determined by dg .,/ d¢ . Theincreasein cloud cover then becomes

—(1-a) 99g dg ey

Oagrq = —= <0, (6.23)
T (ga-g™) U d
which can be expressed in terms of grid averages (using the definition ¢ = agy; + (1-a)g™)as
d d
Sagy = ~(1-a)’ i It It ). (6.24)

(qax—q) dt d¢

For the application of Eq. (6.24) at values of g close to saturation, the constraint da g, < (1 -a)/At isimposed
to ensurerealistic values of a .

The generation of cloud water/icein newly formed cloudsis then
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dq o dq e

1
cp, = _éaastratd_t d_t <0, (6.25)

where da . isthefractional cloud cover produced in the time step by Eq. (6.24).

6.1.3 (d) Evaporation of cloud water/ice. The scheme describes evaporation of clouds by two processes in
connection with large-scale and cumulus-induced descent and diabatic heating and by turbulent mixing of cloud
air with unsaturated environmental air.

Fag = B1+ Ey . (6.26)
Thefirst processis accounted for in the same way as stratiform cloud formation except that dg .,/ d¢ > 0. Hence

_ gy dq o
Z, = ad—t d_t>o (6.27)

Assuming a homogeneous horizontal distribution of liquid water in the cloud, the cloud fraction remains unaltered
by this process except at the final stage of dissipation where it reduces to zero.

_Qa ;
Qo= 110 (6.28)
The parametrization of cloud dissipation as cloud air mixeswith environmental air is described as adiffusion proc-
ess proportional to the saturation deficit of the environmental air:

Z, = aK(qu—-q) . (6.29)
where the diffusion coefficient is

K =210°%s" (6.30)

The decrease in cloud cover is parametrized as

_ 5

Byep = T2 (6.31)

lcld

where [, isthe specific cloud water/ice content per cloud area as defined in Eq. (6.3). Note that because of Eq.
(6.3) the parametrizations Eq. (6.29) and Eqg. (6.31) imply areductionin cloud areawhile /4 remains unchanged.

6.1.3 (e) Cloud top entrainment. Fluxesof heat, moisture, cloud water/ice, and momentum through cloud top
due to the cloud top entrainment process are described as

(W'D entr = ~WAD, (6.32)

where w, is the entrainment velocity. Additionally @ stands for the transported variables of s, (the virtual dry
static energy), total water (the sum of water vapour and cloud water) or the velocity fields, and A stands for the
change of @ between two model levels. The parametrization of cloud top entrainment is currently only used if the
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level above a cloudy model level is entirely cloud free and if As,, is positive (stable layer). There are two para-
metrized contributions to the entrainment velocity

We = WetWeqsp- (6.33)
) Clouds at the top of convective boundary layers. In the case of clouds at the top of convective

boundary layers the parametrization of the entrainment velocity follows Deardorff (1976). The
entrainment velocity is represented as

(w's, )y
Wey1 = = ASVV : (6.34)
where
H
—ws))y = ax[ws.d (6.35)
vIH = HIw s, dz .
0
is the average buoyancy flux in the mixed layer of height H and a = 0.5.
(i) All cloud tops. The second contribution to the entrainment velocity is parametrized as
c, AT,
W, = BE— ASVLW : (6.36)

where A7, \, isthelongwave radiative flux divergenceand = 0.5.

Cloud water/ice transported into the cloud free layer above by entrainment is assumed to evaporate immediately
until the layer becomes saturated, at which point the processis inhibited.

6.1.3 (f) Precipitation processes. Similar to radiation, precipitation processes are treated separately in clear
and cloudy skies. Thisowesto the fact that the microphysical processesin these two regions are very distinct from
each other, with conversion, collection and accretion processes being relevant in clouds whereas evaporation of
precipitation is the relevant process outside clouds. Therefore the precipitation flux iswritten as

p = pldy peir (6.37)

with
pd= % P H(I)dA (6.38)

and
pr= :iJ'P 01— H(1))dA (6.39)
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where the step function, H(Z) , marks the portion of the grid-cell containing cloud with a condensate specific hu-
midity / >0 and A isthe area of the grid-cell.

The precipitation fraction in the gridbox is then described as

cld clr

aP = aP +aP (640)

with
at = leJ.H(l)H(P)dA (6.41)

and
allr = %J'(l —H())H(P)dA . (6.42)

Precipitation sources are represented differently for pure ice clouds and for mixed phase and pure water clouds.
Gprec = Gi + Gmw (6-43)

The distinction is made as a function of temperature according to Eq. (6.6). The rain and snow formed is removed
from the column immediately but can evaporate, melt and interact with the cloud water in the layers it passes
through.

0] Pure ice clouds. The precipitation process in ice clouds is treated separately for two classes of
particles. The separation is made by size at a threshold of 100 um. First the ice water content in
particles smaller than 100 um is determined following a parametrization proposed by McFarquhar
and Heymsfield (1997) as

1 i WC,, P>
IWC. g0 = T Dmn[IWCtot, blgzwéotgb } (6.44)
where
IWC. . = Plera (6.45)
tor = 1000 '

isthe total ice water contentingm, IWC, issettolg m2, b,=0.252 g m3 and b,= 0.837. The
Theice content in particles larger than 100 um is then given by

The small ice particles IWC ;5 (now in kg m'3) are given a small terminal fall speed of

Wi = 0.15 ms * while large ice particles have avariable fall speed given by
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1

(i)

wi:l%o = ¢y Wcizloo (6.47)

based on .fHeymsfield and Donner (1990). The constants currently chosen are ¢;=2.3 and ¢,=0.16.
This relationship ensures that the mean ice fall speed increases with the grid mean ice water
content, and asymptotes reasonably to a small non-zero fall speed as the ice mass tends towards
zero.

Given the fall speed and the separation by particle size the contribution to G .. from pure ice
cloudsis

10 ice ice
Gi = _BE(w<IOOIWC<lOO + w>IOOIWC>lOO) y (648)

With the current explicit advection scheme that only allows transport to adjacent layers within one
timestep it is not advisable to advect the cloud cover associated with ice sedimentation below cloud
base, since the cloud boundary would subsequently advect at velocity determined by the CFL
stability criterion. Thus, the ice sedimentation process does not affect the cloud cover and ice is
only advected to the layer below in regions that are already cloudy. Ice settling into clear portions
of the layer below (calculated according to the cloud overlap rules) is converted directly into snow
which falls out the column within one timestep (see Subsection 6.2.3). This remova of snow
implies a larger effect mean fall speed of ice, which iswhy the fall speed relationship for large ice
particles uses a tuning constant that is reduced relative to the observations of Heymsfield and
Donner (1990). Note that the minus sign in the first term of the right hand side of (6.48) appears
since thefall velocity of iceis assumed to be positive downwards.

Mixed phase and pure water clouds. For mixed phase and pure water clouds a parametrization
following Sundqvist (1978) is used. The generation of precipitation is written as

0 O

Gow = acolgql 1- expg—gﬁgg (6.49)
crit

where cgl represents a characteristic time scale for conversion of cloud droplets into drops and

L.t isatypica cloud water content at which the release of precipitation begins to be efficient.

These disposable parameters are adjusted as follows

¢o = coF 1 F, (6.50)
and
lcrit = lcrit (6.51)
F1F2

to take into account the effect of collection of cloud droplets by raindrops falling through the cloud
(#'1) and the Bergeron-Findeisen mechanism (F',). Here F'; and F', are defined as

97
IFS Documentation Cycle CY28r1 (Edited 2004)



0

Part 1V: ‘Physical processes’

(iii)

(iv)

F,=1+b,/P. (6.52)
and
cld , cld

where P, istheloca cloudy precipitation rate (P, = P~ /ap ) and Tz is the temperature
at which the Bergeron—Findeisen mechanism starts to enhance the precipitation. The values for the
constants are those used by Sundqvist (1978), namely Tz = 268 K, b; = 100, b, = 0.5,
c; = 107%™, and lzm = 0.3 gkg ™.

Evaporation of precipitation. The parametrization of rain and snow evaporation is uncertain. A
scheme following Kessler (1969) is used. It describes the evaporation rate as

.577
Ir -4 |:|1/2 1 PCZr|j)
T, = {03 x5.44x10*} (g —q)x% 0 (6.54)
prec = 1%P =t oH 59x10°e4" 0

r

where afol is the clear-sky precipitation fraction. Evaporation of rain/snow only takes place when
the grid mean relative humidity is below a threshold value. The choice of the threshold value is not
straightforward for numerical reasons. Here, the assumption is made that the clear-sky relative
humidity (= grid mean relative humidity in the absence of clouds) that can be reached by
evaporation of precipitation is a function of the fractional coverage with precipitation of the clear
sky part of the grid-box. Hence, the threshold value is parametrized as

clr

ap
RHcrit,EP = 07 + 03m . (655)

Melting of snow. The melting of snow is parametrized by allowing the part of the grid box that
contains precipitation to cool to T, over atime scale T, i.e.,

T-T
—___melt (6.56)

cld clr) Cp
qus T

M= (ap +ap

where T',.;; = 0°C and

- 5h
T4 05(T—Ter)”

6.2 NUMERICS

6.2.1 Integration of the equationsfor cloud water/ice and cloud cover

As cloud processes are rapidly varying in time, care must be taken when Eq. (6.9) and Eqg. (6.10) are integrated
over the relatively large model time steps. Therefore terms that depend linearly on @ and [ are integrated analyt-
ically. Eq. (6.9) and Eqg. (6.10) can be written as
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ol _
5 = C-DI (6.57)

where C isdefined by Eq. (6.13), Eq. (6.17), Eq. (6.21), Eq. (6.25), Eq. (6.27) and Eq. (6.29) and D is defined by
Eq. (6.48) or Eq. (6.49) respectively, and

% - (1-a)A-aB+C, (658)

with A, B, and C,, defined by Eq. (6.14), Eq. (6.18), Eq. (6.24), Eq. (6.28) and Eq. (6.31). Analytical integration
of Eg. (6.57) and Eq. (6.58) yields

A+C,
a(t +At) = a(t)exp{—(A + B)At} +

(1 ep{~(A + B)AL}] (6:59)

and
I(¢ +At) = 1(t)exp(-DA?) + g{ 1- exp(~DAt)} (6.60)

Both the cloud water and cloud cover equations (Eq. (6.59) and Eq. (6.60)) use identical profiles of temperature,
humidity and cloud quantities to calculate every individual source and sink term. These are "first-guess' profiles:
beginning of timestep values that have been subsequently modified to take into account the tendencies due to phys-
ics parametrizations such as deep and shallow convection, radiation and vertical diffusion processes. Thefact that
all processes considered by the cloud scheme useidentical profilesimplies these processes are assumed to act con-
currently. An additional cosmetic benefit is that this approach allows afar greater modulisation of the code, signif-
icantly facilitating its legibility.

Fast processes are considered implicitly. Further details are provided below, but briefly, the processes that are now
treated implicitly for cloud cover are:

. convective detrainment

. generation by cooling

. generation at the top of stratocumulus layers
. destruction by turbulent mixing

For the cloud water the implicit processes are:

. advection by convective subsidence

. generation/destruction by cooling/warming

. cloud top entrainment

. sedimentation of ice

. warm and mixed phase precipitation generation

The choice of numerical treatment is often based on pragmatism, and no perfect solution exists for amodel such
as the IFS using high vertical resolution with relatively long timesteps. Since some terms in Eq. (6.59) and Eq.
(6.60) are treated explicitly, there is nothing to prevent values of cloud water or cloud cover from “overshooting”
during one timestep, in other words that unphysical values may result. Previously, these were handled by simply
clipping the final tendencies for each layer to maintain the cloud variables within physically reasonable limits.
However, this approach can lead to significant conservation errors. For example, if ice sedimentation combined
with other linear sink terms reduces the IWC below zero over a time step, and the final combined tendency is sub-
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sequently clipped to correct this, the ice sedimentation source term for layer below has to take this into account to
prevent an artificial net creation of total water. The present treatment therefore cal cul ates the precise point during
the timestep at which the cloud water or cover reaches zero (or additionally onein the case of cloud cover) and then
limitsthe source and sink termsto equal precisely the advect transport termsfor the remainder of thetimestep. This
approach ensures conservation of total water, and gives an effective balance between linear and nonlinear terms
(i.e. no processes are given priority).

6.2.2 Calculation of dgg,/dt

Special care has to be taken in the numerical calculation of dgg,/d¢ from Eq. (6.19). Since the saturation water
vapour pressure depends exponentially on temperature, straightforward numerical integration of Eq. (6.19) would
produce large truncation errors. Therefore the average of dg,/ d¢ over the time step is determined by the means
of moist adjustment (e.g. Haltiner and Williams 1980). Thisisachieved by first extrapolating the cloud temperature
totime-level ¢ + At and then adjust temperature and moisture toward saturation conditions.

6.2.3 Convective cloud source

The vertical discretization of equations (6.13) and (6.14) is achieved with a simple upstream scheme, i.e.,

D l,_,-1
S, = —®kq o _1)-gM kol R 6.61
conv o ( up k+1/2 r)-8 up,k—l/Zpk_l_pk (6.61)

and

ap_1—0Qy
2

—_ (6.62)
DPr_1—DPp,

D Kk
6aconv = pL:(l_ak)_gMup,k—l/

Although two of the terms in equation (6.62) depend linearly on [, it was decided to treat the convective source
(like any other source of condensate) fully explicitly, i.e., (6.62) is added into (6.57) asacontributionto C,, only.
For cloud fraction it is obvious that the first term on the right hand side of (6.63) can be added to A, in equation
(6.58) whereas the second term can be split into a contributionto B, and C, ,, .

6.2.4 Stratiform cloud source

It is evident from (6.24) that the stratiform source of cloud cover is quadratically dependent on (1-a) and can
therefore not easily be integrated analytically following (6.58). To overcome this problem onefactor of (1-a) is
integrated into A, , i.e., treated explicitly, before carrying out the analytic integration of (6.58), i.e.,

l-a, ﬂj%am

A S —r 6.63
atret = (g g m gD L ©89

6.2.5 Precipitation fractions

clr

The method to determine afold and ap  isasfollows. If precipitationis generated in alevel through the processes
of autoconversion or ice sedimentation, it isassumed to be generated at all portions of the cloud uniformly and thus
at the base of level k, a}"f]‘fe = a,, . The precipitation generated in this cloudy region is given by:
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Pr+1/2
cld

O
AP} = —I%,I Gprec Uf(l)dp’@m , (6.64)

Pr-1/2

and the cloudy precipitation flux at the base of level kisgiven by led = 132 + Aled

where the twiddle symbol
indicatesthe value of P*'? at thetop of level k. Becausethe cloud is assumed to be internally homogenous, (6.64)
simplifiesto @, G ,,..(Pr+1/2=Pr-1/2)/8 » Where S |sthe generat|on rate of precipitation inside the cloud.
If only accretion occursin the clouds of level k, a} P k equals ap k the fractional areathat contains cloudy precip-

itation flux at the top of level k.

Because the clear precipitation flux is assumed to be horizontally uniform, evaporation does not alter the area con-
- o ~cl . o
taining clear precipitation flux such that afpl’k = afork Only inthe casethat all of the clear precipitation flux evap-
clr

orates in Ievel k does apy 5 O The clear-sky precipitation flux at the base of level k is given by
P = P "+ AP where Pi isthe clear- -sKy precipitation flux at the top of level k, and

Pr+1/2
~clr

d
clr 1 ,
APkl = ZJ-%EJ- Eprec H1-H())dp %lA = ar, kEprec(pk+l/2 DPp- 1/2)/g1 (6.65)
O

Pr-1/2

. . o . . ~clr
where E .. represents precipitation evaporation. Note that precipitation evaporation is a function of P guar-
anteeing that precipitation generated in alevel cannot evaporatein the same level. Thiswill guarantee consistency
with the assumption that clouds where present fill the vertical extent of the grid cell and that horizontal transfer of

precipitation mass from cloudy to clear regions of the grid cell is not possible.

At the interfaces between levels, precipitation massthat is in cloud of the upper level may fall into clear air of the
lower level, or precipitation massthat isin clear air of the upper level may fall into cloud of the lower level. Thus
at level interfaces an algorithm is needed to transfer precipitation and its area between the cloudy and clear portions
of the grid box. The algorithm is constructed by determining the amount of area associated with each transfer and
then transferring precipitation fluxes between clear and cloudy components according to the assumption that the
precipitation flux is horizontally uniform but with different valuesin the clear and cloudy regions containing pre-
Cipitation.

There are four possible areas to be defined (see schematic in Figure ?7?): the areain which cloudy precipitation flux
fallsinto cloud of the lower level, the areain which cloudy precipitation flux fallsinto clear air of the lower level,
the areain which clear precipitation flux fallsinto clear air of the lower level, and the areain which clear precipi-
tation flux fallsinto cloud of the lower level. To determine these areas, the cloud overlap assumption is applied to
determine the relative horizontal placements of clouds in the upper and lower levels. For the ECMWF model, the
cloud overlap assumption is expressed in terms of an equation which relates the total horizontal area C covered by
cloudsin levels 1 to k (where k = 1 is the top level of the model), to the total horizontal area cover by cloudsin
levels 1to k-1:

1-max(a, a;_q)

(1 Ck) - (1 Ck 1) 1- mm(ak 1,1 6)

(6.66)

where & isatiny number set to 106, Equation (6.66) gives maximum overlap for clouds in adjacent levels and
random overlap for clouds separated by clear levels. From this equation, one can determine the portion of clouds
of the lower level which isnot overlapped by clouds at all higher levels; thisarea, AC = C;, - C,,_,, cannot have
any precipitation falling into it. Using this assumption, the area for which cloudy precipitation flux fallsinto clear
air of the level below is given by:
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cld . cld
Aacldﬁclr=aPYk_l—mm(ak—AC, app_1)- (6.67)

Equation (6.67) makes the further assumption that there is maximum overlap between the area covered by cloudy
precipitation at the base of the upper level and the portion of the lower level cloud which lies beneath clouds in
higher levels, a, - AC . With the assumption that the precipitation flux is horizontally uniform, the amount of
cloudy precipitation flux of the upper level that fallsinto clear air of the level below is:

Dagg . g 1d
Ler = o PRY (6.68)

ap -1

APcld

The areaiin which clear precipitation flux of the upper level fallsinto cloud of the level below is:

Na,, g = max(0, min(ai){r,e_l, a,-0AC-a;_,)), (6.69)

which assumes maximum overlap between the portion of the cloud in the lower level k which has cloud at some
higher level other than k-1, and the area covered by the clear precipitation flux. Again, with the assumption that the
precipitation flux is horizontally uniform, the amount of clear precipitation flux of the upper level that falsinto
cloud of the level below is:

Dag, . g 1
APclr eld T — == |:Plcerl (670)

clr
ap -1

Finally, the areas and fluxes at the top of level k can be related to those at the base of level k-1 by:

~cld cld

aprk = Qp 1+ By, | cgqa—Bag . o (6.71)
~clr 1
ark = ap_1-DBa, . gat DAy (6.72)
~cld cld
Pr =P, 1 +DP,  a—DPuq . cir (6.73)
~clr olr
Pr =P, 1-OP,,  q+OP,4  op- (6.74)

From these equationsit is obvious that total precipitation area, a® +a%" , and precipitation flux, P°’“ + P""  are

conserved at level interfaces.

6.2.6 Precipitation sources

After theintegration of Eq. (6.60) the fallout of condensate (represented by theterm D! in Eq. (6.57)) out of model
level & isdetermined as

1,(t) -1, (¢ + Ot)
Graoutr = %‘Fck- (6.75)

The condensate falling out of model level & isthen distributed into rain, snow or cloud icein thelevel below using
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the following assumptions:

0]

(i)

(i)

Pure water clouds. In the case of pure water clouds (7', = T'y) all condensate falling out of amodel
level isconverted intorain, i.e.,

Grang = Graious - (6.76)

Mixed phase clouds. In the case of mixed phase clouds (7. < T}, < T,) all condensate falling out
of amodel level is converted into rain or snow whereby the partitioning between the two phasesis
determined using Eq. (6.6), i.e.,

Graing = 9Graiout (6.77)

and
Gsnow,k = (1_ cxk)GfaIIout,k . (6-78)

Pure ice clouds. In the case of pure ice clouds (T, < T}.) the condensate falling out of a model
level is partitioned into a source of cloud ice in the level below and snow. As stated above ice
falling into clear sky is converted into snow, while ice in falling into cloud remains cloud ice. The
cloud mask remains unaffected by this process. This is implemented in the code as follows. First
(6.44) is solved to determine the ice water content in particles smaller than 100 pm. Then (6.60) is
solved for layer £ using the mass weighted fall speed:

pk(a<100wl<cli)0, pt(1- 0‘<1oo)wl>cleoo, k)

D, =-g , (6.79)
k P —}_pk+}
2

k=3

where

_ IWC<100,k

G<100,k - IWCtot,k . (680)

Of theice water content falling into layer & the part falling into overlapping cloud areais treated as
source of cloud ice. The area of cloud overlap is determined as

Qopip,k = min(a, -AC,a;_4), (6.81)

where AC isthe change of total cloud cover from layer £ — 1 to layer & as described above.

6.2.7 Evaporation of precipitation

Since the evaporation of precipitation has a threshold value of relative humidity at which the process should cease
to exist (see equation (6.55)) an implicit treatment is applied when solving (6.54). If (6.54) iswritten as

% - pig,-q), (682

the implicit solution becomes
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Ag = BAt(g, —a7) (6.89)

L9,
1+ BA{1+ c_pEHT’D}

where n refersto the time level at the beginning of timestep At . (6.88) ensures that evaporation of precipitation
never leads to ¢" " t> q, *1. To ensure the maximum relative humidity after evaporation does not exceed the
threshold value defined in (6.55) the maximum change in specific humidity is calculated as

RHcrit,EP D]: - qﬂ

Lfa.d
1+ RHcrit,EPc_p 70

(89) max= (6.84)

The smaller of the values given by (6.88) and (6.89) isthen chosen as the true value of evaporation of precipitation.

6.2.8 Cloud top entrainment

After parametrizing the entrainment flux asin Eq. (6.32) and the entrainment velocity asin Eqg. (6.33) the tendency
equations for the two levels involved in the entrainment process are solved simultaneously using an implicit for-
mulation.

The tendency equation for the cloudy model level, & , can be written as

' z (6.85)

&, k-
B0 ¢ p,
where F, 1, _1,, istheflux of @ taken at half-level £ —1/2. A similar equation can be written for the level im-
mediately above the cloud, 2 — 1. Since only the transport between levels & and & — 1 are considered only the
flux at half level k£ —1/2 isnon-zero. The solution for ® at both model levelsfor time n + 1 given the values at
time n can then be found by solving the system of two linear equations

(6.86)

and

Ppri-dp_, = ght : (6.87)

In order to keep the mixing of the various quantities self-consistent, the following procedure is now employed.
Equation (6.87) isfirst solved for the total water (sum of vapour and cloud water). An implicit limit is applied such
that the mixing tendency asymptotesto zero asthe clear sky layer above the cloud deck approaches saturation. The
resulting tendency is then converted into aimplicit sink term for equation (6.60) by dividing the tendency by the
initial cloud water at time n :
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n+l n+l
_qr Tt

entr —

D qr ko

(6.88)
ly

This modified treatment ensures that the cloud top entrainment processes is given the same priority as the other
source and sink terms. Moreover, by including it in the cloud water equation, the sink term also correctly asymp-
totes to zero as the cloud water in uppermost cloud layer reduces to zero. Thus the present cloud top mixing treat-
ment has realistic and numerically robust behaviour for both limits: saturation above cloud top or destruction of
cloud water at the cloud top. Note that, like ice sedimentation and convective subsidence processes, cloud top en-
trainment is also effectively an advective term, and must a so be handled in a manner than guarantees conservation
of total water. When equation (6.60) has been solved, and the limiters for overshoots have been applied, the “final”
effective entrainment velocity w, over the timestep is obtained by inverting equation (6.86), using the final ten-
dency of cloud water and the mid time step total water inversion strength

P, 1P 1
final _ k_i k +§ (lgr;tr:'l-_ lgntr) (689)

w =
S (T S TR NS

The mixing of the virtual dry static energy, and the horizontal velocity components is then calculated implicitly
using equations (6.86) and (6.87), inserting this “final” value of the entrainment velocity that is consistent with the
cloud water history.

6.2.9 Final moist adjustment

In the case where semi-Lagrangian advection is not used, a final test for supersaturation is performed after the cal-
culation of the liquid water/ice tendency and the corresponding tendencies of temperature and moisture. If any su-
persaturation is found the grid box is re-adjusted to saturation (using the moist adjustment formulation) and the
moisture excess is converted into precipitation. When the semi-Lagrangian advection scheme is utilized however,
this final supersaturation check is performed by a separate routine that is applied on the effective profiles of tem-
perature and humidity after all physical and explicit dynamical contributions have been computed. See Section 3.10
of Chapter 3 “Semi-Lagrangian formulation” for a more detailed description of the applied saturation check. Note,
that small amounts of non-physical supersaturation due to numerical approximations may remain in the postproc-
essed fields.

6.3 CODE
The parametrization of cloud and large-scale precipitation processes is performed in the following routines:

CLDPP

This routine prepares the cloud variables for radiation calculations and calculates total, high, mid-level and low
cloud cover for postprocessing. These are obtained using the maximum-random overlap assumption over the rel-
evant vertical atmospheric slab. In sigma coordinates these slabs are defined as follows,

Low clouds: P >0.8P,
Medium clouds: 0.45P_ < P < 0.8P,
High clouds: P < 0.45P,
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CLOUDSC

Thisroutine carries out all calculations necessary to solve Eq. (6.9) and Eqg. (6.10). As stated above, recent devel-
opments in the numerical treatment has allowed the code to be greatly modularized. The calculations are carried
out in the following order:

Section 1: Calculate initial input profiles

Section 2: Setup
. initial setup including calculation of
* qsat

. tropopause height for Eq. (6.22)
. mixed layer buoyancy integral as defined in Eq. (6.35)

Section 3: Sources and sinks

. convective source terms including freezing if different mixed phase assumptions are used for
convection and large-scale processes (Eq. (6.13) and Eg. (6.14))
. entrainment velocity due to longwave cooling (Eg. (6.36))

. generation of clouds at top of convective boundary layer (Eg. (6.17) and Eq. (6.18))
. erosion of clouds by turbulent mixing (Eg. (6.29) and Eq. (6.31))

. calculation of dg,/dt (see section 6.2.2)

. large-scale evaporation (Eg. (6.27))

. large-scale cloud formation (Eq. (6.21), Eq. (6.24), and Eq. (6.25))

Section 4. Precipitation generation

. precipitation overlap
. ice sedimentation
. warm rain and mixed phased processes

Section 5: Solversfor cloud cover and water
. analytical integration of the equation for a (Eg. (6.59))
. analytical integration of the equation for I (Eq. (6.60))
. apply limiters calculation modified cloud advection processes

Section 6: Solver-dependent physics
. mixing due to cloud-top entrainment of static energy and horizontal winds
. melting of snow (Eq. (6.56))
. evaporation of precipitation (Eq. (6.54))

Section 7: Update tendencies
. final tendency calculations of all thermodynamic quantities

Sections 8: Flux calculations for diagnostics

APPENDIX A LIST OF SYMBOLS

A() advective transport through the boundaries of the grid box
a fraction of grid box covered by clouds

Qprec fraction of grid box covered by precipitation
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&

fallout

_‘
Q.
=]

gCD Qﬁ@ Q™
g 8
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&

fractional area of updraughts

condensation rate

specific heat at constant pressure

detrainment in the cumulus updraughts

rate of evaporation of cloud water/ice

rate of evaporation of precipitation

saturation water vapour

longwave radiative flux divergence

moisture transport by clouds

acceleration of gravity

generation of precipitation that falls out from one level to another
generation of precipitation from cloud water/ice
generation of precipitation in the form of rain

generation of precipitation in the form of snow
mixed-layer height

surface humidity flux

diffusion coefficient

latent heat

latent heat of fusion

latent heat of sublimation

latent heat of vaporization

grid-mean specific cloud liquid-water and ice content
specific cloud water content per cloud area

specific cloud water/ice content in the cumulus downdraughts
specific cloud water/ice content in the cumulus updraughts
rate of snowment

cumulus-induced subsidence mass flux

precipitation rate

local precipitation rate

pressure

environmental specific humidity

specific humidity in the convective downdraughts
saturation specific humidity

saturation specific humidity with respect to ice

saturation specific humidity with respect to water

specific humidity in the convective updraughts

radiative heating rate in cloudy air

radiative heating rate in cloud-free air

gas constant for dry air

gas constant for water vapour

=0.8

threshold value of the relative humidity

formation of cloud water/ice by convective processes
formation of cloud water/ice by stratiform condensation processes
formation of cloud water/ice by boundary-layer processes
dry static energy

virtual dry static energy
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T temperature

T, =273.16 K

Tgr = 268 K temperature at which the Bergeron—Findeison enhances the precipitation
T\ =250.16 K

Tt =0°C

w area-mean generalized vertical velocity

w pw = pa,w,, is the cloud mass flux

We entrainment velocity

Wice terminal fall speed of ice particles

Wy updraught velocity

a fraction of condensate held as liquid water

day, rate of increase of cloud area by boundary-layer processes

0a oy rate of increase of cloud area by convective processes

00 gt rate of increase of cloud area by stratiform condensation processes
3 eyap rate of decrease of cloud area due to evaporation

p density of moist air

Pw density of cloud water
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Part IV: PHYSICAL PROCESSES

CHAPTER 7 Surface parametrization

Table of contents

7.1 Introduction
7.2 Tiles and surface fluxes
7.2.1 Tile and vegetation characteristics
7.2.2 Surface heat and evaporation fluxes
7.3 the surface energy balance and coupling to the soil
7.4 Snow
7.4.1 Snow mass and energy budget
7.4.2 Prognostic snow density and albedo
7.4.3 Additional details
7.4.4 Treatment of melting
7.5 Soil heat transfer
7.5.1 Discretization and choice of parameters
7.5.2 Soil-water phase changes
7.6 Soil-water budget
7.6.1 Interception
7.6.2 Soil properties
7.6.3 Discretization and the root profile
7.7 Seallakeice
7.8 Numerical solution of the surface equations
7.8.1 Recap of the analytical equations
7.8.2 Implicit numerical solution

7.9 Code

7.1 INTRODUCTION

The parametrization scheme described in this chapter represents the surface fluxes of energy and water and, where
appropriate, corresponding sub-surface quantities. Fig. 7.1 summarizes the main features of the land part of the
model; hereafter the scheme will be referred to as the TESSEL (Tiled ECMWF Scheme for Surface Exchanges
over Land) scheme. At theinterface between the surface and the atmosphere, each grid-box isdivided into fractions
(tiles), with up to 6 fractions over land (bare ground, low and high vegetation, intercepted water, shaded and ex-
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posed snow) and up to 2 fractions over sea and freshwater bodies (open and frozen water). Each fraction has its
own properties defining separate heat and water fluxes used in an energy balance equation solved for the tile skin
temperature. Special attention is devoted to the different physical mechanismslimiting evaporation of bare ground
and vegetated surfaces.

Schematics of the land surface

SMow on
ground & low

i interception
high P vegetation

vegetation low resenoir  pore snow under
vegetation ground high vegetation

Figure 7.1 Schematic representation of the structure of TESSEL |and-surface scheme

Over land, the skin temperature is in thermal contact with a four-layer sail or, if there is snow present, a single
layersnow mantle overlying the soil. The snow temperature varies due to the combined effect of top energy fluxes,
basal heat flux and the melt energy. The soil heat budget follows a Fourier diffusion law, modified to take into ac-
count the thermal effects of soil water phase changes. The energy equation is solved with a net ground heat flux as
the top boundary condition and a zero-flux at the bottom.

Snowfall is collected in the snow mantle, which in turn is depleted by snowmelt, contributing to surface runoff and
sail infiltration, and evaporation. A fraction of therainfall iscollected by an interception layer, where the remaining
fraction (throughfall) is partitioned between surface runoff and infiltration. Subsurface water fluxes are determined
by Darcy’s law, used in a soil water equation solved with a four-layer discretization shared with the heat budget
equation. Top boundary condition is infiltration plus surface evaporation, free drainage is assumed at the bottom;
each layer has an additional sink of water in the form of root extraction over vegetated areas.

Finally, open water points have a fixed surface temperature. When present, frozen water occupies a fraction of the
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grid box, with a prognostic ice temperature evolving in the forecast following the heat budget of a four-layer ice
model in thermal contact with an underlying ocean at freezing temperature.

7.2 TILES AND SURFACE FLUXES

7.2.1 Tileand vegetation characteristics

Grid-box surface fluxes are calculated separately for the different subgrid surface fractions (or “tiles”), leading to
a separate solution of the surface energy balance equation and skin temperature for each of these tiles. This is an
analogue of the “mosaic” approach of Koster and Suarez (1992). Note that the tiles at the interface soil-atmosphere
are in energy and hydrological contact with one single atmospheric profile above and one single soil profile below.
Each grid box is divided into 8 fractions: two vegetated fractions (high and low vegetation without snow), one bare
soil fraction, three snow/ice fractions (snow on bare ground/low vegetation, high vegetation with snow beneath,
and sea-ice, respectively), and two water fractions (interception reservoir, ocean/lakes). The tile for "high vegeta-
tion with snow beneath" is a combined tile with a separate energy balance and evaporation model for the high veg-
etaton and the underlying snow. A mixture of land and water (ocean/inland water) tiles is not allowed, i.e. a grid
box is either 100% land or 100% sea.

In each grid box two vegetation types are present: a high and a low vegetation type. An external climate database,
based on the Global Land Cover Characteristics (GLCC) data that has been derived using one year of Advanced
Very High Resolution Radiometer (AVHRR) data and ancillary information (Loveland et al. 2000; http://
edcdaac.usgs.gov/glcc/glcc.html; see also Chapter 10). The nominal resolution is 1 km. The data used provides for
each pixel a biome classification based on the Biosphere—Atmosphere Transfer Scheme (BATS) model (Dickinson
et al. 1993), and four parameters have been derived for each grid box: dominant vegetation type, T\, and T}, and
the area fraction, A, and A,, for each of the high- and low-vegetation components, respectively.

The coverage C; for the tile i depends on the type and relative area of low and high vegetation, and the presence
of snow and intercepted water. In the absence of snow and interception, the vegetation coverage of high (c,;) and
low (c,) vegetation are calculated as A,c,.(T\) and A, c,(T\), respectively, with c,, a vegetation type dependent
coverage (see Table 7.1). The bare ground fraction cg is the residual.

Cn = AHcveg(TH)
CL = ALCveg(TL) (7.1)

cg = (1-cy—-cp)

Each vegetation type is characterized by a series of (fixed) parameters as detailed in Table 7.1:

. A minimum canopy resistance, rqmn;

. A leaf area index, LAI;

. A vegetation coverage, ¢,

. A coefficient, gy, for the dependence of the canopy resistance, r., on water vapour pressure deficit;
. The root distribution over the soil layers, specified by an exponential profile involving attenuation

coefficients, a,,and b,;

The numerical values for the parameters of Table 1 are based both on experiments conducted as described in van
den Hurk et al. (2000) and on literature review, in particular Mahfouf et al. (1995), Manzi and Planton (1994), Gia-
rd and Bazile (2000), Dorman and Sellers (1989), Bonan (1994), Pitman et al. (1991), and Zeng et al. (1998).
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TABLE 7.1 VEGETATION TYPES AND PARAMETER VALUES (SEE TEXT). H/L REFER TO THE DISTINCTION BETWEEN
HIGH AND LOW VEGETATION.

Index Vegetation type HIL rs'mi_"l LAI 5 Cueg gD_ a, b,
(smb  mPm?) (hPal)

1 Crops, mixed farming L 180 3 0.90 0 5.558 2.614
2 Short grass L 110 2 0.85 0 10.739 2.608
3 Evergreen needlel eaf trees H 500 5 0.90 0.03 6.706 2175
4 Deciduous needleleaf trees H 500 5 0.90 0.03 7.066 1.953
5 Evergreen broadleaf trees H 175 5 0.90 0.03 5.990 1.955
6 Deciduous broadleaf trees H 240 6 0.99 0.03 7.344 1.303
7 Tall grass L 100 2 0.70 0 8.235 1.627
8 Desert - 250 0.5 0 0 4.372 0.978
9 Tundra L 80 1 0.50 0 8.992 8.992
10 Irrigated crops L 180 3 0.90 0 5.558 2.614
11 Semidesert L 150 0.5 0.10 0 4372 0.978
12- Ice capsand glaciers - - - - - - -

13 Bogs and marshes L 240 4 0.60 0 7.344 1.303
14 Inland water - - - - - - -

15 Ocean - - - - - - -

16 Evergreen shrubs L 225 3 0.50 0 6.326 1.567
17 Deciduous shrubs L 225 15 0.50 0 6.326 1.567
18 Mixed forest/woodland H 250 5 0.90 0.03 4.453 1631
19 Interrupted forest H 175 25 0.90 0.03 4.453 1.631
20 Water and land mixtures L 150 4 0.60 0 - -

The presence of snow and intercepted water dynamically modifies the coverage fractions. The coverage of snow,
Cen IS linearly related to the snow mass per unit area (abreviated to snow mass in the following), S (units
103( kg m‘z) or m). Theinterception reservair fraction, ¢,, isgivenby W,/ W, with W, the maximum value for
the intercepted water in the grid box, defined from the leaf areaindex contributions from the high and low vegeta-
tiontiles. Thewater contents of theinterception reservoir, W, (unitsm), and S are prognostic quantitiesin the mod-
el. Snow cover is assumed to be overlying vegetation and bare ground with the same fraction. The interception
reservoir occupies an identical fraction of all snow-freetiles.
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. S
Con = mln%’l,s—g
cr

Win = Wimal¢s + ¢y (TLAI(Ty) + ¢, (LAI(T,)] (7.2)
. Win

c; = MINAEL, &5

l %L w,.O

I n the expressions above the minimum snow massthat ensures compl ete coverage of thegrid box is S, = 0.015m

and the maximum water over a single layer of leaves or over bare ground is W,,.x = 0.0002 m. The leaf area
index LAI, is specified in Table 7.1 as a function of surface type. The full set of fractional tile coveragesis given
by Egs. (7.3) and (7.4), where the indexing of thetilesis detailed in Table 7.2. Since a mixture of land and ocean
tilesis not allowed, a grid box is either 100% water (open water and ice, with ice fraction ¢;):

C,=1-¢
C, = ¢ (7.3)
C, =0, :0[3 N{]

or 100% land (tiles 3 to N, where N;=8 is the number of tiles):

c,=C,=0

C3 = (1-cg) Lty

C,=(Q-cy)dl-¢) [k,

Cs = ce,dl-cy) (7.9
Ce = (1-cg) Hl-¢)) Ley

C7 = con oy

Cg = (1-cg) Hl-c))H1l-c  —cy)

Apart from the fractional gridbox coverage, each tile has a couple of additional parameters (see Table 7.2):

. The skin conductivity, A, provides the thermal connection between the skin level and the soil or
snow deck. For high vegetation, Ay, is different for a stable and unstable stratification of the
temperature gradient between the skin level and the upper soil or snow layer. This difference is
considered to represent the asymmetric coupling between the ground surface and the tree canopy
layer: an effective convective transport within the tree trunk space for unstable conditions, and a
limited turbulent exchange for stable stratification (Bosveld et al. 1999).

. A small fraction f, of net short-wave radiation that is transmitted directly to the top soil or snow
layer. The remaining fraction of the short-wave radiation (1 - f.) is absorbed by the skin layer.

Finally, the surface albedo, a;, issimilar for al land tiles within a grid box except for those covered with snow
(see the snow scheme description below). The climate database provides the snow-free background albedo on a
monthly basis. Long-wave emissivity, €, outside the window region is equal to 0.99 for al tiles; emissivity in the
window region istile dependent and varies between 0.93 and 0.98 (see Table 2.5 in Section 2.5.5 for more details).
The remaining surface characteristics (roughness length for momentum, z,,,, and heat, z,,) are similar for all land
tiles within a grid box and specified in the climate database (Chapter 10).
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TABLE 7.2 TILE SPECIFIC VALUES.

ndex Tile Ny unstable Ny, stable fr Resistance
W m-ZK-l) (W m-ZK-l) scheme

1 Open water 0 0 0 Potential

2 |ce water 58 58 0 Potential

3 Interception 10 10 0.05 Potential
reservoir

4 Low vegetation 10 10 0.05 Resistance

5 Snow on low 7 7 0 Potential
vegetation/bare
ground

6 High vegetation A, ,+5 A, +5 0.03 Resistance

7 Highvegetation A +5 A +5 0.03 Canopy and snow
with snow o @3 resistance
beneath

8 Bare ground 15 15 0 Resistance

The resistance scheme describes the way of coupling with the atmosphere: Potential denotes atmospheric resist-
ance only; Resistance denotes aerodynamic resistance in series with a canopy or soil resistance; Canopy and snow
resistance denotes a canopy resistance for the vegetation and an extra aerodynamic coupling to the snow surface

(seeFigs. 7.1-7.2and Subsection 7.2.2). For tiles6 and 7, A, , = 15W m K " and Ny s = 10W m2K™

represent the aerodynamic coupling between the canopy and the soil in the unstable and stable cases, respectively,
and the factor 5 represents the longwave radiative exchanges. Unstable/stable refers to the temperature gradient
between the skin layer and the top soil or snow layer.

7.2.2 Surface heat and evaporation fluxes

A resistance parameterization is used to cal cul ate the turbulent fluxes. Momentum exchange is parameterized with
the same roughness length for all tiles, but with a different stability correction for each tile. The resistance scheme
for water vapour and heat exchanges is different for different tiles (see Fig. 7.2 ). For ocean, seaice and snow on
low vegetation, the turbulent fluxes of heat and water vapour are given by

H; = pc,|U|Cyy (T +82 - Ty ;) (7.5)

E;, = pa|UL|CH,i[qL_QSat(Tsk,i)] (7.6)

with p, theair density, c,, the heat capacity of moist air, g the acceleration fo gravity, |U\.|. TL, qu 2 thewind
speed, temperature, humidity and height of the lowest atmospheric model level, and Cpy ; the turbulent exchange
coefficient, that varies from tile to tile because of different atmospheric stabilities. See Chapter 3 for a description
of the exchange coefficients where different roughness lengths for heat and momentum are assumed and a Monin-
Obukhov formulation is adopted for the stability dependence.
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potential Canopy resistance resistance 1o snow

: T = AgatTai) ; '
EABK zat’ sk E‘tsk sat' " sk '.Tsn ‘qmtﬂ'sn)

Figure 7.2 Resistance scheme for three categories of coupling. Potential refers to ocean, seaice and and snow
on low vegetation; (Canopy) resistance to dry low and dry high vegetation, bare soil, and interception reservoir
when potential evaporation exceeds the maximum reservoir content; Resistance to snow to snow under high
vegetation.

For high and low vegetation, an additional canopy resistancer is added:

p

e G B (7.7)

withr, = (U |Cy, i)_1 and i indicating the high or low vegetation tiles. r. isafunction of downward shortwave
radiation R, leaf areaindex LAI, average unfrozen root soil water 8, atmospheric water vapour deficit D,and a
minimum stomatal resistance rg mn, following Jarvis (1976):

re = SE(RIFO)fADy) (78)

f7 isahyperbalic function of downward short-wave radiation only:

L - in[1, BBt 7.9
g - " seR ) (79
wherea = 0.81, b = 0.004 W 'm?and ¢ = 0.05.
Function f5 is defined as
d _
E 0 0 <Bpup
1 U 6-6 _
T o O—L% g, <6<8 (7.10)
Fo®)  OBp=8pup P
E 0 8> 0.,
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where the soil moisture at permanent wilting point and at field capacity, 6
in Table 7.5. 8 isaweighted average of the unfrozen soil water

pwp and B4, , respectively, are defined

4
6 = Zkaax[ﬁiq,kek,epr] (7.12)
k=1

where Ry, is the the fraction of rootsin layer £ and the fraction of unfrozen soil water, f;q , = 1-f;(T}) ,isa
parameterized function of the soil temperature of layer & , T}, as specified in Section 7.5.2. Table 7.1 lists the co-
efficientsa, and b, which are used to calculate the root fraction R, according to Zeng et al. (1998):

R, = 0.5[exp(-a2),_1/2) + eXP(=b,2; _1/5) — &XP(=2}, + 1/2) — EXP(=D,2; 1 1/7)] (7.12)

wherezy, 7,2 isthe depth of the bottom of layer & (in m; z,, = 0 m). Contributions from levels exceeding the col-
umn depth are added to the deepest soil layer in order to ensure that ZRk = 1. Table 7.3 liststhe distribution of
the roots over the four soil layers.

TABLE 7.3 ROOT DISTRIBUTION PER VEGETATION TYPE (IN %) OVER THE FOUR LAYERS. VEGETATION INDEXES
REFER TO Table 7.1.

Vegetatio
n 1 2 3 4 5 6 7 8 9 10 11 13 16 17 18 19
index

Layer 1 24 3% 26 26 24 25 27 100 47 24 17 25 23 23 19 19
Layer 2 4 38 3 38 3B 3#4 21 O 45 41 31 34 3B 36 3 3H
Layer 3 31 23 29 29 3 27 27 O 8 31 33 27 30 30 36 36
Layer 4 4 4 6 7 7 14 9 0 0 4 19 1 1 11 10 10

A dependence on atmospheric humidity deficit (D =esy4(T} )-e| , with e the vapour pressure) isincluded according
to

/ﬁ = exp(-goD,) (7.13)

where g depends on the vegetation type (Table 7.1), and is non-zero for high vegetation only.

Evaporation from the interception reservoir is given by Eq. (7.6) only when the amount of water intheinterception
reservoir, W, is sufficient to sustain potential evaporation during the entire time step At . If W, islimited, an ad-
ditional resistancer, analoguetor.in Eq. (7.7), isintroduced. r| is cal cul ated from the potential evaporation of the
previous time step. Note that this type of flux-limiter is atime-step dependent feature of the model numerics.

Bare-soil evaporation uses a resistance approach, an analogue to the canopy transpiration formulation (Eg. (7.7)).
The soil evaporation resistance, rq, iS

Tsoil = I’soil,minfz(fliqel) (7-14)
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with f5 given by Eq. (7.10), and rgy min= 50 s m'L. By this parameterization, evaporation from bare ground is
treated similar to asingle leaved canopy with a minimum resistance gy min, extracting water from the upper soil
layer only, and not experiencing any additional stress due to limited radiation or dry air. Eq. (7.14) shuts off evap-
oration when the top soil moisture reaches permanent wilting point. When compared to observations over semi-
arid areas, an alternative relative humidity formulation (Mahfouf and Noilhan 1991; Viterbo and Beljaars 1995),
that does not have a similar limitation, gave excessive evaporation (van den Hurk et al. 2000).

A special treatment is included in the calculation of evaporation over high vegetation with snow underneath (see
Fig. 7.2)). Evaporation takes place from both the canopy component in the tile (£ 7) and from the snow lying
under the vegetation. The canopy evaporation uses a canopy resistance and saturation specific humidity at the can-
opy skin temperature, while the snow evaporation E, 7 is parameterized with an additional constant aerodynamic
resistance r, ¢, and saturation specific humidity at snow temperature T',. The evpaoration from tile 7 is the com-
bination of the canopy transpiration and the snow evaporation:

E, = paqL_q* - paq*_gsat(Tsn) + paQ* _q;at(Tsk)

- (7.15)

a, sn c

where g. isthe humidity at the connection point of the three resistances (Fig. 7.2 ). After elimination of q. , E;
can be rewritten as.

E, = p, 9L~ Zsat(Tsk) +p, gL~ 9sat(Tsn) (7.16)

r
a +7r

ra+rc+rc a, sn

fa
a,shn
r re

a, sn

Thefirst term in the equation above isinterpreted as E, ¢ 7 and is treated in the standard way (i.e., implicit in the
tile skin temperature). The second term is interpreted as evaporation from snow (Eg, 7) and is handled explicitly.
The values of r, 5, depend on the stability of the subcanopy layer and are functionsof A, , and A, ¢ (see Table
7.2);rqen=67s m! and rasn=220s m! for an unstable and stable subcanopy layer, respectively. In spring, the
latent heat flux of that tile, LyE\eq 7+LsE g, 7 Will be dominated by snow evaporation since the frozen soil under
the snow deck will lead to very large values of r.

The grid box total sensible and latent heat fluxes are expressed as an area weighted average:

H = ZCiHi (7.17)

E = ZCL»EL» (7.18)

with H; given by Eq. (7.5), and E; by Eq. (7.6) for ocean, sea-ice and snow on low vegetation, Eq. (7.7) for dry
high and low vegetation, the interception reservoir (with r replaced by r|) and for bare soil (with r replaced by
T'il) @nd Eq. (7.16) for high vegetation with underlying snow.

7.3 THE SURFACE ENERGY BALANCE AND COUPLING TO THE SOIL
A skin temperature T', forms the interface between the soil and the atmosphere. As detailed in Section 3.5, it is
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calculated for each grid box tiles separately, by scanning the surface energy balance solver over the 8 tiles, assum-
ing a complete coverage of the specific tile. For asingletile, this procedure is very similar to the derivation of the
Penman—Monteith equation in which the skin temperature is eliminated from the surface energy balance equation.
The numerical approach used in TESSEL has the advantage that the feedback of skin temperature on net radiation
and ground heat flux is included (see Section 3.5). The input radiation and reference atmospheric temperature (77 ),
specific humidity (g ) and wind speed (U, ) are identical for each tile. The surface fluxes "seen" by the atmosphere
are calculated as an area-weighted average over the tiles (see Egs. (7.17) and (7.18)). For the high vegetation with
snow underneath, the skin temperature is that of the high vegetation; the temperature of the underlying snow is
calculated separately.

The energy balance equation solved for each tile takes into account partial absorption of net short-wave radiation,
I-frg i, in the skin layer (see Table 7.2). The remaining energy is directly passed to the soil or snow:

(1-frs)(1-a;)Rs+e(Ry— O-Téslk,i) +H;+L, E; = Ny (T, ;—T1) (7.19)

where i denotes the tile index, Rgand R+ are downward short-wave radiation and long-wave radiation, respective-
ly, o is the Stefan—Bolzman constant, T, the temperature of the upper soil or snow layer, H; the sensible heat flux,
and L, ;E; the latent heat flux from the skin layer, and A ;, the skin conductivity for tile i. Latent heat of evap-
oration, Ly, is used for all evaporation terms except snow evaporation, while L, the latent heat of sublimation, is
used for evaporation of snow (i.e., tile 5 and the contribution Eg, 7 from tile 7, defined by Eqg. (7.16)).

The tiled surface is thermally coupled to the snow deck, when present, and to a single soil profile. The net flux into
the soil is a weighted average of the flux from each tile.

The solution of Eq. (7.19) is performed inside the code for turbulent exchanges in the atmosphere (Chapter 3). The
atmospheric vertical diffusion equations yield a tridiagonal system of equations, with the coupling to the skin tem-
perature given by the matrix row corresponding to the lowest model level. The first step for the solution of the sys-
tem of equations, an LU decomposition, is followed by the solution of Eq. (7.19) before back-substitution. Details
of the computations can be found in Chapter 3.

7.4 SNOw

The snow scheme represents an additional “layer” on top of the upper soil layer, with an independent, prognostic,
thermal and mass contents. The snow pack is represented by a single snow temperature, T, and the snow mass per
unit area (snow mass for short) S. The net energy flux at the top of the snow pack, Gln , is the residual of the skin
energy balance from the snow covered tiles and the snow evaporation from the tile with high vegetation over snow
(Eq. (7.15)). The basal heat flux, GSBn, is given by equation a resistance formulation modified in case of melting.
The absorbed energy is used to change the snow temperature or melt the snow, when T', exceeds the melting point.

The heat capacity of the snow deck is a function of its depth and the snow density, which is a prognostic quantity
depending on snow age following (Douville et al. 1995). The snow thermal conductivity changes with changing
snow density. The snow albedo changes exponentially with snow age. For snow on low vegetation it ranges be-
tween 0.50 for old snow and 0.85 for fresh snow (to which it is reset whenever the snow fall exceeds 1 mm hr).
The albedo for high vegetation with snow underneath is fixed at 0.15.

7.4.1 Snow mass and energy budget

The snow mass budget reads as:
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0S
pwa

= F+cg(Egy - My,) (7.20)
where F' is snowfall (unitskg m2s?), S is snow mass (sometimes referred as snow water equivalent) grid-averaged
(units 103 kg m?), p,, isthewater density (units kg m?), E, and M, are snow evaporation and melting, respec-
tively (units kg m?s?), and cg, is the snow fraction (see Eq. (7.2)), i.e. the sum of tiles 5 and 7 (see Eq. (7.4)). In
Eg. (7.20) and in the remaining of this section, all surface fluxes are per unit area and apply only to the snow area
(i.e. tile5and 7). The snow equivalent water S appliesto the entire grid square and therefore occursin the equation
divided by thetotal snow fraction. The snow flux from the atmospheric model, F', isagain for the entire grid square.
Asagenerd rule, al quantities with subscript sr will refer to the snow area. In Eq. (7.20), the snow evaporation
isdefined as

csnEsn = CSES + C7Esn, 7 (7-21)

Snow mass and snow depth are related by
D, =— — (7.22)

where D, is snow depth for the snow-covered area (unitsm; Dy, is NOT agrid-averaged quantity) and p, isthe
snow density (units kg m-3).

The snow energy budget reads as

Pw §6T5n~

pW S aTsn
psncsn ot - (pC)I

N B
p‘ c at = RSI"I * LsEsn + Hsn - GSn - an (723)
I~sn

oT
(pC)snDsna_tsn = (pC)sn

where (pC); and (pC)g, aretheice and snow volumetric heat capacities, respectively (units J m_SK_l), p; is
theice density (units kg m3, RSNn is the net radiation absorbed by the snow pack (units W m2), L¢ isthe latent heat
of sublimation (units Jkg?), Hg, GSBn , and Qg represent, respectively, the snow sensible heat flux, basal heat flux
(at the bottom of the snow pack), and energy exchanges due to melting (units W m2). Eq. (7.23) neglects the ther-
mal energy brought by precipitation. The snow is composed of an ice fraction, a liquid water fraction and an air
fraction, v;, v,, and v, respectively, wheretypicaly 0.3 <v,<0.9 and theliquid water fraction is significantly
different from zero in melting conditions. The following approximations are made in Eq. (7.23)

(PC)sn = Vi(PC);i + vy (PC)y + Va(PC) 2= V;(PC); + v, (PC),,

Psn = ViPi + Vi Py + VaPa = VP + Vi Py

(7.24)
(PC)sn _Vi(PC)i + Vi (PC)w _ (PC);
Psn ViPi + ViwPw Pi
The melting term couples the mass and energy equation
PwoS

Q¢ = LM, = - fﬁa m (7.25)

where L, isthe latent heat of fusion (units Jkg?) and the subscrit m represents melting.
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7.4.2 Prognostic snow density and albedo

Following Douville et al. (1995) snow density is assumed to be constant with depth and to evolve exponentially
towards a maximum density (Verseghy, 1991). First aweighted average is taken between the current density and
the minimum density for fresh snow

_ Sp;n + (AtF/pw)pmin

Pon = —57 (AtF/p,) (7-20)
The exponential relaxation reads
pgr: ! = (pDSn - pmax) exp(_TfAt/Tl) + Pmax (727)

where timescales 1; = 86400 s, and 1; = 0.24 corresponding to an e-folding time of about 4 days, with mini-
mum density p,,;, = 100 kg mr® and maximum density p,,.« = 300 kg m? (see Table 7.4).

TABLE 7.4 SNOW-RELATED PARAMETERS

Symbol  Parameter Value

D’S‘;f‘x Maximum snow thermal depth 0.07m
Sor Threshold value for grid box coverage of snow 0.015m

O min Minimum a bedo of exposed snow 0.50

O nax Maximum abedo of exposed snow 0.85

Oy  Albedo of shaded snow 0.2

A Ice heat conductivity 22W miK
Pmin  Minimum snow density 300k gm3
Pmax  Maximum snow density 100 k gm’3
P Ice density 920 kgm3
(pC); Icevolumetric heat capacity 20510 Jm3 K1
T, Linear coefficient for decrease of abedo of non-melting snow 0.008

T Coefficient for exponential decrease of snow density and melting snow albedo 0.24

Ty Length of day 86400 s

Snow albedo in exposed areas evolves according to the formulation of Baker et al. (1990), Verseghy (1991) and
Douville et al. (1995). For non melting-conditions:

it = ol -tAt/T (7.28)

where 1, = 0.008, which will decrease the albedo by 0.1 in 12.5 days. For melting conditions M, > 0:

+1
Gi.n = (Gén_ amin) exp(_TfAt/Tl) * Opin (7-29)

wherea,,;, = 0.5 and a,,,, = 0.85.1f snowfal F > 1 kgmhr-, the snow albedo isreset to the maximum value,
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t+1
al’t = a

sn max *

The above formulae are inadequate to describe the evolution of the surface albedo of snow cover with high vege-
tation. Observations suggest a dependence on forest type but, by and large, the albedo changes from avalue around
0.3 just after aheavy snowfall to avalue around 0.2 after afew days (see Betts and Ball (1997) and the discussion
in Viterbo and Betts (1999)). This change reflects the disappearance of intercepted snow, due to melt (for suffi-
ciently warm temperatures) or wind drift (for cold temperatures). Ways of describing those two mechanismswould
involve either a separate albedo variable for the snow in the presence of high vegetation, or the introduction of an
interception reservoir for snow. In the absence of any of the two, we define a g, ; = 0.2 for the snow in the pres-
ence of high vegetation. Thisvalue was chosen to match the overall forest albedo in the presence of snow from the
results of Viterbo and Betts (1999).

7.4.3 Additional details

7.4.3 (a) Limiting of snow depth in the snow energy equation. Initial experimentation with the snow model
revealed that the time evolution of snow temperature was very slow over Antartica. The reason is rather obvious;
the snow depth over Antarticais set to a climatological value of 10 m which can respond only very sowly to the
atmospheric forcing due to its large thermal inertia. In previous model versions, the properties of layer 1 were re-
placed by snow properties when snow was present, which kept the timescale short. A physical solution would have
been to introduce a multilayer snow model, with e.g. four layers to represent timescales from one day to a full an-
nual cycle. Asashortcut, alimit is put on the depth of the snow layer in the thermal budget, D;‘:f’x = 0.07m.The
energy equation reads:

oT
(pC)snDljsna_tsn = Ran + LsEsn + Hsn - Gan - an

DL,

(7.30)

min(Dgn, Dgy')

7.4.3 (b) Basal heat flux and thermal coefficients. The heat flux at the bottom of the snow pack is written as
afinite difference in the following way:

(7.31)

sn

where rg, is the resistance between the middle of the snow pack and the middle of soil layer 1, with two compo-
nents: the resistance of the lower part of the snow pack and the resistance of the top half of soil layer 1.

= 052, 1

r
sn
)‘sn /\sk, 8

(7.32)

where the second term is the skin layer conductivity for bare soil (tile 8), which can be seen as an approximation
of 0.5(D;/A+) . Thesnow thermal conductivity, isrelated to the ice thermal conductivity according to Douville et
al. (1995):

.88
Ay, = )\i%%‘g (7.33)
|

Table 7.4 contains the numerical values of the ice density and ice heat conductivity.

121
IFS Documentation Cycle CY28r1 (Edited 2004)



£ Part I1V: ‘Physical processes’
A~ 4

7.4.3 (¢) Numerical solution for non-melting situations. The net heat flux that goes into the top of the snow
deck is an output of the vertical diffusion scheme

Han = RSNH + LSUbESﬂ + HSH (734)

In the absence of melting, the solution of Eq. (7.30) is doneimplicitly. The preliminary snow temperature, prior to
the checking for melting conditions, T, , is given by

TDsn_Tgn _ N TDsn_Tl
Ay = Hy e (7.35)
Ay = min] (pC), 242 AT
Lo (7.36)
AT = (00) 23
I

where superscript ¢ refers to the current time step and superscript * to the preliminary value at the next time step.
The solution for TLL,, is obtained from

3
At O _ At n  Th0
T 0 T A 3

Thebasal snow heat flux to be used asinput for the thermal budget of the soil (in the snow covered fraction only) is

sn

Finally, a preliminary new value for the snow mass, SU, is computed from snow fall and snow evaporation

SO- gt

= F+c Eg, (7.39)

7.4.4 Treatment of melting

7.4.4 () No melting occurs. If TLL, < T, no melting occurs and the preliminary values TL, and SU be-
come the t+1 values, while the basal heat flux is given by Eq. (7.38).

7.4.4 (b) Méelting conditions. If TLL, > T, snow melting occursand thetime step isdivided in two fractions,
At = At + Ayt , where thefirst fraction, A;¢ brings the temperature to T, with no melting:

Al(TO - Ti‘.n)

Han - (TO_ Ttl)/rsn

(7.40)

while, during the second fraction, A,¢ , melting occurs with no resultant warming of the snow:
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+1
T =T,
N B
an = Hsn_Gsn (7'41)
SHl—SD Q HN _ GB
pr—zt = _CsnMsn = _csnL_an = _csn%]
If not all the snow melts, i.e., if St*1>0, the followi ng heat flux is passed to the soil
T,-T
GS = -1 (7.42)
rsn
When all the snow melts, i.e., if St*1<0, the melting time step is redefined as:
St+l =0
O
Dot = pyLi— (7.43)

wHETT TN By
Csn(Hsn - Gsn)

Agt = 1— (Dt +Agt)

and the basal heat flux is redefined as

At + DT —T, Aqt
B 1 ol 1o 1 3l N

= = £ - -+ 2 )
G, 7 - tHsn (7.44)

7.5 SOIL HEAT TRANSFER

In the absence of internal phase changes, the soil heat transfer is assumed to obey the following Fourier law of dif-
fusion

oT _ ar, oT
(PC)ai3 = 50| M5 | (7.45)

where (pC)g,, is the volumetric soil heat capacity (J m_3K_l), T is the soil temperature (units K), z is the
vertical coordinate—the distance from the surface, positive downwards—(units m), and A; is the thermal
conductivity (W m"lK‘l). The above equation assumes that heat fluxes are predominantly in the vertical
direction, that the effects of phase changes in the soil and the heat transfer associated with the vertical movement
of water in the soil can be neglected (de Vries 1975), and that the effects of hysteresis can be neglected (Milly
1982).

The boundary condition at the bottom, no heat flux of energy, is an acceptable approximation provided that the
total soil depth is large enough for the time-scales represented by the model or, in other words, the bottom of the
soil is specified at a depth where the amplitude of the soil heat wave is a negligible fraction of its surface amplitude
(see de Vries (1975) and next section).
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7.5.1 Discretization and choice of parameters

TABLE 7.5 PARAMETERS IN THE LAND-SURFACE SCHEME. SEE Table 7.4 FOR SNOW-RELATED PARAMETERS.

Symbol Parameter Value

b Clapp and Hornberger soil parameter 6.04

b; Interception efficiency 0.25

D, Depth of soil layer 1 0.07 m

D, Depth of soil layer 2 021 m

D, Depth of soil layer 3 072 m

D, Depth of soil layer 4 1.89m

F, Fraction of gridbox covered by convective rainfall 0.5

k Heterogeneity factor for convective precipitation 0.5

T, Highest temperature for existence of ice water Ty+1

T:, Lowest temperature for existence of liquid water Ty-3

Wimax Maximum water amount on single leaf 0.0002 m

Vet Hydraulic conductivity at saturation 457x10" ms*

Adry Heat conductivity of dry soil 0.190W m K™

Agm Heat conductivity of soil matrix 3.44W mK™!
Ay Heat conductivity of liquid water 0.57W m K™
(PC)goiy  Volumetric soil heat capacity 219x10° Jm>k™*
Ot Soil moisture at saturation 0472 m*m™
Ocap Soil moisture at field capacity 0.323 m°m™®
Gpwp Soil moisture at permanent wilting point 0.171 m°m
Wy Matric potential at saturation -0.338 m

For the solution of Eq. (7.45) the soil isdiscretized in four layers, of depths D, , (k = 1, 2, 3, 4) , the temperatures
are defined at full layers (7', ), and the heat fluxes, at half layers (Gr +1/2 is the heat flux, positive downwards,
units W m™2, at the interface between layer £ and k + 1). An energy-conserving implicit algorithmis used, lead-
ing to atridiagonal system of equations with solution detailed in Section 7.8.

The boundary condition at the bottom is:
G,.1,=0 (7.46)

At thetop, the boundary condition isthe soil heat flux at the surface, computed as awei ghted average over thetiles.
For the snow free tiles, the flux into the soil consists of two parts. Apart from the diffusion of heat governed by
Nk i(Ty i —T1) (seeEq. (7.19)), the net shortwave radiation not absorbed by the skin layer (fr,;) provides energy
tothe soil. Table 7.2 liststhe values of A, ; and fy,; for each of thetiles. For the snow tiles, the heat flux into the
soil isthe snow basal flux, calculated using a resistance formulation and modified in the case of partial melting (see
Egs. (7.31), (7.38), (7.42), and (7.44)).

The net heat flux into the soil is given by:
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Gy, = Z CilAge i(Tae i = T1) * fre :(L— a)R] + ¢ GS, (7.47)

where the summation scans all snow freetiles.

The volumetric soil heat capacity is assumed constant, with value 2.19 x 10° Im 3kt (seeTable7.5for alist of

constants used by the model). The heat conductivity, A , depends on the soil-water content following Peters-Lidard
et al. (1998) (seealso Farouki 1986; Johansen 1975) and is given by acombination of dry Ay, and saturated A gy
values, weighted by a factor known as the Kersten number, K,

)\ = Ke()\sat_)\dry) +)\dry ’ (748)

where Agy = 0.190W m K™ and

1_esat 0
)\S&t = )‘sm )\W ! (749)

where the heat conductivity of the soil matrix, A, = 3.44W m 'K ™ and the thermal conductivity of water is
A, = 0.57W mK™?. Eqg. (7.49) represents a simplification of Peters-Lidard formulation, neglecting the
changes in conductivity due to ice water and assuming the quartz content typical of aloamy soil. Finaly, the
Kersten number for fine soils was selected in Peters-Lidard et al. (1998):

- 60
K, Ioglo[maxB).l, A D} +1 (7.50)

sat

The depths of the soil layers are chosen in an approximate geometric relation (see Table 7.5 ), as suggested in Dear-
dorff (1978). Warrilow et al. (1986) have shown that four layers are enough for representing correctly all times-
cales from one day to one year. Using the numerical values of the heat capacity and soil depths defined in Table
7.5, the amplitude and phase response of the numerical solution of Eq. (7.45) were analysed by Viterbo and Bel-
jaars (1995) for typical values of soil moisturein Eq. (7.48), and for harmonic forcings at the surface with periods
ranging from half aday to two years. The analysis points to an error in the numerical solution of less than 20% in
amplitude and 5% in phase for forcing periods between one day and one year.

7.5.2 Soil-water phase changes

At high and mid latitudes the phase changes of water in the soil have an important effect on the water and energy
transfer inthe soil. A proper consideration of the solid phase of soil water requires modificationsincluding, in order
of importance:
(@  Thethermal effectsrelated to the latent heat of fusion/freezing (e.g. Rouse 1984);
(b)  Changesin the soil thermal conductivity due to the presence of ice (e.g. Penner 1970, not included
in TESSEL as mentioned in the previous section);
(c)  Suppression of transpiration in the presence of frozen ground (e.g. Betts et al. 1998) and already
described in Eq. (7.11); and
(d)  Soil water transfer dependent on a soil water potential including the effects of frozen water (e.g.
Lundin 1989), represented in a proxy way by Eqg. (7.66).

The latent-heat effects are described in the following. The main impact will be to delay the soil cooling in the be-
ginning of the cold period, and to delay the soil warming in spring, although the latter effect is lessimportant be-
cause it occurs when the solar forcing is significant. Both effects make the soil temperatures less responsive to the
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atmospheric forcing and damp the amplitude of the annual soil temperature cycle. More details on the soil-freezing
scheme and itsimpact on forecasts and the model climate are described in Viterbo et al. 1999.

The soil energy equation, Eq. (7.45), ismodified in the presence of soil water phase changes as

oT 0 oT 00
(pC)soiIE = _Z[ATEJ +quspwa—tl (7.51)

where 6, isthevolumetric ice-water content. Without loss of generality, for the grid squares characteristic of NWP
models it can be assumed that

6, =6,6T) = f(T6 (7.52)

where 0 isthetotal soil-water content (liquid + ice), and

filT) = 0 T>T,
0<fi (T <1 Tfl <T<T, (7.53)
filT) = 1 T<T,

where T, and T, are characteristic temperatures limiting the phase change regime. In reality, the values of T'; and
T}, and the function f;(T) have complicated dependencies on soil texture and composition (see e.g. Williams and
Smith 1989), but here they are approximated in asimple way. For an idealized homogeneous, one-component soil,
f+(T) would be a step-function. The physical reasons for having an interval over which melting/freezing is active,
rather than athreshold temperature, include (Williams and Smith 1989):

(@)  Adsorption, resulting from forces between the mineral parts of the soil and the water;

(b)  Capillarity, related to the fact that the water-free surfaceis not plane;

(c)  Depression of the freezing point due to the effect of dissolved salts; and

(d)  Sail heterogeneity.

To avoid an undesirable coupling between the temperature and water equations in the sail, Eq. (7.52) issimplified
to

0 = fi(T)8 (7.54)

where 6; is a constant, representing the amount of soil water that can be frozen (thawed). For simplicity,
B; = (cy +¢)Bcqp - The scaling with the vegetated fractions is the simplest way of distinguishing between dry
(vegetation-sparse areas, e.g. deserts) and wet (vegetated) areas. Combining Eq. (7.54) with Eq. (7.51) resultsin

ofs10T _ o, oT
|:(pC)soiI_quspwa_f;wrj|E = %[ATE} (7.55)

showing that the effect of freezing can be interpreted as an additional soil heat capacity, sometimes referred in the
literature as the ‘heat-capacity barrier’ around freezing; not considering the process of soil water freezing/melting
can lead to very large artificial temperature changes that do not occur in nature when sufficient soil water is avail-
able.

Finally, function f(1), is given by
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0
0o T>T;,
0
O (T - 05T}, - 05T
feT) = 0050 - sin[ ( i fZ)JE T,,<T<Ty (7.56)
E O f1~ 452 a
01 T<T
0 f2

withTy=To+ 1, T, =T, - 3.

7.6 SOIL-WATER BUDGET

The vertical movement of water in the unsaturated zone of the soil matrix obeys the following equation (see Rich-
ards (1931), Philip (1957), Hillel (1982), and Milly (1982) for the conditions under which Egs. (7.57) and (7.58)
arevalid) for the volumetric water content 6 :

09 _ OF,

pwa - T E + pWSG (7-57)

p,, isthewater density (kg m_?’), F, isthewater flux in the soil (positive downwards, kg m_zs_l), and Sy isa
volumetric sink term (m3m_3s_1), corresponding to root extraction. Using Darcy's law, F',, can be specified as:

F, = pw%g—g —VH (7.58)

A (mzs_l) and y (m s_l) are the hydraulic diffusivity and hydraulic conductivity, respectively.

Replacing (7.58) in (7.57), specifying Sy = Sg(6, 2), and defining parametric relations for A and y as functions
of soil water, a partial differential equation for 0 is obtained; it can be numerically integrated if the top boundary
condition is precipitation minus evaporation minus surface runoff. The bottom boundary condition assumes free
drainage. Abramopoulos et al. (1988) specified free drainage or no drainage, depending on a comparison of a spec-
ified geographical distribution of bedrock depth, with a model-derived water-table depth. For the sake of simplicity
the assumption of no bedrock everywhere has been adopted.

7.6.1 Interception

The interception reservoir is a thin layer on top of the soil/vegetation, collecting liquid water by the interception of
rain and the collection of dew, and evaporating at the potential rate. The water in the interception reservoir, W,
obeys

ow,
Pupy = cE\+D+1 (7.59)
where ¢ E, is the water evaporated by the interception reservoir (or dew collection, depending on its sign), D
represents the dew deposition from other tiles, and 1 (kg m_zs_l) is the interception—the fraction of
precipitation that is collected by the interception reservoir and is later available for potential evaporation. Because
the interception reservoir has a very small capacity (a maximum of the order of 1 mm, see Eq. (7.2)), it can fill up
or evaporate completely in one time step; special care has to be taken in order to avoid numerical problems when
integrating Eq. (7.59). In addition, since E| is defined in the vertical diffusion code, it might impose a rate of
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evaporation that depletes entirely the interception layer in one time step. In order to conserve water in the
atmosphere-intercepted water—soil continuum, the mismatch of evaporation of tile 3 plus dew deposition from the
other tiles (which is not explicitely dealt with by the vertical diffusion) as seen by the vertical diffusion and the
intercepted water has to be fed into the soil.

The equation is solved in three fractional steps: evaporation, dew deposition, and rainfall interception. The solver
provides as outputs

(@ the inteception layer contents at time step n + 1, W' 1

(b)  Throughfall (ie, rainfall minus intercepted water); and

(c)  The evaporation effectively seen by the intercepted layer in each tile i.

First, the upward evaporation (E, < 0) contribution is considered; because ¢,E, depends linearly on W, (see Eq.
(7.2)), an implicit version of the evaporating part of (7.59) is obtained by linearizing G(W))E, :

w,0-w, E 0
pr—t = G(W)E, + W|m(W -Wy) (7.60)
where W U is the new value of interception-reservoir content after the evaporation process has been taken into
account. After solving for W\, a non-negative value of evaporation is obtained and the evaporation seen by this
fractional time step is calculated

W = max(0, W,0)
1
L W-W

= PwTR;

(7.61)

The dew deposition is dealt with explicitely for each non-snow tile in succession, for tiles 3, 4, 6, 7, 8, where tile
7 is also considered because in the exposed snow tile, the canopy is in direct evaporative contact with the atmos-
phere. When the evaporative flux is downwards (£, >0)

2 1 . Wt At
W2 = W'+ mind¥,, - W o ;D -
Do W |
[ pW At

where superscript 2 denotes the final value at the end of the this fractional time step.

The interception of rainfall is considered by applying the following set of equations to large-scale and convective
rainfall

. At
ng = WI2+mm%}Vlm WIZ' p_ [(CH+CL)R|SD
Wi -W;
Tls = Rls_pw At
(7.63)
+ At
Wit = W minEW - WY =2b (e + L>F°VE
Pw
W|t+l_W|
ch = Rcv_pr—t
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R /F is a modified convective rainfal flux, computed by applying the heterogeneity assumption that
convective rainfall only covers afraction ¥,, = 0.5 of the grid box, b[ = 0.25 isacoefficient of efficiency of
interception of rain. The total evaporation seen by the interception reservoir is D; for tiles 4, 6, 7, and 8 and
c,E;+ D, fortile3.

The interception reservoir model described in this section is probably the simplest water-conserving formulation
based on Rutter's original proposition (Rutter et al. 1972; Rutter et al. 1975). For more complicated formulations
still based on the Rutter concept see, for instance, Mahfouf and Jacquemin (1989), Dolman and Gregory (1992),
and de Ridder (2001).

7.6.2 Soil properties

Integration of Egs. (7.57) and (7.58) requires the specification of hydraulic conductivity and diffusivity as a func-
tion of soil-water content. Mahrt and Pan (1984) have compared several formulations for different soil types. The
widely used parametric relations of Clapp and Hornberger (1978) (see also Cosby et al. 1984) are adopted:

_ Dil:?b +3
Y Vgimsatm .
A = bysat(_wsaI)Did’+2 '

- By Byl

b is a non-dimensional exponent, v, and Y are the values of the hydraulic conductivity and matric potential
at saturation, respectively. A minimum value is assumed for A and y corresponding to permanent wilting-point
water content.

Cosby et al. (1984) tabulate best estimates of b, Yo, W and 8, for the 11 soil classes of the US Department
of Agriculture (USDA) soil classification, based on measurements over large samples. Since the model described
here specifies only one soil type everywhere, and because the determination of the above constants is not independ-

ent of the values of 6.4, and 6,,,, the following procedure is adopted.

A comprehensive review of measurements of 6., and 8,,,, may be found in Patterson (1990). Starting from Pat-
terson’s estimates of 6., and 6,,,,, for the 11 USDA classes, a mean of the numbers corresponding to the medium-
texture soils (classes 4, 5, 7, and 8, corresponding to silt loam, loam, silty clay loam and clay loam, respectively)
is taken. The resulting numbers are 8,, = 0.323 m°m™ and Bpwp = 0.171 m°m™>. Averaging the values of
Coshy et al. (1984) for soil moisture and soil-water conductivity at saturation for the same classes gives the numer-
ical values yg; = 5.57 % 10° ms* and 6 = 0472 m°m~ . The Clapp and Hornberger expression for the
matric potential

= 280 7.65

is used with Y(6,,,) = =153 m (=15 bar) and Y(8,,) = -3.37 m (-0.33 bar) (see Hillel 1982; Jacquemin
and Noilhan 1990) to find the remaining constants b and ;. Theresultsare b = 6.04 and Y = —0.338 m.
The above process ensures a soil that has an availability corresponding to the average value of medium-texture
soils, and yields a quantitative definite hydraulic meaning to 8., and 6,,, compatible with the Clapp and
Hornberger relations (see Table 7.2 for a summary of the soil constants).

p

Finally, the water transport in frozen soil is limited in the case of a partially frozen soil, by considering the effective
hydraulic conductivity and diffusivity to be a weighted average of the values for total soil water and a very small
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value (for convenience, taken as the value of Eq. (7.64) at the permanent wilting point) for frozen water. The soil
properties, as defined above, also imply amaximum infiltration rate at the surface defined by the maximum down-
ward diffusion from a saturated surface. If the throughfall exceeds the maximum infiltration rate, the excess pre-
cipitation is put into runoff. However, in practice the maximum infiltration rate is so large that this condition is
never reached. Surface runoff istherefore only produced if the soil becomes saturated.

7.6.3 Discretization and the root profile

A common soil discretization is chosen for the thermal and water soil balance for ease of interpretation of the re-
sults, proper accounting of the energy involved in freezing/melting soil water, and simplicity of the code. Equations
Egs. (7.57) and (7.58) are discretized in spacein asimilar way to the temperature equations, ie, soil water and root
extraction defined at full layers, 6, and p,4eSe 1, ad Fy . 1,, theflux of water at the interface between layer
k and k + 1. Theresulting system of equations represents an implicit, water-conserving method.

For improved accuracy, the hydraulic diffusivity and conductivity are taken as (see Mahrt and Pan 1984)

)\k+l/2 = (1_ffr|:b)\[max(ekn' eZ+1)] +ffr|:D\(epwp)

- (7.66)
Yi+12 = (1-frDylmax(8,", 8. 1)] +ffrD/(9pwp)
where f,U = min[f;,(8,), (6, .)] - The boundary conditions are given by
F,..>=
4+1/2 = PwYs (767)
Fip=T+M;,-Y4.+Ey,

The difference between throughfall 7' and surface runoff Y. (kg m_zs_l) isthe soil infiltration at the surface:

T = Tls+ ch
maX(O, FCVTCV_If, mx)

Y. = max(0, T\g+ My, —I; o)+
fe Is sn f, mx ch (7.68)

(esat_el)
o = om0y ]
f.mx — Pw|Ar2 05D, Y1,2

and Ay = fr N (Bpup) + (1—f DA (Bgy) , with asimilar equation for v, ,,. The evaporation at the top of the
soil layer, E,,, , iscomputed as the sum of the evaporations of tile 8 plus the contributions necessary to conserve
water with the solver of the interception layer:
(@) tile 3 mismatch(after the evaporated water used by the interception reservoir for the given tile is
subtracted) ; and
(b)  when the evaporative fluxes are downward (i.e., dew deposition), the evaporation for tiles 4, 6 and
the canopy evaporation of tile 7.

Root extraction is computed as

E; R,8,
PwSex = zciﬁk—

T USRS,
J

(7.69)
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where the sum over tilesi isdone for tiles 4, 6, and 7 (for which only the transpiration is used) and the sum over j
is done over all soil levels. In case of dew deposition (i.e., tile downward evaporative flux), Sg , = 0.

7.7 SEA/LAKE ICE

Any non-land point (i.e., agrid point with land cover less or equal 0.5) can have two fractions, open water and ice.
A surface analysis defines the ice fraction, ¢,, and the temperature of the open water fraction; both quantities are
kept constant during the forecast. No distinction is made between surface and skin temperature for the open water
fraction (see Table 7.2).

Theicefraction ismodelled as an ice dlab, with open water underneath and a skin temperature for the thermal con-
tact with the atmosphere. The main caveats in the seaice parameterization are:
(@) Fixed depth of the dab (which can be relaxed once there is a reliable data set to specify its
geographic distribution;
(b)  Fixed fraction, which is a reasonable assumption for a 10-day forecast period, and avoids the need
for the momentum balance of the ice and its complex rheology (see, e.g., Flato and Hibler 1992)
and the definition of the ocean currents; and
(c)  No snow accumulation on top of the ice (although one of the main effects of snow, i.e., a markedly
different surface albedo, is partially emulated by the prescribed seasonal albedo in Table 2.6).

Theice heat transfer is assumed to obey the following Fourier law of diffusion

oT, gy, 0T,
(PCg = 55N 55 | (7.70)
where (pC), = 1.88x 10°ImK™" is the volumetric ice heat capacity, T, is the ice temperature, and
A =203Wm 'k istheicethermal conductivity. The boundary condition at the bottom is the temperature of
the frozen water, T}, = T, — 1.7 and the top boundary condition is the net heat flux at the surface, obtained from
the solution of the ice skin thermal budget.

Eq. (7.70) is solved with the ice disretized in four layers, with the depth of the top three layers asin the soil model
and the depth of the bottom layer defined as

D, ,=D,- ZD,J (7.70)

and thetotal depth of theiceslab, D, , is prescribed as 1.5 m. In order to ensure aconstant ice fraction, the solution
of theicethermal budget is capped to theice melting temperature, T, = T\, at al levels. The detail s of the numerical
discretization can be found in Section 7.8.

7.8 NUMERICAL SOLUTION OF THE SURFACE EQUATIONS

7.8.1 Recap of the analytical equations

The water budget (Egs. (7.57)—(7.58), with boundary conditions given by Eq. (7.67)), the soil energy budget (Eq.
(7.45), with boundary conditions given by Eqs. (7.46)—(7.47)) and the ice energy budget (Eg. (7.70)) can be rewrit-
ten in a generalised form as:
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oW _1lopaovw
3 = Caslhas VOt Sw (7.72)

The meaning of the different variablesin each individual equations is summarized Table 7.6, together with the re-
spective upper and lower boundary conditions, F, .

TABLE 7.6 VARIABLES IN THE GENERALIZED SOIL/ICE TEMPERATURE AND WATER EQUATION.

Equation Y C A y Sy UBC LBC

Soil moisture 0 1 Ag Yo Sy Fo=1If-cgEg Fy =Y,
Soil temperature T (PC)oyy  Ap 0 0 Fp=HY Fp=0
Icetemperature T (PC); A 0 0 F; = HY Tnge1 =Ty

UBC and LBC stand for upper and lower boundary condition, respectively

7.8.2 Implicit numerical solution

Eq. (7.72) istime discretized in the following way:

Wiyt 1900y O
Y, = Ea-gé'\g—%“'Sw (773)
where
W= QW' (L i)W (7.74)

and the semi-implicit coefficient, o, = 1. If the prognostic variable ¥ is defined at full levels and the fluxes
F, aredefined at half-levels (the interface between layers), Eq. (7.73) can be discretized in space to give:

VoW A a(Whoi—Wh) Ay (W - W - 0
Y-y gmk-l/z( k-1=We) Ap_12(Wr k+1)+yk—1/2 yk+1/2D+AtSLp’k E=2 .. Ns—1

Uimpi Cill Dz,0z, 4, Dz Dz 410 Az,
Powt ArTFD A, (W@ ~Vps 100
W-w _ AtLFy A 1o(We k+1)+Vk—1/2 yk+1/2D+AtSqu =1
Aimpl Crz, Dz Dzy, 41,7 Az, a0 ' (7.75)
IR s R bt :
W' At 1 o(Wh-1-Wh) Ay p(Wh=Wr+1) +Vk—1/2—Vk+1/2D+Atka k= Ns
Ximpl Ckl] DNz Az, 4,0 Az Aé(“]fﬁ Az, 0 :

0 mmf mimimlm 0

I

where the horizontal brace means that the term exists only for the ice temperature equation (because of the bottom
temperature boundary condition for ice) and Az, , z,, 2, _41,,,and z;, , 1,, represent thethickness of layer %, and
the depths of its centre, the top and the bottom interface, respectively:

Dz, = Dy =24,1/2-21_1/2 (7.76)

Bz 10 = 24412y,
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Eq. (7.75) leads to a triadiagonal system of equations:

Wk—l[f\k—l/zm_l_ Yy +}\\k—1/2+;\k+1/2|:|_ Wk+1[f\k+1/2m
aimpll:CkAsz Aimpl Cibz, C,0z,U GimpI[CkAsz

O LIJ;?, Ye-1/2=Ye+1/20 O
= 3 + At +AtSy 0 k=2 .. Ns-1
impl u CkAZk u w’kD

- - - N T

Wr Ei;l+)\k+1/2m_ Werie+120 Fy

Aimpl C,0z,0 Aimpl [C,02,0 C,oz,

¢ (7.77)

Y, Ve-12=Yr+1/20
= + + =
. AtD Cobz, 0 AtSy k=1

~ ~ D ~ ~
VIS V72N M+ 128 Weriphe«1/20

(]

l'Pk—llj\k—l/2|:|+ Yy

o L0, Az, 0 a; C.Az, C,Az ;o LCL Az, 0
impl —“ kB2 |mp|% EBZE d’ﬂﬂg I:Iﬂ]E'IEIEIZ =
; I 1
W, At|j/k—l/2_yk+l/2|:|+AtS E=N
= + = S
Aimpl 0 Chhz, O ok
with the generalized modified diffusivities, A:_1/2, defined as:
- Atd; A
Ne_12 = impl™*k-1/2
Bz, 10
DAZNS+1/2 = DNs/2 (778)
o -

O L|-’Ns+1 = TO,I

where D, isthe depth of the deepest soil layer. The discretization above conserves water (energy) and islinearly
stable. The coefficients A and y are afunction of variable at the current time step, W" .

7.9 CoDE

The surface parameterization computations are shared between the vertical diffusion routine (VDFMAIN, see
Chapter 3) and the main surface routine, SRFMAIN. In VDFMAIN, the tile fluxes and skin temperatures are com-
puted: After the elimination part of the tridiagonal system of equationsis computed, the energy budget for each tile
is computed before back-substition.

At the start of the model integration, the following setup routineis called to initialize a module specific to the soi-
code:

. SUSOIL. Setup routine for soil/snow/ice constants.

The main subroutine of the surface code (SRFMAIN) is called from CALLPAR, with: (a) values of the surface
prognostic equations at time step n, convective and large scale rainfall and snowfall, tile evaporation, sensible and
latent heat fluxes, and temperatures, net surface longwave flux, tile net shortwave flux asinputs; and (b) tendencies
for the surface prognostic variables, plus a comprehensive set of diagnostic arrays as outputs. SRFMAIN does a
seguence of computations and subroutine calls:
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SRFSN. Solution of the snow energy and water budget and computation of the next time step
density and albedo fields. Inputs: snow depth, temperature, density and albedo at the current time
step, soil temperature, shortwave and longwave radiation fluxes, snowfall, and tile fluxes. Outputs:
snow depth, temperature, density and albedo at the next time step, meltwater flux, and basal heat
flux.

SRFRCG. Computes apparent soil heat capacity, ie including effects of soil freezing. Inputs: soil
temperature and vegetation covers. Output is volumetric heat capacity.

SRFT. Solution of the soil heat budget. Inputs: Soil temperature, soil moisture, longwave radiative
flux, snow basal heat flux, volumetric heat capacity, tile evaporation, sensible heat flux and
shortwave radiative flux. Output: Soil temperature at the next time step. First the modified heat
diffusivity, the soil energy per unit area and the right-hand sice of the system of equations are
computed. The generalized surface tridiagonal solver, SRFWDIF, is called to solve for the semi-
implicit variable, T/ a . The soil temperatures for the next time step are computed at the end.
SRFI. Solution of the ice heat budget. Inputs: Ice temperature, longwave radiative flux, tile
evaporation, sensible heat flux and shortwave radiative flux. Output: Ice temperature at the next
time step. First the modified heat diffusivity, the ice energy per unit area and the right-hand sice of
the system of equations are computed. The generalized surface tridiagonal solver, SRFWDIF, is
called to solve for the semi-implicit variable, T7/ o . The ice temperatures for the next time step are
computed at the end.

SRFWL. Solution of the interception layer water budget. Inputs: Interception layer contents, low
and high vegetation water cover, maximum capacity of the interception layer, convective and large
scale rainfall, snow evaporation of shaded snow tile, and tile evaporation. Outputs: Interception
layer at next time step, convective and large scale throughfall and tile evaporation collected (or
depleting) the interception layer.

SRFWEXC. First part of the computation of the soil water budget, ie, computation of the
coefficients of the tridiagonal system of equations for 6. This includes the partitioning of
transpiration into root extraction at the different layers and soil hydraulic coefficients including the
effect of frozen water. Inputs: Soil moisture and temperature, convective and large-scale
throughfall, snowmelt, tile evaporation, tile evaporation collected (or depleting) the interception
layer, and snow evaporation of the shaded snow tile. Outputs. Modified diffusivity for water, right-
hand side of the tridiagonal system, and layer depths.

SRFWDIF. Generalized surface tridiagonal solver. Inputs: Values of y at the current time step,
generalized modified diffusivities, soil energy (or water) per unit area, and right-hand side of
equations. Output: JJ/ o . The routine computes the coefficients on the left-hand side of the
equations and solves the equations using and LU-decomposition and back substitution in one
downward scan and one upward scan.

SRFWINC. Computation of next time step soil water. Inputs: 6/a and current time step soil water.
Output: next time step soil water.

SRFWNG. Bounded-value operator for intercepted water (limited to non-negative values and
values below or equal the maximum contents of the interception layer) and soil water (limitted to
non-negative values and values below or equal saturation). The “soil column” is scanned from top
to bottom and the amount of water needed to satisfy physical limits in each layer are borrowed from
the layer below. The water exchanged in this way is accounted for as runoff. Inputs: next time step
intercepted water and soil water. Output: Bounded values of the same quantities.

Relevant routines from the vertical diffusion code, discussed in full detail in Chapter 3, include:

SUVEG. Assignment of vegetation related constants.
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. VDFBC. Definition of tile fractions and related characteristics.

. VDFSURF. Definition of bare soil resistance, low and high canopy resistances.

. VDFEXCS. Computation of aerodynamical part of exchange coefficients for heat and moisture,
including stability computations.

. VDFEVAP. Computation of evapotranspiration for each tile.

. VDFSFLX. Surface fluxes for each tile, defined at time ¢.

. VDFTSK. Computation of the tile skin temperatures, as a the solution of thetile energy balance.

. VDFTFLX. Computation of thetile fluxes at time¢ + 1.
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Part IV: PHYSICAL PROCESSES

CHAPTER 8 Methane oxidation

Table of contents
8.1 Introduction
8.2 Methane oxidation
8.3 The parametrization
8.3.1 Methane oxidation
8.3.2 Photolysis in the mesosphere
8.4 Code

8.1 INTRODUCTION

A study of stratospheric humidity in analyses and multi-year simulations has shown that the ECMWF system prior
to 1999 was capable of producing a broadly realistic distribution of water vapour at, and immediately above, the
tropopause, and that the slow upward transfer of water vapour in the tropical stratosphere could be captured quite
reasonably given sufficiently fine vertical resolution in the model (Smmons et al. 1999). However, values of water
vapour inthetropical upper stratosphere, and throughout much of the extratropical stratosphere, weretoo low. This
deficiency has now been remedied by the introduction of a simple parametrization of the upper-stratospheric mois-
ture source due to methane oxidation. A sink representing photolysis in the mesosphere is aso included. The
schemewas derived as asimplification of an approach adopted by Peter Stott and Anne Pardaens at the Department
of Meteorology, University of Edinburgh, notes on which and helpful references were supplied by Bob Harwood.

8.2 METHANE OXIDATION

Methane is produced by natural and anthropogenic sources at the earth’s surface, and is well-mixed in the tropo-
sphere. Its volume mixing ratio is currently around 1.7 ppmv. It is carried upwards in the tropical stratosphere and
decreases in relative density (due to oxidation) to values of around 0.2-0.4 ppmv around the stratopause. Mean
stratospheric descent at higher latitudes results in relatively low values of methane at these latitudes in the middle
and lower stratosphere.

Brasseur and Solomon (1984) provide an account of the chemistry of carbon compounds in the stratosphere and
mesosphere. The long chain of reactions starting from methane (CH,) ends with the production of water vapour
(H,0) and molecular hydrogen (H,) in the stratosphere and mesosphere. This occurs such that the sum

2[CH,] +[H,0] + [H)]

is approximately uniformly distributed in the absence of precipitation, where [ ] denotes a volume mixing ratio.
Le Texier et al. (1988) provide calculations of the relative amounts of H,0 and H,, showing that the predominant
production is that of water vapour in the vicinity of the stratopause. They indicate, however, that H, production in
the mesosphere, and relatively strong descent in winter and early spring at high latitudes, may result in the upper

137
(Edited 2004)



£ Part I1V: ‘Physical processes’
A~ 4

stratosphere being relatively dry in these seasons and latitudes.

Thereis, nevertheless, good observational evidence that over much of the stratosphere the quantity
2[CH,] +[H,0]

is quite uniformly distributed with a value somewhat over 6 ppmv. Jones et al. (1986) provide evidence for this
from the LIMS and SAMS instruments on the Nimbus 7 satellite launched in 1978, and a particularly clear dem-
onstration is given by Bithell et al. (1994) based on HALOE data from the UARS satellite. In a pressure—latitude
section at about the austral spring equinox, Bithell et al. show the result to fail significantly only below 10 hPa in
the high-latitude southern hemisphere due, presumably, to condensation at the very cold temperatures in the Ant-

arctic polar vortex.
Prior to cycle 25r1 of the IFS, the parametrization used the value 6 ppmv for the sum 2[CH,] + [H,0] . This
version was used in production of the ERA-40 reanalyses, which have been found to be generally drier in the strat-

osphere than the climatology derived by Randel et al. (1998) from UARS measurements. From cycle 25r1 on-
wards, the parametrization uses the value 6.8 ppmv, based on Randel et al.’s data as presented in Fig. 8.1 .

Zonal-mean 2CH4+HZ20 (ppmv)
UARS annual-mean climate

™
o
=
&
3
@
o
o
| G)
7~
[ | | | |
a0n 40M Eq 405 803

Equivalent latitude

Figure 8.1 Annual-mean distribution of the sum of twice the volume mixing ratio of methane and of the mixing
ratio of water vapour (ppmv) as a function of pressure and potential vorticity (expressed as equivalent latitude),
derived from UARS (HALOE, supplemented by CLAES and MLS) data analysed by Randel et al. (1998). The

contour interval is 0.1 ppmv, and shading denotes the range 6.6-6.9 ppmv.
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8.3 THE PARAMETRIZATION

8.3.1 Methane oxidation

We assume that the volume mixing ratio of water vapour [H,0] increases at arate
2k, [CH ] 8.
We further assume that
2[CH,] = 6.8 ppmv-[H,0] (8.2
Therate of increase of volume mixing ratio of water vapour (in ppmv) isthus
k,(6.8-[H,0]) 8.3

In terms of specific humidity, q , the sourceis

k1 (Q-q) (8.4)

where (having divided by 1.6 x 10° to convert from volume mixi ng ratio in ppmv to specific humidity) the param-
eter @ hasthe value 4.25 x 107°, or4.25 mg/kg.

Therate k£, could be determined, for example, from a2-D model with comprehensive chemistry, asin the scheme
developed at Edinburgh University. However, in this first scheme for use at ECMWF we prescribe a simple ana-
lytical form for &£, which varies only with pressure.

The photochemical life time of water vapour is of the order of 100 days near the stratopause, 2000 days at 10 hPa,
and effectively infinite at the tropopause (Brasseur and Solomon 1984). A prescription of %, that gives a reason-
able profile up to the stratopause is provided by

1
k= (8.5
1™ 864001,
where &, isgivenin st and thetimescale, T,,indays, isgiven in terms of pressure, p , in Pa, by:
H 100 p<50
O 4
T, =0 {In(p/50)} J (8.6)
1 D100[1+G1In(10000/p) 50 < p < 10000
Heo p > 10000
where we define
19In10
1= 4 (8D
(In20)
to give atime-scale of 2000 days at the 10 hPalevel.
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This parametrization moistensrising air in thetropical stratosphere. Thisair will earlier have been freeze-dried near
the tropopause, where specific humidities can locally fall well below 1 mg/kg. Specific humidities approaching the
value @ will be reached near the stratopause. Descent near the poles will bring down air with specific humidity
closeto @ . Expression (8.4) will then yield a source term that is weaker in polar than in tropical latitudes, so rea-
sonable results may be obtained without imposing a latitudinal variation of %, . (Strictly, £, should vanish in the
polar night, where photodissociation does not produce the excited oxygen O(*D), which in turn produces the OH
radical, these two species being intimately involved in the production of water vapour from methane).

8.3.2 Photolysisin the mesosphere

For model versionswith an uppermost level at 0.1 hPa, or lower, thereis no strong need to include the sink of water
vapour that occurs in the mesosphere and above due to photolysis. However, for completenessweincludeasimple
representation of this effect, modifying the source term (8.4) by adding adecay term —%,q above aheight of about
60 km. The full source/sink term becomes

ki(Q@-q)-kyq (88

Asfor k, wetake &, independent of |atitude with parameters chosen to match the vertical profile of photochem-
ical lifetime presented by Brasseur and Solomon (1984). Specifically,

1

k2 = geacor, (89
with
O
03 <01
: T
- g min(p/20) U
1, = ex -0.5(In100 + a + cos——E =/ 0.01 01<p<20 8.10
2 % PLR2 = 0.3 ok In0.005 [ P (8.10
0 o >20
. p
and
a, = In +0018 (8.11)
2 B 0

The vertical profile of the photochemical lifetime of the combined scheme, (%, + kz)_l , is shown below in Fig.
8.2, inwhich we have converted to height as avertical coordinate assuming an isothermal atmosphere with atem-
perature of 240 K. Comparison of thisprofilewith that for H,O shownin Fig. 5.21 of Brasseur and Solomon (1984)
indicates reasonabl e agreement.
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Figure 8.2 Combined photochemical lifetime, (&, + & 2)"l , asafunction of atitude for the analytical
specification given by equations (8.5) to (8.7) and (8.9) to (8.11).

8.4 CoDE

The calculations for methane oxidation and photolysis of water vapour are performed in subroutine METHOX.

This routine calculates the tendency of water vapour due to methane oxidation and due to photolysis following
(8.8). The order of the calculationsis as follows:

. find time-scale for methane oxidation following (8.6)

. solvefirst part of (8.8)

. find time-scale for water vapour photolysis following (8.10)
. solve second part of (8.8)

The setup of the constants used in METHOX is performed in SUMETHOX which is called from SUPHEC. The
constants are kept in module Y OEMETH. The controlling switch for the methane oxidationisLEMETHOX which
ispart of namelist NAEPHY .
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CHAPTER 9 Ozonechemistry parametrization

Table of contents

9.1 Introduction

9.2 The ECMWF 0zone parameterization

9.1 INTRODUCTION

Ozoneis fully integrated into the ECMWF forecast model and analysis system as anadditional three-dimensional
model and analysis variable similar to humidity. The forecast model includes a prognostic equation for the ozone
mass mixing ratio (kg/kg)

d_03 =R (9.2)

dt Os '
where R03 is a parameterization of sources and sinks of ozone. Without such a source/sink parameterization the
ozone distribution would drift to unrealistic valuesin integrationslonger than afew weeks. The source/sink param-
eterization must maintain a realistic ozone distribution over several years of integration, without reducing the dy-
namic variability of ozone. In addition, we would like the parameterization to be able to create an Antarctic ozone
hole when the conditions are right.

9.2 THE ECMWF OZONE PARAMETERIZATION

The parameterization used in the ECMWF model is an updated version of Cariolle and Déqué (1986), which has
been used in the ARPEGE climate model at Météo-France. This parameterization assumes that chemical changes
in ozone can be described by a linear relaxation towards a photochemical equilibrium. It is mainly a stratospheric
parameterization. The relaxation rates and the equilibrium values have been determined from a photochemical
model, including a representation of the heterogeneous ozone hole chemistry. The updated version of the parame-
terization (with coefficients provided by Pascal Simon, Météo-France) is

— - 1
Ro, = co+¢1(03-03) +c(T-T) +C?B)3 -0, E*’ c4(C|EQ)203 (9.2
where
t,_ O,
O3 (p) = —_[)po (9.3
P

Here c; are the relaxation rates and T', O, and O; are photochemical equilibrium values, all functions of lati-
tude, pressure, and month. Clgq is the equivalent chlorine content of the stratosphere for the actual year, and is the
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only parameter that varies from year to year (see Fig. 9.1 ). For the ECMWF model it was necessary to replace the
photochemical equilibrium values for ozone with an ozone climatology (Fortuin and Langematz, 1995) derived
from observations. The heterogeneous part is only turned on below a threshold temperature of 195 K.
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Figure 9.1 Equivalent chlorine content of the stratosphere in ppt for the heterogeneous chemistry part of the
ozone source/sink parameterization (provided by Pascal Simon, Météo-France).
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CHAPTER 10 Climatological data

Table of contents

10.1 Introduction

10.3 Mean orography

10.4 Land sea mask

10.5 Roughness lengths

10.6 Parameters for gravity-wave and orographic drag schemes
10.7 Vegetation parameters

10.8 Albedo

10.9 Aerosols

10.10 Ozone

10.1 INTRODUCTION

The ECMWF model uses a series of climate fields of different origin which have different resolution and different
projections. Brankovic and Van Maanen (1985) describe a set of programs (known as PREPCLIM software) to in-
terpolate the different fields to the requested target resolution. The software handles all the target resol utions that
arein use at ECMWF and either full or reduced Gaussian grids. Grid areas at the model resolution are referred to
asECMWF or model grid squares. Thisappendix describesthe different climate fields and the proceduresto derive
the fields that are needed by the model.

10.2 TOPOGRAPHIC DATA

The model orography and land use fields are based on the terrain elevation data set GTOPO30 at 30" resolution
(Gesch and Larson, 1998), the terrain elevation data for Greenland KMS DEM also at 30” resolution (Ekholm,
1996) and the Global Land Cover Characteristics (GLCC) data set at 1 km resolution.

The GTOPO30 data set, as used in the IFS, was completed in 1996 through a collaborative effort led by the US
Geological Survey’s Data Centre (EDC, see http://edcwww.cr.usgs.gov/landdaac/gtopo30/gtopo30.html) and was
derived from a variety of information sources. It contains terrain elevation above mean sea level at a resolution of
30 arc seconds with -9999 code for sea points. A lake mask is not included.

Greenland KMS DEM replaces GTOPO30 for the Greenland area, because of the better accuracy of the Greenland
data.

The Global Land Cover Characteristics (GLCC) data set has been derived from 1 year of Advanced Very High
Resolution Radiometer (AVHRR) data, digital elevation models, ecoregions and map data. The nominal resolution
is 1 km, and the data comes on a Goode Homolosine global projection. The data base provides for each pixel a
biome classification based on several of the popular classifications, including BATS, SiB and SiB2. The BATS
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classification has been adopted for the |FS because it contains inland water as one of its classes.

Due to their high resolution and global coverage, these data sets are rather big and therefore difficult to handle by
the standard PREPCLIM software. Therefore the original data has been converted to an intermediate resol ution of
2’30 which is much easier to handle by the standard PREPCLIM software. The derived 2°30” data set contains
the following fields:

. Mean elevation above mean sea level

. Land fraction

. Lake fraction

. Fractional cover for all 20 BATS biome classes (see Table 10.1

TABLE 10.1 LAND USE CLASSIFICATION ACCORDING TO BATTS

Index Vegetation type H/L veg
1  Crops, Mixed Farming L
2 Short Grass L
3 Evergreen Needleleaf Trees H
4 Deciduous Needleleaf Trees H
5  Deciduous Broadleaf Trees H
6  Evergreen Broadleaf Trees H
7  Tal Grass L
8  Desert -
9  Tundra L
10  Irrigated Crops L
11  Semidesert L
12 IceCapsand Glaciers -
13  Bogsand Marshes L
14 Inland Water -
15 Ocean -
16  Evergreen Shrubs L
17  Deciduous Shrubs L
18  Mixed Forest/woodland H
19 Interrupted Forest H
20  Water and Land Mixtures L

Finally, also the original US-Navy 10’ data is still used for the subgrid orography contribution to the roughness
length. It contains the average terrain height of each grid element, as well as maximum and minimum height,
number and orientation of significant ridges, and percentages of water and urban areas. In future the roughness
length computation will be upgraded to make optimal use of the high resolution GTOPO30 data.
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10.3 MEAN OROGRAPHY

Orography, or geopotential height, is derived from the 2°30” data by averaging. Source and target grid are overlaid,
and weighted averages are computed by considering the fractions of source grid areas that cover the target grid
square.
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Figure 10.1 Orography at T511 resolution.

The orography is spectrally fitted to ensure consistency in spectral space between the orography and the model res-
olution. Smoothing is applied in spectral space witha [ 4 operator, where damping by a factor 5 is applied to the
smallest scales. This applies to all operational resolutions (T, 95, T, 159, T, 255, T, 319 and T 511). Orographic rip-
ples appear as a consequence of the spectral fitting. Fig. 10.1 shows the orography at T511 resolution.

10.4 LAND SEA MASK

Each grid point of the model is provided with a land fraction parameter, derived from the 2’30 data. The model
converts this parameter into a mask where grid points that have more than 50% land are considered as land points.

10.5 ROUGHNESS LENGTHS

The model uses “effective’ roughness lengths for momentum (z,,,) and heat/moisture (2, ) in the surface bound-
ary conditions for wind and temperature/moisture respectively. These parameters represent the effect on turbulent
transport of small-scale surface elements ranging from vegetation and small-scale obstacles to subgrid orography.
The roughness lengths area a blend of three contributions: vegetation, urbanization and subgrid orography (see
Figs. 10.2 and 10.3). The following procedure is applied:
(@  The vegetation roughness length is taken from a 5°x5° grid from Munich University
(Baumgartner et al., 1977) and interpolated to the requested model grid. Symbols zgyy e, and
Zonveg Will be used for the pure vegetation roughness lengths.
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(b)  Thefraction of urbanisation F',,, iscomputed for every model grid square from the US-Navy data

a 0.0L 0.05 0.l 0.5 L

(&%)
L

La 50 Laa

Figure 10.2 (a) Roughness length for vegetation zq ¢4 as provided by Baumgartner et a. (1977) on a
5° x 5°grid.

1] 0.0L 005 0.l 0.5 L 2 5 La 50 LOa

Figure 10.2 (b) The roughness length field including orographic effects (as used by the model) z,,,, at T511
resolution plotted ona 1° x 1° grid.
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Figure 10.3 Logarithm of the effective roughness length for heat/moisture z,, at T511 resolution.

(@  Thevegetation roughnesslength for momentum zy ¢4 isblended with the urbanization roughness
length (2omurp ) Using ablending height %, . The blending-height concept is based on the idea that
internal boundary layers merge at a certain height which depends on the horizontal scale of the
inhomogeneities (Claussen 1990). Below the blending height the different areas have their own
logarithmic profile and the resulting stresses are averaged proportional to the area covered by the
different roughness lengths. An effective roughness is defined such that over a homogeneous
surface it would provide the same drag as the average over the two different surfaces. The effective
roughness length zgn, e due to fraction F,, with roughness length zgq,., and fraction
(1-Fyp) withroughness length z g, 4 can be found by solving:

1 - Fy, + 1-Fy

2 2 2

[ N [ R o e
OmVegl |:"‘JI’OmUrb |QOmVeg

The blended roughness length for heat 2y ¢4, 1S COMputed from

h
. . Ina Y +1E
Inb—Y— + 10 = jpH =% 4 gL ~omveg
l;J’OhVegl 0 QOhVeg Ind hy +10

OmVegl O

where by = 100 M, Zgpyeq = Zomveg” 10 @ 2y, = 25 M.

()  Tocompute the orographic contribution to the roughness lengths, a slope parameter (.S, ) is needed
and a characteristic height (& ) of the subgrid orography. From these the typical horizontal scale of
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the subgrid orography can be derived (A ). Because the horizonta scales up to 10 km are the most
important ones for the roughness lengths, we use also US-Navy information about maximum
height, minimum height and number of significant ridges inside the 30’ x 30" squares. Two
contributions to the subgrid standard deviation are computed (i.e. subgrid to the ECMWF model):
the standard deviation o, resolved by the 30" x 30" data and the standard deviation o subgrid to
the 30" x 30" data

0r2 = zpihiz_ &pihig

02 = 3 pig(hi =A™ (R ~ 1))

o’ = of + og
where:
N = Number of relative 2; maximain the ECMWF grid square,
F =  Surface area of the ECMWF grid square,
n; = Number of significant ridgesin theith 10" grid square,
h; = Meanheightintheith 10" grid square,
R = Maximum height intheith 10" grid square,
AM" = Minimum height intheith 10" grid square,
fi =  Surfaceareaof theith 10" grid square6
p; = Proportion of the ECMWEF grid square occupied by theith 10" grid

square.

Mason (1991) uses slope parameter S; = ZA/F , Where the summation is over al obstacles in
area F' (an ECMWEF grid square) and A is the frontal, or wind-swept area, of the obstacles. The
swept area of the resolved part is estimated from o, and the number of relative maxima in the
ECMWEF grid square N . We assume that the height difference between valleys and hill tops is
about 40, . So the resolved part of ZA/F is (assuming that the individual hills have a vertical
dimension of 40, and a horizontal dimension of JF/N and that there are N hills in a grid
sgquare):

F
= 40,/N/F

Oy A0 40../F/NN
ELD = I’—
oF g

Similarly for the unresolved part:
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S AL Z4Gi ifi/n;n;
oF EL_: L F
= z40i4/éli
A i F
= 40. Zp
Z 1 fl i
where
_h
p[ - F

o = 3k~ R (] - )
The total ZA/F is:
A DAD OHAOD
D Z5 N 1)
F oF 0 oF 5!

(c)  For the computation of the effective roughness lengths, two different formulations are used in
principle: the gentle orography approximation (Taylor 1987) and the steep orography formulation
(Mason 1991). For the gentle orography approximation we need the horizontal wavelength A of the
subgrid terrain which we estimate as:

_h _
A= Sl,whereh = 40.

The effective roughness lengths z,,, and z,, for gentle slopes is determined by:

1

A O-Tn0 A ] Sif 2
InCd +1 —[In —+1}[1+C il }
Pz 0 EQT[ZOmVegl O e[ 0

om
A 0
Inb—2 41
P
lnEQ)\ +1E=|n% A +1E OmVeg1
T&Zqh TZohveg1 Ind A +10

with C, = 5. For steep slopes the effective roughness lengths z,,,, and z,,, are computed from:
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(d)

: E
R .o QO k?
In"— + 1H= 33 O
|:QzOm U EE-CS k I:FD
et Dn(h/ZzOmVegl+l)DD
|nE2L+15
| Dh D_ h zOmVegl
nEQ +1 In[Q +1H
20h Z0hVegl InEL2_ h +1D
Dz,

where Cy = 0.4, k£ = 0.4 and the transition from gentle to steep formulation should be at about
S; = 0.2/m. In practise the quality of the US-Navy data is not sufficient to resolve the gentle
dopes, so the treshold is set to O which implies that the steep formulation is aways used. Another
disadvantage of the transition from the gentle to steep slope formulation is that it is discontinuous,
which reflects the sudden transition from attached to separated flow.

Orographic corrections are not applied for 2 <10 m and for S;<0.01. z,, is not allowed to
become larger than 2/ 10 and is clipped at 100 m; z,, has an imposed lower bound of e,

A Gaussian filter (the same as for the mean orography) is applied to In(z,,,) and In(zy,) , the sea
points are reset to Zom = 0.001 and z,, = 0.0001. Because of the wide dynamical range of
parameter z,, , In(z,,) is GRIB-coded and provided asinput to the model.

10.6 PARAMETERS FOR GRAVITY-WAVE AND OROGRAPHIC DRAG SCHEMES

The following subgrid parameters are needed: standard deviation g,y , anisotropy Yg,y , Orientation 8y, , and
slope g,y - They are computed as follows (see Lott and Miller 1997; Baines and Palmer 1990):

@)

(b)

For every point (index i) of the 2°30” data, (0kh/0x); and (0h/dy); are computed by central
differencing with help of the points to the north, south, east and west. These derivatives are
computed after subtracting the mean orography at target resolution to avoid contributions from the
slope of the resolved orography. The central differences in the North South direction use adjacent
points; derivatives in the East West direction use adjacent points in the tropics but use equidistant
points rather than equi-longitude points when approaching the polar regions (to maintain a uniform
resolution over the globe). Then parameters K, L, and M are computed by summation, taking
into account the weights p; of every 10" x 10" area in the ECMWF grid:

[Ohmz P
zZ O oyoy
DE@’ZDZ [@hDZD
22 0 Cyd g

Anisotropy Ygy . Orientation 8, , and slope o, are computed from K, M and L :
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2 _K-(L*+My)"’
M k@2 my?

1M
eGW = zatanf

0oy = K+ NL?+ M?
and the standard deviation g

How = Zpihiz_ &pihg .

No further filtering is applied to the fields. Results are shown in Figs. 10.4, 10.5, 10.6 , and 10.7 .

Figure 10.4 Anisotropy yg,, Of subgrid orography (1 indicates isotropic, O means maximum anisotropy)
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Figure 10.6 Slope o, of subgrid orography.

154
IFS Documentation Cycle CY28r1 (Edited 2004)



Chapter 10 ‘Climatological data’ £

25 50 ] 200 400 800 L500

Figure 10.7 Standard deviation g, of subgrid orography.

10.7 VEGETATION PARAMETERS

Vegetation is represented by 4 climatological parameters: vegetation cover of low vegetation, vegetation cover of
high vegetation, low vegetation type and high vegetation type. These parameters are derived from the 2’30” GLCC
data by averaging over the target grid squares. The fractional covers for low and high vegetation are obtained by
combining the fractions from all the low and high vegetation types of Table 10.1. The index of the dominant low
and high vegetation types are also coded as climatological fields for use by the land surface scheme. The latter two
fields can not be interpolated by standard procedures to another resolution. The resulting fields are shown in Fig.
10.8, Fig. 10.9, Fig. 10.10 and Fig. 10.11 . Table and Table 10.3 contain statistical information on the number
of points in each vegetation class.

TABLE 10.2 PERCENTAGE OF LAND POINTS AT T511 FOR EACH LOW VEGETATION TYPE

Index Vegetation type Pgr?sn;?rigf
1  Crops, Mixed Farming 221
2 Short Grass 10.0
7  Tall Grass 13.0
9  Tundra 89
10  Irrigated Crops 47
11  Semidesert 135
13  Bogsand Marshes 20
16  Evergreen Shrubs 15
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TABLE 10.2 PERCENTAGE OF LAND POINTS AT T511 FOR EACH LOW VEGETATION TYPE

Index Vegetation type Pgﬁg”;g?;g
17  Deciduous Shrubs 4.6
20 Water and Land Mixtures 0
- Remaining land points 19.7

without low vegetation

TABLE 10.3 PERCENTAGE OF LAND POINTS AT T511 FOR EACH HIGH VEGETATION TYPE

Index Vegetation type Pgnosnrt)i?rigf
3 Evergreen Needleleaf Trees 7.1
4  Deciduous Needleleaf Trees 33
5  Deciduous Broadleaf Trees 6.3
6  Evergreen Broadleaf Trees 12.8
18  Mixed Forest/woodland 39
19 Interrupted Forest 29.6
- Remaining land points 37.0
without high vegetation

Figure 10.8 Fractional cover of low vegetation.
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Figure 10.9 Fractional cover of high vegetation.
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Figure 10.10 Low vegetation type
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Figure 10.11 High vegetation type

10.8 ALBEDO

The background land albedo isinterpolated to the model grid from the monthly mean values of a snow-free albedo
produced for the combined 1982-1990 years. The albedo for that dataset was computed using the method of Sellers
et al. (1996), but with new maps of soil reflectance, new values of vegetation reflectance, and the biophysical pa-
rameters described by Los et al. (2000).

Thefields for January, April, July and October are shownin Fig. 10.12 , Fig. 10.13, Fig. 10.14 , and Fig. 10.15.
To obtain a smooth evolution in time, the model does alinear interpolation between successive months, assuming
that the monthly field applies to the 15th of the month. The model adapts the background albedo over water, ice
and snow as documented in the chapter on radiation.

158
IFS Documentation Cycle CY28r1 (Edited 2004)



Chapter 10 ‘Climatological data’

0

a alL 0.15 a2z 0.23 a3 a4 a7

Figure 10.13 Climatological background albedo for April.
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Figure 10.15 Climatological background albedo for October.

10.9 AEROSOLS

Aerosols are considered in the model following Tanre et al. (1984). The continental, maritime, urban and desert
aerosols are geographically distributed over ice-free land, open sea, industrialized area and desert using a bi-Gaus-
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sian horizontal filter of radius 2000 km to get overlapping distributions of each aerosol type, with a maximum op-
tical thickness of 0.2, 0.05, 0.1, and 1.9, respectively (see Figs. 10.16 (a)—(d) for the geographical distributions and
Fig. 10.16 (e) for the corresponding profiles). Well-mixed (vertically and horizontally) tropospheric background
aerosols with an optical thickness of 0.03 and stratospheric background aerosols with an optical thickness of 0.045
are added to the previous amounts with a rate of change of optical thickness with pressure of 0.037 and 0.233 /atm
respectively. The transition from troposphere to stratosphere is obtained by multiplication of the background values
With 1 — L, 4105 @Nd L, 4105 Fespectively (see Fig. 10.16 (e)).

Climatologlcal Aerosols In the ECMWF Forecast System
Relzatlve Welght
Marltime
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Climatologlcal Aerosols In the ECMWF Forecast System
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Figure 10.16 Distribution of (a) maritime and (b) continental type aerosols.
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Climatologlcal Aerosols In the ECMWF Forecast System
Relatlve Welght
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Climatologlcal Aerosols In the ECMWF Forecast System
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Figure 10.16 Distribution of (c) urban and (d) desert type aerosols.
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Figure 10.16 (e) Type 1 (full line) profiles apply to maritime, continental and urban type aerosols; type 2 (short
dashed line) appliesto desert type; the third curve (long dashed line) represents L, ;o and isused to determine
the transition from tropospheric to stratospheric background aerosols.

10.10 OzoNE

The ozone climatology that is operational since August 1997, distributes the ozone mixing ratio as a function of
pressure, latitude and month following Fortuin and Langematz (1995).

Januory

!

Qrtaber

Prasaura [hPa]

Figure 10.17 Ozone climatology prescribed as a zonal mean according to the climatology by Fortuin and
Langematz (1994). Operational in the ECMWF model since August 1997 (mass mixing ratio  x 10° on 60
levels).
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