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1.9 Mass conservation

1.1 INTRODUCTION

This chapter describes the high level technical structure of IFS, how it can be supplied with initial data, how the
execution is controlled, and how output fields can be generated. The chapter is divided into the following sections:

1) Configurations

2) Initial data

3) Command line options

4) Namelist control

5) Post processing

6) Restart capability

7 Mass conservation
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1.2 CONFIGURATIONS

TaBLE 1.1
Value Con_trol Model description
routine
0-99 CNT1 Integration
100-199 CVAl Variational analysis
200-299 CNT1 2-D integration
300-399 covi Kalman filter or predictability model
400-499 CAD1 Test of the adjoint
500-599 CTL1 Test of the tangent linear model
600-699 CUN1 Eigenvalue/vector solvers for unstable modes
700-799 CAN1 CANARI Optimal interpolation
800-899 CGR1 Sensitivity
900-999 CORMASS, Preparation of initial conditions/interpolations
INCLIO,
NOEUD,
ENOED,
CPREP1,
CPREP2,
CPREP3,
CPREP5

The IFS contains many different functions within a single high level program structure. For any single execution
of the program, the function is selected by means obrfiguration parameter. The value of this parameter may

be supplied on the IFS execution command line, or by using the namelist NCONF parameter (see the namelist
NAMCTO documentation).

The values of NCONF are divided into ranges which are handled by different high level control routines as indi-
cated inTable 1.1

Within these broad bands, certain values of NCONF have been defined specificaiiiplénl.2 status=0 implies
the configuration is in operational use at ECMWF and status=R means that it is used for research purposes.

TABLE 1.2

Value Model description Status
1 3-D primitive equation model (@)
2 NCONF=1 & comparison with observations (LOBSC1=.TRUE.) (@)
99 Dummy GPC (ldentity)

101 4-D var with 3-D P.E. model

111 4-D var with 3-D P.E. tangent linear model

121 4-D var with shallow water model

122 4-D var with vorticity equation model
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TABLE 1.2
Value Model description Status
123 4-D var with linear gravity wave model
131 Incremental 3-D/4-D var o
151 3-D var
199 4-D var with dummy GPC
201 Shallow water model R
202 Vorticity equation model
203 Linear gravity wave model
301 Kalman filter with 3-D P.E. model
321 Kalman filter with shallow water model
322 Kalman filter with vorticity equation model
323 Kalman filter with linear gravity wave model
351 Local predictability with 3-D P.E. model
371 Local predictability with shallow water model
372 Local predictability with vorticity equation model
373 Local predictability with linear gravity wave model
399 Kalman filter with dummy GPC
401 Test of adjoint with 3-D P.E. model
421 Test of adjoint with shallow water model R
422 Test of adjoint with vorticity equation model
423 Test of adjoint with linear gravity wave model
499 Test of adjoint with dummy GPC
501 Test of tangent linear with 3-D P.E. model R
521 Test of tangent linear with shallow water model
522 Test of tangent linear with vorticity equation model
523 Test of tangent linear with linear gravity wave model
599 Test of tangent linear with dummy GPC
601 Eigenvalue/vector solver (singular vector comp.) 0]
701 Optimal interpolation with CANARI
801 Sensitivity with 3-D P.E. model (0]
821 Sensitivity with shallow water model
923 Initialisation of climatological fields
926 Change of geometry
951 Difference between 2 model states (CPREP2)
952 Compute wind and gridpoint fields (CPREP3)
953 Compute gridpoint gradient fields (CPREPAD)
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1.3 CONFIGURATION CONTROL

Within subroutineSTEPQ STEPOADandSTEPOTL, extensive use is made of a character string CDCONF for
controlling the logic flow of transformations between spectral and grid-point space. CDCONF is a 9 character var-
iable where each character controls a specific sub-area within IFS as indicedbtkit.3

TABLE 1.3
%T;ﬁg;er Sub-area Description
1 IOPACK 10 handling
2 LTINV  Inverse Legendre transform
3 FTINV  Inverse Fourier transform
4 CPG Grid point computations
5 POS Post processing
6 OBS Comparison with observations
7 FTDIR  Direct Fourier transform
8 LTDIR  Direct Legendre transform
9 SPC Spectral space computations

The characters used to represent each function are specified as follows, where a ‘null’ or ‘blank’ character means
do nothing

iopack (CDCONF(1:1)):

TABLE 1.4

Character Description

A Write out model level post-processed data
B Retrieve trajectory information

C Write out pressure level post-processed data

Store/write out increment (incremental 3D/4D-var)
Read increment (incremental 3D/4D-var)

Read restart file

Store trajectory

Lagged model level post-processing

Read in the inputs for sensitivity job

WAT 4 SR

FullPos

FullPos

FullPos

< Ccm < - 4 30 «
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TABLE 1.4

Character Description
M FullPos
z FullPos

Inverse Legendre Transform (CDCONF(2:2)):

TABLE 1.5 SPECTRAL DATA

Derivatives SPA3 SPA5 SPA7
Yes No Yes No Yes No

FourierdataTO A G B H C |

Fourier data T5 D J E K F L

CDCONF(2:2) = P is used by FullPos

Inverse Fourier Transform(CDCONF(3:3)):

TABLE 1.6 GRIDPOINT DATA

Derivatives TO T5 T1
Yes No Yes No Yes No

FourierdataTO A B |
Fourier data T5 cC D

CDCONF(3:3) = P is used by FullPos

Grid-point calculations for the model (CDCONF(4:4)):

TABLE 1.7

Character Description

A “Normal “timestep
B Additional computations for post-processing surface fields
EorF Adiabatic NNMI iteration

Mor X NNMI iteration or initial fluxes

Post-processing (CDCONF(5:5)): —If vertical part of FullPos or “old style” p.p. (LLVFP=true)
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TABLE 1.8

Character Description

A Pressure level post-processing

Height (above orography) level post-processing
Potential temperature level post-processing
Potential vorticity level post-processing

Model level post-processing

Eta level post-processing

- n < < 4H

End of vertical post-processing

Gridpoint computations for analyses (CDCONF(6:6)):

TABLE 1.9

Character Description

A Add squares of gridpoint values (analyses error calc.)
B Subtract squares of point values (analyses error calc.)

Y Modifies the background errors to have a
prescribed global mean profile and (optionally) to be separable

z Generate background errors of humidity

GorW Normalization by standard deviations of background error
X Multiplication by standard deviations of background error (inverse of above)
I Grid point calculations for CANARI

CorV Computation of observation equivalents (GOM-arrays)

Direct Fourier transform (CDCONF(7:7)):

TABLE 1.10

Character Description

A Standard transform

B Pressure level post-processing
C Model level post-processing step
P FullPos

Direct Legendre Transform (CDCONF(8:8)):
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TaBLE 1.11
Character Description
A Standard transform
B Pressure level post-processing
C Model level post-processing step
P FullPos
T Tendencies (result in SPT.. arrays)
G Like A but goes from vorticity and divergence in Fourier space

to spectral space, instead of starting from wind components

Spectral Space Computations (CDCONF(9:9)::

TABLE 1.12

Character Description

P Filtering of Full-Pos fields
A Semi-implicit + horisontal diffusion
F Filtering of spectral fields

| Only semi-implicit (for NMI)

1.4 INITIAL DATA

The starting conditions are supplied to the IFS in a number of files which follow a specific naming convention. The
file names used and their contents vary according to the model configuration being run. In the following descrip-
tions anexperiment identifiel(xxid) consisting of any 4 alphanumeric characters is used. Note thAtiegever-

sion of the IFS, selected by setting LECMWF=false in namelist NAMCTO, uses different file names and file
formats and is not documented here.
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1.4.1 Forecast model, NCONF=1

The initial fields are supplied in GRIB format and contained in the files ICMSHxxidINIT, ICMGGxxidINIT (and
optionally also ICMGGxxidINIUA and ICMCLxxidINIT. The following tables indicates what fields are required,
where the number of model levels is NFLEV. Some fields are conditional on the setting of model switches which
are described in more detail in the sectitamelistControl

1.4.1 (a) ICMSHxxidINIT.This contains upper-air spectral format fields on model levels.

TABLE 1.13
ECMWF
GRIB IFS variable Description Levels Condition
code
129 NGRBZ Geopotential 1 not LGPOROG

152 NGRBLNSP Log surface pressure 1

130 NGRBT Temperature NFLEV

133 NGRBQ Specific humidity NFLEV LSPQ or LGPQ and not LGPQIN
138 NGRBVO Vorticity (relative) NFLEV

155 NGRBD Divergence NFLEV
Notes:
. LGPOROG-=false (default) if input orography is spectral
. LSPQ=true to keep humidity as a spectral variable (default=false)
. LGPQ-=true to keep humidity as a grid-point variable (default=true)

. LGPQIN=true if humidity is input in grid-point space

1.4.1 (b) ICMGGxxidINIT. This contains surface fields on the model Gaussian grid.

TABLE 1.14
ECMWF
GRIB  IFS variable Description Condition
code
129 NGRBZ Geopotential (at the surface orography) If not provided as spectral field

139 NGRBSTL1  Surface temperature level 1

140 NGRBSWL1 Soil wetness level 1

141 NGRBSD Snow depth

160 NGRBSDOR Standard deviation of orography

161 NGRBISOR  Anisotropy of subgrid scale orography
162 NGRBANOR Angle of subgrid scale orography

163 NGRBSLOR  Slope of subgrid scale orography

170 NGRBSTL2  Soil temperature level 2

171 NGRBSWL2 Soil wetness level 2
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TaBLE 1.14
ECMWF
GRIB  IFS variable Description Condition
code

172 NGRBLSM  Land/sea mask

173 NGRBSR Surface roughness

174 NGRBAL Albedo

183 NGRBSTL3  Soil temperature level 3

184 NGRBSWL3 Soil wetness level 3

198 NGRBSRC Skin reservoir content

199 NGRBVEG Percentage of vegetation

148 NGRBCHAR Charnock parameter LWCOU and LWCOU2W (coupled wave model)
233 NGRBASQ  Apparent surface humiidity

234 NGRBLSRH Logarithm of surface roughness length for heat
235 NGRBSKT Skin temperature

236 NGRBSTL4  Soil temperature level 4

237 NGRBSWL4 Soil wetness level 4

1.4.1 (c) ICMGGxxidINIUA. This contains upper air fields in grid point space.

TABLE 1.15
ECMWF
GRIB IFS variable  Description Levels  Condition
code
133 NGRBQ Specific humidity NFLEV LGPQIN=true

246 NGRBCLWC Cloud liquid water content NFLEV LCLDPIN=true
247 NGRBCIWC Cloud ice water content NFLEV LCLDPIN=true
248 NGRBCC Cloud cover NFLEV LCLDPIN=true

203 NGRBO3 Ozone mixing ratio NFLEV LGPO3=true
(EC prognostic ozone)

Notes:
. Specific humidity can be input in spectral form (LGPQIN=false) even when LGPQ=true
. If the cloud parameters (246,247,248) are not input (LCLDPIN=false), they are initialised to zero
. LGPO3=true for ozone as a prognostic variable (grid-point field).

1.4.1 (d) ICMCLxxidINIT. Climate fields.

Contains surface fields, in the model Gaussian grid, to be used in ‘perfect surface’ long integrations. In such inte-
grations the surface conditions subject to seasonal variation (which would normally be defined by the data assim-
ilation and kept constant during the forecast) are changed regularly during the integration, based on the values
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contained in the file.

Note that the fields below have to follow a pattern, otherwise the model fails in the first time step. They should be
in ascending time order, and the time spanned by them should be large enough to cover the model integration pe-
riod. Furthermore, they should come at regular intervals, either ewvierylay (LMCCIEC=.FALSE.), or every

month (LMCCIEC=.TRUE., see NAMCC below).

TABLE 1.16
ECMWF IFS variable Description Condition
grib code
139 NCLIGC(1) Surface temperature layer 1 LMCCEC .and.
.NOT.LMCCO04
174 NCLIGC(2) Albedo LMCCEC .and.
.NOT.LMCCO04

1.5 COMMAND LINE OPTION

The primary way to control options within IFS is tlmamelistinput file. However, since there are a very large
number of options, it is convenient to be able to specify certain standard configurations in a simple way. This is
achieved by supplying a small numbeiusfix style flags on the command line:

e.g. MASTER -e abcd -v ecmwf -t 900 -f d10 -a sli

The available flags and their mappings on to namelist variables are as follows:

TABLE 1.17
. Namelist o

Option variable Description
-C NCONF Job configuration
-V LECMWF Model versionecmwfor meteo
-e CNMEXP Experiment identifier (no more than 4 characters)
-t TSTEP Time step (seconds)

default set according to model resolution and advection scheme
-f NSTOP Forecast length:

dXXXXX - run for xxxxx days

hXXxXX - Xxxxx hours

EXXXXX - XXXXX timesteps
-a LSLAG Advection scheme -

LVENIN  eul: Eulerian
sli : interpolating semi-Lagrangian
sIni : non-interpolating in the vertical, semi-Lagrangian
-m LUELAM Model type:

arpifs: ARPEGE/IFS
aladin : ALADIN

Notes:

10
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. If the forecast length is specified in units other than timesteps, then the value of the timestep must
be given.

. Command line arguments override any namelist switches that are set.

. Either both options -v and -e must be used together, or neither must be used.

1.6 NAMELIST CONTROL

Namelist input is provided in a text filort.4. Within this file, the namelists can be in any order. The file is read
multiple times by IFS to extract the namelist parameters in the order that the IFS code reads them. The general
format is:

&NAME1

keyword=value,

/
&NAME2
/

All namelists must always be presenfamt.4. It is not necessary, however, for a namelist to have any contents (see
example of NAME2 above).

1.6.1 Index of Namelists

TABLE 1.18

Name Description SRf; ?)lith]ine
nacobs CANARI defrun
nactdo CANARI not used
nactex CANARI canali
nacveg CANARI canali
naephy ECMWEF physics suOphy
naerad ECMWEF radiation suecrad
naimpo CANARI canali
nalori CANARI canali
nam926 Change of orography su926
nam_distributed_vectors Initialize chunksize for sumpini

Distributed Vectors
namafn Full-Pos suafn
namana CANARI canali:defrun
namcfu Flux accumulation control sucfu
namchk Gridpoint evolution diagnostics suechk
namcla inclio
namclb inclio

11
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TABLE 1.18
Name Description sRuesr ccj)tijr':ine
namclc inclio
namcli inclio
namclo inclio
namclp inclio
namclr inclio
namcls inclio
namclt inclio
namclw inclio
namcok CANARI canali
namcos General cost function control not used
namctO Control parameters, constant during model run  suctO:sumpini
namctl Overiding control switches sulyom
namcva General variational analysis control sualctv
namddh Diagnostic (horizontal domain) sunddh
namdfi Digital filtering control suedfi
namdif Difference two model states sudif
namdim Dimension/truncation sudim
namdmsp Satellite data descriptor getsatid
namdphy Physics dimension sudim
namdyn Dynamics and hyperdiffusion sudyn
namfft FFT sufft
namfpc Full-Pos sufpc
namfpd Full-Pos sufpd
namfpdyh Full-Pos sufpdyn
namfpdyp Full-Pos sufpdyn
namfpdys Full-Pos sufpdyn
namfpdyt Full-Pos sufpdyn
namfpdyv Full-Pos sufpdyn
namfpf Full-Pos sufpf
namfpg Full-Pos sufpgl
namfpios Full-Pos sufpios
namfpphy Full-Pos sufpphy
namfpsc2 Full-Pos sufpsc2
namgem Transformed sphere (geometry/coordinate definitismyemZla:inclib
namgms Satellite data descriptor getsatid
namgoes Satellite data descriptor getsatid

12
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TABLE 1.18
Name Description SRL?; f)LiJTine
namgrib GRIB coding descriptor sugrib
namini Overriding switches for initialization sueini
namiomi Minimisation i/o scheme suiomi
namios I/0 control suios
namjg Assimilation, first guess constraint sujb
namjo Jo control defrun
namkal Kalman filter sufkal
namkap Kalman filter sufkap
namlcz Lanczos eigensystem sulcz
namleg Legendre polynomials suleg
namlfi LFI description (Arpege) sulfi
nammars Conversion from grib to ARPEGE file cprepl
nammcc Climate version sumcc:sudim
nammeteosat Satellite data descriptor getsatid
nammitt Cray specific,diagnostic sumtth
nammul Multi-tasking control sumul
namnmi Normal mode initialisation sunmi
namnud Nudging sunud
namobs observation control defrun
namoph Permanent file information suoph
nampar0O Parallel version control sumpini
namparl Parallel version control sumpO
namphy0 Arpege atmospheric physical parameters suphy0
namphy1 Arpege ground physics parameters suphyl
namphy?2 Arpege vertical physics definition suphy?2
namphy3 Arpege radiation physical constants suphy3
namphyds Physics fields setup suphyds
namphy not used
nampm3d 3D Local Predictability Model supm3a:canali
namppc Post-processing control supp
nampre CANARI canami
namrad15 Arpege climate version of ECMWF radiation suecradl5
namrcf Restart control file reresf:wrresf
namres Restart time parameters sures
namrgri Reduced grid description surgri
namrinc Incremental variational description surinc

13
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TABLE 1.18

Name Description sRuE?r ccjnijr':ine
namrip Real time parameters surip
namscc observation screening control defrun
namsens Sensitivity job suvar
namsimphl Arpege linear physics parameterization suOphy
namskf Simplified Kalman Filter suskf
namstoph Parameterisation top limits / surandl

mesospheric drag parameters
namtoph Mesospheric drag parameterization (Arpege) sutoph
namtovs Satellite data descriptor getsatid
namtrajp ECMWEF linear physics suOphy
namvar Variational assimilation suvar
namvdoz Arpege physics suphyl
namvfp Variable LARCHFP suvar
namvrtl Switches for variational assimilation suvar
namvvl vertical co-ordinate descriptor suvert
namvwrk IO-scheme for trajectory suvwrk
namxfu Instantaneous flux control suxfu
namzdi Zonal diagnostic suzdi
naphlc Switches for simple physics suOphy

The following tables describe namelist parameters which can be controlled by utilising the above namelists. ‘type’
indicates the Fortran variable type where L=logical, I=integer,R=real,C=character. Parentheses () indicate that the
variable is an array. Logical variables (L) are used as switches to control a process.

TABLE 1.19 NAEPHY: ECMWEF PHYSICS

Name Type Description Default
LAGPHY L  Call physics package in lagged mode
LEAERO L  Climatological aerosols

LECOND L Large scale condensation

LECUMF L  Mass-flux convection scheme

LEDCLD L  Diagnostic cloud scheme

LEDYNT L  Use dynamical tendencies as input to physics
LEDBUG L  Debugging prints

LEEVAP L  Evaporation of precipitation

LEGWDG L  Gravity wave drag

LEOzOC L  Climatological ozone

14
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TABLE 1.19 NAEPHY: ECMWEF PHYSICS

Name Type Description Default
LEO3CH L  ozone chemistry
LEPCLD L  Prognostic cloud scheme
LEPHYS L  ECMWF physics
LEQNGT L  Negative humidity fixer
LERADC L Interpolation scheme for radiation
LERADI L  Radiation scheme
LERADS L Interactive surface radiative properties
LESHCV L  Shallow convection
LESICE L Interactive sea ice temperature
LESURF L Interactive surface processes
LEVDIF L  \Vertical diffusion
LEZERO L Pure T-DT inputs within all physics routines
LwCou L  Coupled wave model
LWCOU2W L  Coupled wave model with 2-way interaction
TABLE 1.20 NAERAD: ECMWF R\DIATION
Name Type Description Default
LECSRAD L  Clear-sky radiation diagnostics FALSE
LEPO3RA L  Pass the prognostic ozone to radiation code FALSE
LERADG6H L  Radiative computations every 1 hour TRUE
during the first 6 hours
LERADHS L Radiation is computedon a coarser sampled grid TRUE
LLGEOSE L  Simulate LW window channel radiance FALSE
in GOES-E geometry
LLGEOSW L  Simulate LW window channel radiance FALSE
in GOES-W geometry
LLGMS L  Simulate LW window channel radiance FALSE
in GMS geometry
LLINDSA L  Simulate LW window channel radiance FALSE
in INSAT geometry
LLMTO L  Simulate LW window channel radiance FALSE
in METEOSAT geometry
LOIEBCU L  Ice cloud optical properties from Ebert—Curry TRUE
LOIOULI L Ice cloud optical properties from Ou-Liou FALSE
LOISUSH L Ice cloud optical properties from Sun-Shine FALSE
LONEWSW L New style of cloud optical properties TRUE
LOWCAS L  Water cloud optical properties from Slingo FALSE

15
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TABLE 1.20 NAERAD: ECMWF R\DIATION

Name Type Description Default
LOWCYF L  Water cloud optical properties from Fouquart TRUE
LRADLB L Radiation coarse grid to be load balanced TRUE
(when NRINT > 1)
IGEO I Number of geostationary satellites 0
to be simulated
NAER I Aerosol radiative effects (on=1, off=0) 1
NCSRADF | If LECSRAD true, accumulated 1
or instantaneous flux (1 or 2)
NLW I Number of LW spectral intervals 6
NMODE I Radiation code configuration: 0
flux=0, radiance=1
NOVLP | Cloud overlap index: 1=max-ran, 1
2=maximum, 3=random
NOZOCL I Ozone climatotogy 0=Geleyn, 1
1=Fortuin-Langematz
NRADC2F I Coarse-to-fine interpolation 2
NRADF2C | Fine-to-coarse interpolation 2
NRADFR I Frequency of full radiation, < in hours, > -3
in time-steps
NRADPFR | Ffrequency of radiation diagnostic listing prints 0
NRADPLA I Listing print output every 15
NRADPLA latitude lines
NRINT I Interpolation distance 4
(in points along a latitude line)
NRPROMA I Vector length for radiation calculations
NSW I Number of SW spectral intervals 2

TABLE 1.21 NAMCTO: CONTROL PARAMETERS CONSTANT DURING MODEL RUN

Name Type Description Default
CFCLASS C*2  Class for use by fields database FALSE
CFDIRLST C*120 Path of postprocessing listing file TRUE
CFPATH C*200 Prefix for trajectory spectral data filename

CFPNCF C*6  Name of Full-POS control file (configuration 927)
CNDISPP C*120 Directory for display files (‘ifs.stat’ and ‘ifs.disp’)

CNMEXP C*16 Name of the experiment

CNPPATH  C*120 Directory of postprocessing namelist files

CTYPE C*2  Type for use by fields database

LADJORO L Initialise increments

16
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TABLE 1.21 NAMCTO: CONTROL PARAMETERS CONSTANT DURING MODEL RUN

Name Type Description Default

LAGHIS L Lagged physics output on history files
LAPRXPK L Approximate definition of full levels

LARPEGEF L Use ARPEGE files FALSE
LCANARI L Controls CANARI optimal interpolation
LCOORD L Model coordinates written on trajectory files

LCVROSS L Restirct contributions to gradient
to that of Rossby modes

LECMWF L Use model version of ECMWF TRUE
LELAM L Controls ALADIN geometry
LFBDAP L Diagnostics written on trajectory files
LFDBOP L Write post-processed output fields TRUE
to fields database
LFPOS L Use Full-POS
LFROG L Use leapfrog scheme, otherwise Matsuno
LGRAV L Control of gravity waves included
LGRBOP L Output in GRIB
LGUESS L Term of first guess included
LHDCDIV L
LHDCHV L
LHDCSV L
LHDCVOR L
LIOCFU L Work file for cumulative diagnostics
LIODTND L Work file for diabatic tendencies in NMI
LIOFOU1 L Work file for first/second scan Fourier data
LIOFOU15 L Work file for first/second scan Fourier data
in trajectory
LIOFOU2 L Work file for second/third scan Fourier data
LIOGAUX L Work file for unfitted full-POS data
LIOGP5 L Work file for surface fields in trajectory
LIOGPP L Work file for surface fields
LIOHOU L Work file for explicit NMI
LIOLPOL L Work file for Legendre polynomials
LIOPIN L Work file for implicit NMI help arrays
LIOTMDT L Work file for t-dt gridpoint data
LIOXFU L Work file for instantaneous diagnostics
LMDYPP L Modern dynamical meteorology post-processing
LMGMEM L Use the memory manager

3
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TABLE 1.21 NAMCTO: CONTROL PARAMETERS CONSTANT DURING MODEL RUN

Name Type Description Default
LMLTTH L CRAY multitasking trace history
LMLTSK L Run in multi-tasking mode
LMPLOT L Plotting requested
LMULC2 L Cray macrotasking alternatives
LNOR L Change of orography
LOBS L Term of observations included
LOBSC1 L Term of observations included in configuration 1
LOBSIO L I/O scheme for observations
LOBSREF L Comparison to observations for the trajectory
(NCONF=131)
LREGETA L Definition of interlayer
LRPOLE L Point at the poles
LSEPPH L Physics to be done in separate step
LSIDG L Semi-implicit-scheme with
reduced divergence
LSIMOB L Simulated observations
LSIMUL L Subsurface data rejection and check on orography
LSLAG L Semi-Lagrangian scheme
LSMSSIG L Send signals to supervisor (SMS)
LSPRT L Virtual temp. as spectral variable
LSTKST L Cray stack statistics
LTRAJ L Save trajectory on file
LTRAJGG L Grid-point trajectory not written but taken from
SUGRIDF
LVENIN L Non-interpolating vertical
semi-Lagrangian
N2DINI | 2D initial data control
N3DINI I 3D initial data control
NCNTVAR | Choice of control variables
NCONF | Model configuration
NCYCLE | Experiment number
NDHFDTS | Write out steps for limited area DDH diagnostics
NDHFGTS | Write out steps for global DDH diagnostics
NDHFZTS | Write out steps for zonal mean DDH diagnostics
NDHPTS | Times of printed DDH output
NFFTCR | Cray specific interfaces (XMP or CRAY-2)
NFRCO | Frequency of coupled fields (time-steps)
NFRDHFD | Frequency of limited area diagnostics (in steps)

18
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TABLE 1.21 NAMCTO: CONTROL PARAMETERS CONSTANT DURING MODEL RUN

3

Name Type Description Default
NFRDHFZ | Write-up of zonal DDH (in steps)

NFRDHP I Frequency of DDH diagnostics printing
NFRGDI | Frequency of grid-point space diagnostics
NFRHIS | Frequency of history write_ups

NFRPLT | Plotting frequency

NFRPOS I Frequency of post-processing events

NFRSDI | Frequency of spectral diagnostics (in steps)
NGDITS | Grid point diagnostics steps

NMTRA I Memory allowed for the descent algorithm
NQUAD | Quadrature (1=Gauss, 2=Lobatto)

NSDITS | Spectral diagnostics steps

NSPACE I Size of space managed by memory manager
NSPPR I Spectrum printed in spnorm

NSTART | First timestep of model

NSTOP I Forecast/model run timespan

NTASKS | Number of tasks used when multitasking
NTSPL | Time-splits (1 if leap-frog, 2 if Matsuno)
LRFILAF L Catalog file LFI

N2DINI | 2D initial data control

N3DINI | 3D initial data control

NCNTVAR | Choice of control variables

NCONF | Model configuration

NCYCLE | Experiment number

NDHFDTS | Write out steps for limited area DDH diagnostics
NDHFGTS I Write out steps for global DDH diagnostics
NDHFZTS | Write out steps for zonal mean DDH diagnostics
NDHPTS I Times of printed DDH output

NFFTCR | Cray specific interfaces (XMP or CRAY-2)
NFRCO | Frequency of coupled fields (time-steps)
NFRDHFD | Frequency of limited area diagnostics (in steps)
NFRDHFZ | Write-up of zonal DDH (in steps)

NFRDHP I Frequency of DDH diagnostics printing
NFRGDI | Frequency of grid-point space diagnostics
NFRHIS | Frequency of history write_ups

NFRPLT | Plotting frequency

NFRPOS I Frequency of post-processing events
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TABLE 1.21 NAMCTO: CONTROL PARAMETERS CONSTANT DURING MODEL RUN

Name Type Description Default
NFRSDI | Frequency of spectral diagnostics (in steps)
NGDITS | Grid point diagnostics steps

NMTRA I Memory allowed for the descent algorithm
NQUAD | Quadrature (1=Gauss, 2=Lobatto)

NSDITS | Spectral diagnostics steps

NSPACE I Size of space managed by memory manager
NSPPR I Spectrum printed in spnorm

NSTART | First timestep of model

NSTOP I Forecast/model run timespan

NTASKS | Number of tasks used when multitasking
NTSPL | Time-splits (1 if leap-frog, 2 if Matsuno)

TABLE 1.22 NAMDIM :DIMENSION/TRUNCATION PARAMETERS

Name Type Description Default
NDGL I Number of Gaussian latitudes
NDLON I Number of points in a latitude row
NFLEV I Number of vertical levels
NFTHER | Number of thermodynamics variables
NFPASS | Number of passive scalar variables
NFAUX I Number of auxillary variables in t+dt array
NFD2D | Number of 2d fields in the dynamics
NFC2D I Number of 2d fields in the boundaries
NPMAX I Post-processing truncation
NSMAX | Truncation order
NMSMAX | Truncation order in longitude
NSMIN I Lower truncature for configurations 911 and 912
NCMAX | Truncation order
NXMAX | Truncation order
NTMAX | Truncation order for tendencies (on n, m<= NSMAX)
NPROMA I Working dimension for grid-point computations
NFPP3M | Maximum number of extra 3-D fields in post-processing
NRLEVX I Dimesnion of NVAUTF in YOMGEM
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TABLE 1.23 NAMDYN :DYNAMICS AND DIFFUSION

Name Type Description Default
BETADT Coefficient for semi-implicit scheme for divergence/temperature
BETAZQ R  Coefficient for semi-implicit treatment of vorticity and humidity
FLCCRI R  Critical value of CFL criterion

FRANDH R  Threshold for the wavenumber dependency

FRANDHC R  Threshold for the wavenumber dependency

HDIRDIV R  Diffusion of divergence

HDIRQ R  Diffusion of humidity

HDIRSP R  Diffusion of Diffusion of surface pressure

HDIRSV R  Diffusion of Diffusion of passive scalars

HDIRT R  Diffusion of temperature

HDIRVOR R  Diffusion of vorticity

LFREIN L  Spectral “enhanced diffusion”

LVADL L  Vertical derivatives in non-interpolating SL scheme
LVADRES L  Residual vertical advection in non-interpolating SL scheme
NDLNPR | Formulation of delta used in non hydrostatic model
NEXPDH | Exponent for the diffusion wavenumber dependency
NEXPDHC | Exponent for the diffusion wavenumber dependency
NITMP I Number of iterations to compute medium point

NLOSP | Surface pressure representation

NORMV I Scaling of vertical eigenmodes

NQLAG I Formulation or discretisation of moisture equation
NSREFDH | Threshold for the truncation dependency

NTHDHC I Threshold truncature for wavenumber dependency

NTLAG I Formulation or discretisation of temperature equation
NVINTSL I Vertical extrapolations

NVLAG I Formulation or discretisation of continuity equation
REFGEO R  Value of reference geopotential

REPS1 R  Time-filter constant applied at t-1

REPS2 R  Time-filter constant applied at t+1

REPSP1 R  Timefiltering constant applied to t-1 for all surface fields
RFREIN R  Constant for spectral “enhanced diffusion”

RKROMA R  Leap-frog or Matsuno timesheme

SIPR R  Reference surface pressure

SIQR R  Reference humidity

SITR R Reference temperature
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TABLE 1.23 NAMDYN :DYNAMICS AND DIFFUSION
Name Type Description Default
SLEVDH R  First threshold for the pressure dependency
SLEVDH2 R  Second threshold for the pressure dependency
TSTEP R  Time step in seconds
VESL R  Decentering factor for semi-implicit scheme
and averages along SL trajectory
VMAX1 R Warning threshold V > VMAX1
VMAX2 R Abort threshold V > VMAX2
VMXPLA R  Maximum velocity for additional horizontal diffusion
VNORM R  Constant for new scaling semi-implicit scheme
TABLE 1.24 NAMGRIB:GRIB CODING DESCRIPTORS
Name Type Description Default
NBITSGG | Number of bits for packing grid-point data
NBITSSH | Number of bits for packing spectral coefficients
NENSFNB I Ensemble forecast number
NLOCGRB | ECMWEF local usage identifier
NSMAXNP | Sub-truncation for complex packing
of spectral coefficients
NTOTENS I Total number of forecasts in ensemble
TABLE 1.25 NAMIOS: I/O CONTROL
Name Type Description Default
CCPCCGL C*120 Name of file which holds the preconditioner
CEVCGL C*120 Name of file to which eigenvectors are written
CFRCF C*120 Pathname for restart control fil
CIOCFU C*120
CIODDHRF C*120 Pathname for DDH restart file
CIODTND C*120 Pathname of work file
CIOFOU1  C*120 Pathname for first/second scan Fourier data
CIOFOU15 C*120 Pathname for first/second scan Fourier data
CIOFURF C*120 Pathname for accumulated fluxes restart file
CIOGAUX  C*120
22
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TABLE 1.25 NAMIOS: I/O CONTROL

Name Type Description Default
CIOGPP C*120

CIOGPUA  C*120 Pathname for grid-point work file

CIOGP5 C*120

CIOGUARF C*120 Pathname for T grid-point restart file

CIOHOU C*120 Pathname for spectral to Hough space matrix file
CIOLPOL C*120 Pathname for Legendre polynomial work file
CIOPIN C*120 Pathname for file containing partially imlicit help arrays
CIOSCF C*120 Pathname for cumulated fluxes file

CIOSPBUF C*120

CIOSPEC C*120

CIOSPH C*120 Pathname for spectral to Hough space matrix file
CIOSPRF C*120 Pathname for spectral restart file

CIOSSsuU C*120 Pathname for surface file

CIOSUA C*120

CIOSURF  C*120 Pathname for surface fields restart file

CIOSXF C*120

CIOTMDT C*120 Pathname for T-dT work file

CIOTMRF  C*120 Pathname for T-dT restart file

CIOXFU C*120

CIOXURF  C*120 Pathname for accumulated fluxes restart file

NEXPBCF I Number of bits for exponent when packing
NEXPBGP I Number of bits for exponent when packing
NEXPBGP5 | Number of bits for exponent when packing
NEXPBGU I Number of bits for exponent when packing
NEXPBGX I Number of bits for exponent when packing
NEXPBXF I Number of bits for exponent when packing
NIOBFDT | Number of buffers for I/O

NIOBFIT | Number of buffers for I/O

NIOBFIT5 | Number of buffers for I/O

NPCKFCF I Packing factor

NPCKFGP I Packing factor

NPCKFGP5 | Packing factor

NPCKFGU I Packing factor

NPCKFGX I Packing factor

NPCKFT9 I Packing factor

NPCKFXF I Packing factor
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TABLE 1.26 NAMMCC: CLIMATE VERSION

Name Type Description Default

LMCCEC L  The lower boundary are updated from “climate files” FALSE
LMCCIEC L The lower boundary conditions are interpolated in time  TRUE
LMCC04 L  SST coupling FALSE
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TABLE 1.27 NAMNMI : NORMAL MODE INITIALISATION

Name Type Description Default
FILTPRD R  Period below which diabatic tendencies will not be considered
FILTR R  Cut-off array of frequencies defining Rossby modes

LCOIMP L  Compute the IMPLICIT NMI help arrays

LCONMO L  Compute normal modes

LCOTYDB L  Subset of diabatic components index must be computed
LCOTYGR L  Subset of Gravity/Rossby index must be computed
LCOTYTD L  Subset of tidal components index must be computed

LEULNMI L  Eulerian tendencies are used in “Machenhauer” steps
LEXTIDE L  Exclude atmospheric tide from initialisation

LGPROJ L  Projection of fields onto inertia-gravity modes

LICONV L  Perform a (dummy) iteration to test convergence

LNLNMI L  Non-linear normal mode initialisation required

LNMI L  Linear normal mode initialisation required

LNMIDB L  Diabatic initialization

LNMIFF L frequency filtering is used in initialization

LNMIPR L  Print frequencies of explicit mode

LNMIRQ L  Normal mode initialisation required

LNPROJ L  Projection of fields onto normal modes

LRGENE L  Normal mode initialisation diagnostics

LRPIMP L  Partially implicit initialisation

LRPROJ L  Projection of fields onto Rossby modes

LRSPSL L  Restore surface pressure after all but last iteration

LSPNDG L  NMI spectral diagnostics

LSTDNMI L  Standard NMI

LTIDCEP L  The CEPMMT scheme is required

LTIDEME L  The Arpege EMERAUDE (Geleyn et al.) scheme is required
LTRANS L  NMI required on TRANSFORMED sphere

NACUMTF I Time step at which to finish accumulating diabatic tendencies
NACUMTS | Time step from which to start accumulating diabatic tendencies
NFILTM I Maximum zonal wavenumber for inclusion of diabatic tendencies
NFILTN | Maximum total wavenumber for inclusion of diabatic tendencies
NFILTV I Subset of vertical modes for projections of diabatic tendencies
NITNMI I Number of iterations of non-linear NMI

NLEX I Total wave number beyond which NMI is done
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TABLE 1.27 NAMNMI : NORMAL MODE INITIALISATION

Name Type Description Default
NOPTDIA I Options for diabatic scheme
NOPTEME I Filtering if the diabatic scheme of EMERAUDE is used
NOPTMAR Il Definition of tidal waves
NTIDL I Number of meridional wavenumbers used in tidal file
NTIDMAX I Maximum length of tidal file
NTIDMIN I Minimum length of tidal file for which tidal are really excluded
NVMOD | Number of vertical modes
NVMODF | Hough modes association usage
NVMODF1 I Projection amplitudes for vertical modes
NVMODF2 | Projection amplitudes at NVMODF2 and beyond are set to zero
NVMODT I Number of vertical modes in tidal file
RTACUMT I Time step during which diabatic tendenciesare accumulated
TABLE 1.28 NAMPARO:DISTRIBUTED MEMORY CONFIGURATION
Name Type Description Default

LMESSP L

Distributed memory message passing version

LMPDIAG L  Extensive message passing diagnostic output
NOUTPUT | Controls diagnostic output
NPRGPEW | Number of processors used during grid-point phase in East-West
NPRGPNS | Number of processors used during grid-point phase in North-South
NPROC I Total number of processors requested for this run
NPROCK I Number of processors to be used simultaneously for Kalman filter forecasts
NPRTRV I Number of processors used during transform phase in vertical
NPRTRW I Number of processors used during transform phase in wave space
TABLE 1.29 NAMPARLLAYOUT OF DISTRIBUTION
Name Type Description Default
LAPPLE L  Grid point decomposition style
LBIDIR L  Bi-directional transpositions
LOCKIO L  1/O to be done in locked regions
LSLSYNC L  SL communication reads/writes synchronised
LSPLIT L  Latitude sharing between A-sets
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TABLE 1.29 NAMPARI:LAYOUT OF DISTRIBUTION

Name Type Description Default
LPPTSF L  Control of post processing file contents in terms of timesteps
NAPLAT I Number of apple latitudes at the poles

NCOMBFLEN I Size of communication buffer

NCOSTLAG Lagging factor for cost function gathering

NFLDIN Number of input fields to be buffered during distribution
NFLDOUT Number of output fields to be buffered during gathering
NINTYPE Type of input 1/O processing

NLAGA Lagging factor for transpositions in a-direction

NLAGB Lagging factor for transpositions in b-direction

NLAGBDY Lagging factor for forecast error gatherin

NOUTTYPE Type of output (post) processing

NPPBUFLEN Size in integer words of a single pp file buffer

NPPFILES Maximum number of pp file buffers

NSLPAD Number of pad words at either side of the sl halo

NSTRIN Number of processors required to perform input processing
NSTROUT | Number of processors required to perform output processing
NVALAG I Lagging factor for spectral array gathering

TABLE 1.30 NAMRES:RESTART TIME

Name Type Description Default
LSDHM L  Time stamp control
NFRRES I Restart file interval
NUMRFS I Number of concurrent restart files before deletion
NRESTS I List of restart times
TaBLE 1.31 NAMTRAJP: ECMWF LINEAR PHYSICS
Name Type Description Default
LECOND2 L Linear large scale condensation scheme FALSE
LECUBM2 L  Linear adjustment convection scheme FALSE
LECUMF2 L  Linear mass-flux convection scheme FALSE
LEDCLD2 L Linear diagnostic cloud scheme FALSE
LEGWDG2 L Linear subgrid-scale orography scheme FALSE
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TABLE 1.31 NAMTRAJP: ECMWF LINEAR PHYSICS

Name Type Description Default
LEKPERT L  Perturbation of exchange coefficients FALSE
LEQNGT2 L  Linear negative humidity fixer FALSE
LERADI2 L Linear radiation scheme FALSE
LERADS2 L Interactive surface radiative properties FALSE
LESURF2 L Linear land surface scheme FALSE
LETRAJP L  Storage of the trajectory t-dt FALSE
LEVDIF2 L  Linear vertical diffusion scheme FALSE
LIOTRPH L  Trajectory stored on file FALSE
NEXPBT95 I Packing exponent for trajectory t-dt 6
NG2D95 I Number of 2D fields to be stored 15
NG3D95 I Number of 3D fields (full levels) to be stored 9
NG3P95 | Number of 3D fields (half levels) to be stored 2
NG3S95 | Number of 3D fields (soil) to be stored 2
NPCKFT95 I Packing parameter for trajectory t-dt 1

1.7 POST PROCESSING
This is described i€hapter 2 ‘FULL-POS post-processing and interpolation’

1.8 RESTART CAPABILITY

The restart option is designed so that long-running IFS executions (typically configuration 1 with long integrations)
can be made to write the model state to files. This data is such that it is possible subsequently to restart from these
files and exactly reproduce the same model computations. An additional flexibility is retained by allowing the re-
started run to use a different number of processors to the original run. To achieve this, all data is communicated to
the master processor who is then responsible for writing it to files. The existence of these restart files is recorded
by writing a ‘restart control file’ which contains additional control information to enable a clean restart to be made.
Control over when restart files are written is achieved in two ways:
1) by predefining the timesteps at which the files should be written. This is achieved using the
NAMRES namelist array NRESTS.
2) by sending a signal to the running job.
Signal 1 means “write restart files and continue”.
Signal 2 means “write restart files and stop”

The files written and their contents are described in the following tables. All file names may be modifed using
NAMIOS namelist variables. The file names are all appended with a timestamp in the form of ‘ddddhhmm’ to re-
flect the model timestep.
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TABLE 1.32 RESTART FILES

IFS Fortran name Default name Contents Condition
CIOSPRF srf Upper air 3D and surface 2D spectral fields

CIOTMRF tmrf T-dt 3D grid-point data

CIOSURF surf Surface grid-point data

CIOGUARF guarf Upper air grid-point data at time T

CIOFURF furf Cumulated and instantaneous fluxes grid-point data LCUMFU = TRUE
CIOXURF xurf LXFU = TRUE
CIODDHRF ddhrf DDH data LSDDH = TRUE
CFRCF rcf NamelisNAMRCEF:

CSTEP-character*8 : time step number

CTIME-character*8: forecast time as ‘'DDDDHHMM’

NSTEPLPP-integer array: for time range fields, last step number
when each GRIB code was post-processed.

GMASSI-real: mass at start of integration

GMASSO-real: mass at current timestep

GMASS9-real: mass at previous timestep

1.9 MASS CONSERVATION

A global mass-conservation scheme can be invoked at any desired time steps using heiheliSO parameters.

the NMASSCONS array defines steps at which mass conservation is to be applied. NFRMASSCON can be used
to set the frequency of this control. LMASPRT (in namelist NAMDYN ) provides additional print information on

this process. The mass conservation control is preserved across a model restart.
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Part VI: T ECHNICAL AND COMPUTATIONAL PROCEDURES

CHAPTER 2 FULL-POS post-processing and
interpolation

This documentation describes the FULL-POS functionality of ARPEGE/IFS .

Table of contents
2.1 Post-processable fields.
2.1.1 3D dynamical fields (DYN3D).
2.1.2 2D dynamical fields (DYN2D).
2.1.3 Surface physical fields (PHYSOL) used both at METEO-FRANCE and ECMWF.
2.1.4 Additional surface physical fields (PHYSOL) used only at ECMWF-.
2.1.5 Surface cumulated fluxes (CFU).
2.1.6 Surface instantaneous fluxes (XFU).
2.2 Other notations.
2.3 Horizontal interpolations.
2.3.1 Bilinear horizontal interpolations.
2.3.2 12 points horizontal interpolations.
2.3.3 Location of computations.
2.3.4 Plane geometry (ALADIN).
2.4 Vertical interpolations and extrapolations.
2.4.1 General considerations.
2.4.2 More details for 3D dynamical variables.
2.4.3 2D dynamical variables which need extrapolations.
2.5 Filtering in spectral space.
2.5.1 General considerations.
2.5.2 “THX' (ARPEGE) or bell-shaped (ALADIN) filtering on derivatives.
2.5.3 ‘Bell-shaped’ filtering on non-derivative fields.
2.5.4 Additional ‘THX’ filtering on all fields.
2.6 Post-processing files.
2.7 Organigram
2.7.1 Setup routines and arborescence above STEPO.

2.7.2 Grid-point computations.
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2.7.3 Spectral transforms.
2.7.4 Spectral computations.

2.7.5 Action and brief description of each routine.

2.8 Sequences of calls of post-processing.

2.8.1 Vertical coordinates of post-processing.
2.8.2 Sequences of calls: general considerations.
2.8.3 Global spectral post-processed fields in the same horizontal geometry as the model geometry.

2.8.4 Global spectral post-processed fields in a horizontal geometry different from the model
geometry.

2.8.5 Global grid-point post-processed fields in the same horizontal geometry or in a different
horizontal geometry as the model geometry.

2.8.6 Spectral fit.

2.8.7 No spectral fit.

2.8.8 Grid-point post-processed fields in a ALADIN limited area domain.

2.8.9 Grid-point post-processed fields in a latitude-longitude limited area domain.

2.8.10 Mixed ARPEGE/IFS-ALADIN FULL-POS configurations: spectral post-processed fields in
a limited area domain.

2.8.11 Pure ALADIN FULL-POS configurations.

2.9 Some shared memory features:

2.9.1 Calculations packets:

2.9.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to
HPOSLAG: interpolation buffers.

2.10 Some distributed memory features:

2.10.1 Calculations packets:

2.10.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to
HPOSLAG: interpolation buffers.

2.11 Parameter variables to be known:

2.11.1 Parameter PARFPOS.

2.12 Common/module and namelist variables to be known:

2.12.1 PTRFPB2.
2.12.2 YOM4FPOS.
2.12.3 YOMAFN.
2.12.4 YOMAFPB.
2.12.5 YOMAFPDS.
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2.12.6 YOMCTO.
2.12.7 YOMDFPB.
2.12.8 YOMDIM.
2.12.9 YOMFPA4.
2.12.10 YOMFPA4L.
2.12.11 YOMFPC.
2.12.12 YOMFPD.
2.12.13 YOMFPF.
2.12.14 YOMFPG.
2.12.15 YOMFPIOS.
2.12.16 YOMFPOLE.
2.12.17 YOMFPOP.
2.12.18 YOMFPSC2.
2.12.19 YOMFPSC2B.
2.12.20 YOMFPSP.
2.12.21 YOMFPTO.
2.12.22 YOMIOS.
2.12.23 YOMMP.
2.12.24 YOMMPG.
2.12.25 YOMOP.
2.12.26 YOMPFPB.
2.12.27 YOMRFPB.
2.12.28 YOMRFPDS.
2.12.29 YOMSC2.
2.12.30 YOMVFP.
2.12.31 YOMVPOS.
2.12.32 YOMWEFPB.
2.12.33 YOMWFPDS.
2.12.34 Additional namelists, containing local variables.
2.12.35 Pointer variables to be known:

Pointer PTRFPA4.

IFS Documentation Cycle CY23r4 (Printed 19 September 2003)

3



F20- Part VI: ‘Technical and computational procedures’

2.1 POST-PROCESSABLE FIELDS.

Post-processing can be made on pressure levels, height levels, potential vorticity levels, potential temperature lev-
els orn -levels.

2.1.1 3D dynamical fields (DYN3D).
. 01) Geopotentiath

. 02) Temperaturd

. 03 and 04) Horizontal wind components  and

. 05) Specific humidity (moisture)

. 06) Relative humidityHU

. 07) Ice conteny;

. 08) Pressure coordinate vertical veloaity

. 09) Relative vorticityl .

. 10) DivergenceD

. 11) Potential temperatu®

. 12) Velocity potentialp (has to be fitted).

. 13) Stream functiory  (has to be fitted).

. 14) Liquid water contend,

. 15) Moist (irreversible) pseudo-adiabatic potential tempera®ie

. 16) Cloud fractiong,

. 17) Wind velocity.

. 18) Equivalent potential temperatugg,

. 19) Absolute vorticityl + f .

. 20) Stretching deformatio8 TD

. 21) Shearing deformatio8 HD

. 22) Potential vorticityPV .

. 23) Wet potential vorticityPV , .

. 24 to 26) Passive scalagg,,  (maximum of three).

. 27) Pressurél

. 28 to 30) Possibility to post-process three additional free upper air fields nr 1 to 3 (METEO-
FRANCE and ECMWF).

. 31 to 43) Possibility to post-process 13 additional free upper air fields nr 4 to 16 (ECMWF only).

2.1.2 2D dynamical fields (DYN2D).
. 01) Surface pressuiié

. 02) Mean sea level pressuig, s,
. 03) Interpolated (spectral) model orography.
. 04) Mapping factoM

. 05) Tropopause folding indicator of the iso-2 PVU surface.

. 06) ICAO jet zonal component of wind.

. 07) ICAO jet meridian component of wind.

. 08) Position of ICAQO jet in pressure vertical coordinate.

. 09) Position of ICAO tropopause in pressure vertical coordinate.
. 10) ICAO tropopause temperature.

. 11) Logarithm of surface pressure (at ECMWF only).

Remark about fields 06) to 10): at ECMWF they are replaced by some optional surface fields.
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2.1.3 Surface physical fields (PHYSOL) used both at METEO-FRANCE and ECMWF.

. 01) Land/sea mask.

. 02) (Output grid-point orographyX g

. 03) Surface temperature.

. 04) Deep soil temperature.

. 05) Interpolated surface temperature.

. 06) Surface soil wetness.

. 07) Deep soil wetness.

. 08) Relaxation deep soil wetness.

. 09) Climatological relative surface soil wetness.
. 10) Climatological relative deep soil wetness.

. 11) Snow depth.

. 12) (Surface roughness) g

. 13) (Roughness length of bare surfacey
. 14) Albedo.

. 15) Emissivity.

. 16) (Standard deviation of orography)g

. 17) Percentage of vegetation.

. 18) Percentage of land.

. 19) Anisotropy coefficient of topography.
. 20) Direction of main axis of topography.

2.1.4 Additional surface physical fields (PHYSOL) used only at ECMWF.

. 21) Soil first level temperature.

. 22) Soll first level wetness.

. 23) Soil second level temperature.
. 24) Soil second level wetness.

. 25) Sail third level temperature.

. 26) Soil third level wetness.

. 27) Soil fourth level temperature.
. 28) Saoil fourth level wetness.

. 29) Temperature of snow layer.

. 30) Anisotropy of surface orography.

. 31) Angle of surface orography.

. 32) Slope of surface orography.

. 33) Logarithm of surface roughness.

. 34) Skin temperature.

. 35) Apparent surface humidity.

. 36) Skin wetness.

. 37 to 79) Diagnostic fields (not detailed, some of them are present in the CFU and XFU list).
. 80 to 109) Additional optional fields.

2.1.5 Surface cumulated fluxes (CFU).

. 01) Large scale precipitation.
. 02) Convective precipitation.
. 03) Large scale snow fall.
. 04) Convective snow fall.
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05) U -stress.

06) V -stress.

07) Surface sensible heat flux.
08) Surface latent heat flux.

09) Tendency of surface pressure.
10) Total cloud cover.

11) Boundary layer dissipation.
12) Surface solar radiation.

13) Surface thermal radiation.

14) Top solar radiation.

15) Top thermal radiation.

16) Convective cloud cover.

17) High cloud cover.

18) Medium cloud cover.

19) Low cloud cover.

20) U -gravity-wave stress.

21) V -gravity-wave stress.

22) Water evaporation.

23) Snow sublimation.

24) Latent heat evaporation.

25) Latent heat sublimation.

26) Cloudiness.

27) Soil moisture.

28) Snow mass.

29) Total precipitable water.

30) Total ozone.

31) Top mesospheric enthalpy.
32) Solid specific moisture.

33) Liquid specific moisture.

34) Contribution of convection tb)
35) Contribution of convection t¥/
36) Contribution of convection tq .
37) Contribution of convection to, T
38) Contribution of turbulence g
39) Contribution of turbulence t, T

40) Clear sky shortwave radiative flux.

41) Clear sky longwave radiative flux.
42) Surface parallel solar flux.
43) Top parallel solar flux.

44) Surface down solar flux.

45) Surface down thermic flux.
46) Melt snow.

47) Heat flux in sail.

48) Water flux in soil.

49) Surface soil runoff.

50) Deep soil runoff.

51) Interception soil layer runoff.
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2.16

. 52) Evapotranspiration flux.
. 53) Transpiration flux.
Surface instantaneous fluxes (XFU).

. 01) Total cloud cover.

. 02) U -component of wind at 10 meters (pbl).
. 03) V -component of wind at 10 meters (pbl).
. 04) Temperature at 2 meters (pbl).

. 05) Specific humidity at 2 meters (pbl).

. 06) Relative humidity at 2 meters (pbl).

. 07) Convective cloud cover.

. 08) High cloud cover.

. 09) Medium cloud cover.

. 10) Low cloud cover.

. 11) Maximum temperature at 2 meters.
. 12) Minimum temperature at 2 meters.
. 13) Cloudiness.

. 14) Contribution of convection to

. 15) Contribution of convection t¥/

. 16) Contribution of convection tq

. 17) Contribution of convection to, T

. 18) Contribution of turbulence to

. 19) Contribution of turbulence tg

. 20) Contribution of turbulence @

. 21) Contribution of turbulence t, T

. 22) Contribution of gravity wave drag td
. 23) Contribution of gravity wave drag ¥

. 24) Large scale precipitation.
. 25) Convective precipitation.
. 26) Large scale snow fall.

. 27) Convective snow fall.

. 28) Surface solar radiation.

. 29) Surface thermal radiation.
. 30) Top solar radiation.

. 31) Top thermal radiation.

. 32) U at bottom level.
. 33) V at bottom level.

. 34) Temperature at bottom level.

. 35) Specific humidity at bottom level.
. 36) Geopotential at bottom level.

. 37) Surface temperature.

. 38) Deep soil temperature.

. 39) Surface water content.

. 40) Deep soil water content.

. 41) Snow mass.
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2.2 OTHER NOTATIONS .

. L : number of layers of the model.

. (dT/dz)St : standard atmosphere vertical gradient of the temperature in the troposphere (0.0065
K m_l).

. R,: dry air constant.

. g : gravity acceleration.

2.3 HORIZONTAL INTERPOLATIONS .

Horizontal interpolations can be bilinear interpolations or 12 points cubic interpolations. No namelist variable is
available to switch from 12 points to bilinear interpolations. The call to 12 points interpolations is hard coded.

2.3.1 Bilinear horizontal interpolations.
Horizontal interpolation grid and weights for bilinear interpolations.
A 16 points horizontal grid is defined as is showriig. 2.1. The interpolation poin® is betweerB1, C1, B2 and

C2. A and© are the longitudes and latitudes on the computational sphere (departure geometry). The following
weights are defigd as follows:

. zonal weight number 1:
Ng—AN\
ZDLO1 = —— %
ACl_ABl
. zonal weight number 2:
Ng—AN\
ZDLO2 = — %2
Nc _ABZ
. meridian weight:
O,-0
ZDLAT = —=__B1
OBZ—OBl
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Ao Bo J Co Do
-— e — — — & — — o — — —@— — — lao
AL By C1 Dy
-— — & — o—eo — - —@— — latl
X; = ZDLO1 X1
y=0
O@ y=2ZDLA
Az By G D>
- —o— — —e@ o — — — a2
&0z o, & @
y=1 2
Az Bs Cs D3
———o————o——;—o————o—— lat 3
y

X1(Bp) =X%(B2) = 0; %(Cp) = %(Cp) = 1

Figure 2.1 Interpolation horizontal grid for bilinear interpolations.
Bilinear interpolation.

For a quantityX, are computed successively:
. a linear interpolation on the longitude number 1:

Xy = Xg +ZDLO1(X¢ — Xg).
. a linear interpolation on the longitude number 2:
X, = Xg,+ZDLO2(Xc, - Xp).
. a meridian linear interpolation:
Xinterpolated = X1+ ZDLAT(X,=X,).
In the FULL-POS code the weights are pre-computed in routitédsOW?2 andSUHOWLSM, so the separation

of zonal and meridian interpolations is not visible in the interpolation routines. Currently there is no routine coded
to do FULL-POS bilinear interpolations.
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2.3.2 12 points horizontal interpolations.

Horizontal interpolation grid and weights for 12 points cubic interpolations.

A 16 points horizontal grid is defined as showrFig. 2.2. The interpolation poin® is betweerB1, C1, B2 and
C2. The following weights are defined as follows:

. zonal weight number 0:
No—AN
ZDLOO = —= o
Ne,— g,
. zonal weight number 1:
No—AN
ZDLO1 = — %
Ne, =g,
. zonal weight number 2:
No—AN
ZDLO2 = — %2
Nc —/\B2
. zonal weight number 3:
Nog—AN\
ZDLO3 = =%
Nc —/\33
. meridian weights:
Op—05 )(05—-0g ) (O;-06
ZCLA2 = (©o BO)( o] Bz)( o] BS)
(O, ~Og )(Op, —Og,) (O, —Op,)
Op—05 )(05—0g )(O,-0
oLag - (©0=08)(©0~05)(@-Op)
(©g,~ 93 )(O,~Op )(Op,~Op )
Op—05 )(O5—-0g )(O;-06
ZCLAA = (©o BO)( o] Bl)( o] BZ)

(Op,~ 95 )(Op,~O5,)(Op, ~Og,)
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Ag By Co Do
- — & — ® P —@— — — lat0

X=ZDLO0  x;
y=-ZDA

Ay By Cy D,
- — e — — *—O L 3 p—@— — latl
X, =ZDLO1 X1
y=-ZDB

Ay B, G D,
- — — —@ —-® — — = lat2
X2 = ZDLOZ 7 o
y=-2ZDC

Az B3 Cs D3

- — & — —O— Po-@® — — lat3
x3=2ZDLO3
y y=-2DD X3

Xo(Bo) = X1(B1) = Xo(B) = X3(B3) = 0; %(Co) = x1(C1) = %(C) = %5(Cg) = 1

Figure 2.2 Interpolation horizontal grid for 12 point interpolation.
Horizontal 12 points interpolation.

Let us define:

. fo(a) = (a+1)(a-2)(a—-1)/2
. fy(a) = «(a+1)(a-2)a/2
. fu(a) = a(a-1)(a+1)/6

For a quantityX, are computed successively:
. a linear interpolation on the longitude number O:

Xo = Xg,+ZDLOO(X¢, —Xg ).

. a cubic 4 points interpolation on the longitude number 1:

Xy = Xp +f,(ZDLO1)(Xp — X4 ) + F5(ZDLOL) (X, — X ) + T4(ZDLO1)(Xp — X, ).

. a cubic 4 points interpolation on the longitude number 2:
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X, = Xa, +f5(ZDLO2)(Xg, — X » ) + f3(ZDLO2)(X, = X p ) +F4(ZDLO2)(Xp — X4 ).
. a linear interpolation on the longitude number 3:
X3 = Xg,+ZDLO3(Xc, —Xp).
. a meridian cubic 4 points interpolation:
Xinterpolated = Xo+ ZCLA2(X;— X) + ZCLA3(X,— Xg) + ZCLAA(X 35— X,) .

In the FULL-POS code the weights are pre-computed in routiiéidOW2 andSUHOWLSM, so the separation
of zonal and meridian interpolations is not visible in the interpolation routines.

2.3.3 Location of computations.

Once the coordinates of the interpolation points known:

. The “north-western" model grid point coordinates are computed in the ro8tili¢OW1. This is
the model (departure geometry) grid point which is immediately at the north-west of the
interpolation point.

. The weights not modified by the land-sea mask are computed in r6utie@Ww1.

. The weights modified by the land-sea mask are computed in ro@®iWdOWLSM. This is
equivalent to use weights not modified by the land-sea mask and to multiply the field to be
interpolated by the land-sea mask (O if sea, 1 if land).

. The horizontal 12 points interpolations are done by routif€@\ERO (variables linked to
aeronautic jet)FPHOR12 (3D derivatives) and-PINT12 (other variables). RoutinePMIMAX
is used to give to the interpolated quantity the value of the nearest model grid point (used for
maximum and minimum temperature at 2 meters). They need intermediate quantities computed in
routineFPSCAW.

Additional modifications can be done in the interpolation routines after interpolations (principally in routine
FPINT12), for example add a monotonicity condition. More details about these additional modifications and the
post-processed fields concerned by these modifications are described in the part describing each routine.

2.3.4 Plane geometry (ALADIN).

All previous formulae for weight computation can be used for an irregular latitude spacing and a different number
of points on each longitude. The ALADIN grid has a horizontal regular spacing, so the previous formulae can be
simplified. SUEHOW1, SUEHOW2 and SUEHOWLSM are called instead oc6UHOW1, SUHOW?2 and
SUHOWLSM. SUEHOW1, SUEHOW2 andSUEHOWLSM are currently not yet coded and have to be coded

in the future cycle AL09 based on the future cycle 18T1 of ARPEGE/IFS.

2.4 VERTICAL INTERPOLATIONS AND EXTRAPOLATIONS

2.4.1 General considerations.

For 3D variables to be vertically interpolated, vertical interpolations are generally linear interpolations between the
layers where are defined model variables. The treatment of the extrapolations above the upper layer, the extrapola-
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tions below the lower layer or the surface depend on the variable considered. In particular cases some variables can
be diagnosed using the vertically interpolated value of some other variables.

The ‘'OLD’ versions of routines when available are used at ECMWF (switohDPP=.T.). METEO-FRANCE
uses the optiohOLDPP=.F. .

2.4.2 More details for 3D dynamical variables.

Wind components, wind velocity.

Way of interpolating iLOLDPP =.T. (routinePPUV_OLD):

Linear interpolation between the layer 2 and the lower layer.

The coordinate used for linear interpolation is the logarithm of the pressure.

Quadratic interpolation between the layer 1 and the layer 2 using the values of the layers 1, 2 and 3.
Quadratic interpolation between the top and the layer 1 using the values of the top, layers 1 and 2;
the value of the top is obtained by a linear extrapolation from the values of the layers 1 and 2.

The coordinate used for quadratic interpolation is the logarithm of the pressure.

Extrapolation below the middle of the lower layer and below the surface assumes that the quantity
is constant.

Way of interpolating iLOLDPP =.F. (routinePPUV):

The same as faArOLDPP =.T. but quadratic interpolations are replaced by linear interpolations.

Temperature.

Applies to temperature if the vertical coordinate of post-processing is not the potential vorticity, otherwise see rou-
tine PP2DINT.

Way of interpolating iLOLDPP =.F. (routinePPT):

Quadratic interpolation between the middles of the upper and lower layers.

Quadratic interpolation between the top and the middle of the upper layer: the top value of the
temperature is assumed to be equal to the value of the middle of the upper layer; due to the fact that
the interpolation is a quadratic one, that does not mean that the temperature is constant in this
atmosphere depth.

The coordinate used for quadratic interpolation is the logarithm of pressure. For more details about
the quadratic interpolation used, which is a quadratic analytic expression of the logarithm of
pressure, and the reason of using a quadratic interpolation)rsééry 1995).

A surface temperature \TSURF is computed as follows:

TR, 1
Tsurf = TL+ %ESE&E_TE_]-ETL (2-1)

Extrapolation below the middle of the lower layer and the surface is a linear interpolation between
T, andTg,; .
Extrapolation under the surface is made according a more complicated algorithm:

2 3
Textrapolated: Tsurf%l- ty+ y? + %B (2.2)

where:
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- rRa dlso
y =T 3 log[l'l,_D (2.3)

If ®&,/9<2000m,I = (dT/dz)St; if ®,/g=2000m, the expression forl is more
complicated:

M= amax(Tg ~Ten 0) (2.4)
S
if ®/g>2500m,:
I H T tm
Ty = minBrg,+ E%;ggs’ 208 KJ 2.5)

®./g<2500 mand®d,/g=2000m, :T, iscomputed by a linear interpolation (coordinate of
interpolation is @, ) between the two valuemin(Tg,+ (dT/dz)St(qbs/ g), 298 K) and
Tt (dT/d2)"(0y/ 9)

Way of interpolating iLOLDPP=.T. (routinePPT_OLD):

Linear interpolation (between the upper and the lower layer).

The coordinate used for linear interpolation is the pressure.

Extrapolation above the middle of the upper layer assumes that the quantity is constant.
Extrapolation below the middle of the lower layer and the surface is a linear interpolation between
TL and \TSUREF like irPPT.

Extrapolation under the surface is made according the same algorithr?B3 iftode of part 1.4 is
different iInPPT and inPPT_OLD but actually does the same calculations).

Geopotential.

Applies to geopotential if the vertical coordinate of post-processing is not the potential vorticity, otherwise see rou-
tine PP2DINT.

Way of interpolating iLOLDPP =.T. (routinePPGEOP_OLD):

The variable interpolated is a geopotential departure from a reference defined by a standard
atmosphere without any orography. After the interpolation an increment is added, sum of the
surface orography and the ‘standard’ geopotential depth between the pressure level of interpolation
and the actual surface. This method avoids to introduce interpolations for the standard component
of the geopotential which can be computed analytically (in ro@i?@eTA).

Linear interpolation between the layer 2 and the surface.

The coordinate used for linear interpolation is the logarithm of the pressure.

Quadratic interpolation between the layer 1 and the layer 2 using the values of the layers 1, 2 and 3.
Quadratic interpolation between the top and the layer 1 using the values of the top, layers 1 and 2.
The coordinate used for quadratic interpolation is the logarithm of the pressure.

Extrapolation below surface uses the surface tempérgjur Eq.q2.1)

Il 2
q)extrapolated = q)s_ RaTsurf|09 EH_E%L + % + %B (2-6)

wherey is defined by formul2.3)with ' = ((dT)/(dz))St in all cases.
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. For more details about this algorithm, séa@erssorand Courtier, 1992) which is still valid for the
cycles 17 and 18.

Way of interpolating iLOLDPP =.F. (routinePPGEOP):

. The variable interpolated is a geopotential departure from a reference defined by a standard
atmosphere without any orography. After the interpolation an increment is added, sum of the
surface orography and the “standard" geopotential depth between the pressure level of interpolation
and the actual surface. This method avoids to introduce interpolations for the standard component
of the geopotential which can be computed analytically (in roBPETA).

. Quadratic interpolation between the middles of the upper and lower layers.
. Quadratic interpolation between the top and the middle of the upper layer.
. The coordinate used for quadratic interpolation is the logarithm of pressure. The quadratic

interpolation is not exactly the same as f@LDPP=.T., it is a quadratic analytic expression of the
logarithm of pressure of the same type as the one used to post-process the temperature for
LOLDPP=.F. . For more details about the quadratic interpolation used, and the reason of using a
guadratic interpolation, se&ijdén 1995).

. Linear interpolation between the lower layer and the surface, 8©tdoPP=.T. .

. Extrapolation below surface uses the same algorithm a<ObbPP =.T. .

2.4.2 (a) Variables interpolated using routine PP2DINT.

List of variables:

. Geopotentiakp if vertical coordinate is potential vorticity.

. Temperaturel  if vertical coordinate is potential vorticity.

. Relative vorticity( .

. DivergenceD .

. Potential temperatur® if vertical coordinate is not potential temperature.
. Velocity potentialy .

. Stream functiory

. Equivalent potential temperatué,

. Absolute vorticity + f .

. Stretching deformatio® TD

. Shearing deformatio&HD

. Potential vorticityPV .

. Wet potential vorticityPV,, (not yet coded).

Way of interpolating:

. Linear interpolation (between the upper and the lower layer for quantities defined on the middle of
layers, between the layer 1 and the surface for quantities defined on interlayers).

. The coordinate used for linear interpolation is the pressure.

. Extrapolation above the middle of the upper layer assumes that the quantity is constant.

. Extrapolation below the middle of the lower layer and below the surface assumes that the quantity
is constant.

Moisture, liquid water, solid water, cloud fraction, passive scalars: variables using routine PPQ.

Way of interpolating (routin®PQ):

. Linear interpolation (between the upper and the lower layer).
. The coordinate used for linear interpolation is the pressure.
. Extrapolation above the middle of the upper layer assumes that the quantity is constant.
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Extrapolation below the middle of the lower layer and below the surface assumes that the quantity
is constant.

Relative humidity (routine PPRH)

Way of interpolating (routin®PRH):

Linear interpolation (between the upper and the lower layer).

The coordinate used for linear interpolation is the pressure.

Extrapolation above the middle of the upper layer assumes that the quantity is constant.
Extrapolation below the middle of the lower layer and below the surface assumes that the quantity
is constant.

Pressure coordinate vertical velocity  (routine PPVVEL).

Way of interpolating (routin®PVVEL):

Linear interpolation (between the upper and the lower layer).

The coordinate used for linear interpolation is the pressure.

Extrapolation above the middle of the upper layer is a linear interpolation between a zero value at
the top and the value of the upper layer.

Extrapolation between the middle of the lower layer and the surface assumes that the quantity is
constant.

Extrapolation below the surface assumes that the quantity is zero.

Moist (irreversible) pseudo-adiabatic potential temperat@re, (routine PPTHPW

RoutinePPTHPW is a diagnostic one. It takes as input the vertically post-processed pressure, temperature, mois-
ture, liquid water and ice and computés,, at the post-processing levels using a diagnostic (and rather compli-
cated) algorithm.

2.4.3 2D dynamical variables which need extrapolations.

Mean sea level pressufg,,5,  (routine PPPMER).

If |® is lower than 0.001 kg_1 the mean sea level pressure is set to the surface pressure. In the other cases one
uses the following algorithm:

One computes the surface temperafligg;  E@f(2.1)and the ‘mean sea level’ temperature

TO'e
TO = Tsurf+ %BSES :

To avoid extrapolation of too low pressures over high and warm surfaces the following
modifications are done:

. if Tg>290.5KandT 290.5 K, I is defined by:

surfS
r= (290.5—Tsurf)¢% 2.7)
S

. if To>290.5K and T,,;>2905K, I' is set to 0, T
0.5x (255 K+ old value of T ) .

<t 1S modified and set to
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. To avoid extrapolation of too high pressures over cold surfaces the following modifications are done
when T,;<255K: I' is set to (dT/dz)® and Te IS modified and set to
0.5% (255 K+ old value of T ;) .

. In the other caseE  is setdT/dz)™

. Mean sea level pressure is computed as follows:

2
0

0 (2.8)
oy

where:

s (2.9)

surf

gT

2.5 HLTERING IN SPECTRAL SPACE .

2.5.1 General considerations.

Three filterings are successively applied:
. 1) A “THX" filter on derivatives in ARPEGE, or a bell-shaped filter on derivatives for ALADIN.
. 2) A bell-shaped filter on all fields (derivatives and not derivatives).
. 3) A “THX" filter on all fields.

Filtering is done in routinpp_obdSPOS(pp_obgESPOSfor ALADIN).

2.5.2 ‘'THX' (ARPEGE) or bell-shaped (ALADIN) filtering on derivatives.

Cases where this filtering is used

This filtering applies in the spectral space to absolute vorticity, relative vorticity, divergence, vertical velocity,
stretching and shearing deformations, and potential vorticity (and extend to all variables if the vertical coordinate
of post-processing is the potential vorticity). This filter is active if:
. CFPEMT is not ‘MODEL’ in namelisNAMFPC.
. LFPFIL =.TRUE. in namelistNAMFPF for ARPEGE, or LFPBED=TRUE. in namelist
NAMFPF for ALADIN.
. Variable NFMAX is smaller than the ‘equivalent unstretched sphere’ truncatign (in practical
N, is betweerl.1xcx Ng and.2xcx Ng ,whee is the stretching factor.

If you wish to keep these fields unfiltered, then just$eRPFIL =.FALSE. in ARPEGE/IFS, ot FPBED=.FALSE.
in ALADIN (namelist NAMFPF). On the other hand, you can keep the filter active but you can tune the filtering
function.

Function of filtering:

In ARPEGE/IFS, this function looks like a smoothed step function; for a given total wavenumbehe un-
stretched spectral space (i.e. the spectral space of the ‘equivalent unstretched sphere’ of trication ), the for-
mula is:
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frux(n)) = L tan I;(n_nO)} (2.10)

(The use of the function hyperbolic tangent is the reason of the nickname ‘“THX' for this filter). It means that this
function equals roughly 1 i islessthag , and O if it is bigger tigan

Tunable parameters in the previous function:

k andn, are tunable parameters:
. ng is in the variableNFMAX . ICFPFMT ="GAUSS’ or '’MODEL in namelistNAMFPC, the
default value is NFPMAX xFPSTRET ; else, it is the truncation of the Gaussian grid which

would have been defined bNLAT latitudes aNd.ON longitudes with default so that
3xNFMAX +1 = min(NLAT ,NLON ) (seeYOMFPD and namelisNAMFPD).
. k is defined as follows:
K = In(lzs)/e 2.11)

where ¢ andL are percentages. This means thatt on  times the width of the spectrum, the
function will decrease quickly, and that at the boundaries of this window, the values of the function
will be respectively(1—-¢) anc . Quantities xn, ared are respectivelNFPWID and
RFPEPS

Operations done in SPOS for this filtering:

One assumes that CFPFMT is not 'MODEL..

. LFPFIL =.T. and N_< N, : the previous functiorf;x(n) is computed in the ‘equivalent
unstretched sphere’ of truncatidd , SO reading dilatation and contraction matrixes respectively
denoted byD and€ (computed by the configuration 911 of ARPEGE/IFS, see the corresponding
documentation) is necessary. The operator applied to spectral fields in the computational sphere is a
matrical operatorC x f,x(n) xD pre-computed in the routipe_obgFPFILTER (called by
setupSU3FPOS and stored in the arragFPMAT . In SPOSthe initially unfiltered fields are in
SPDFP and the filtered fields are put iBPBFR Filtering is done only ifNFMAX < \Nc ,
elsewhere there is a simple copyS®#DFPin SPBFPwithout filtering.

. LFPFIL =.T. and \Ns =\Nc : identity \Ns = \Nc is satisfied if the model resolution has no stretching.
fTHX(n) is stored in the arralRFPFIL . This function is directly applied i8POSto SPDFPand
the filtered fields are put iIBPBFR Filtering is done only ifNFMAX <N, , elsewhere there is a
simple copy oSPDFPin SPBFPwithout filtering.

. LFPFIL =.F.: no filtering, simple copy @PDFPin SPBFR

ALADIN:

In ALADIN, this filter is a ‘bell-shaped’ function and is done in the computational geometry. For a given pair of
wavenumbergn, m) , the formula is:

0
oo (N, m) = exp{-ggg%% ongf (2.12)

|

where N is the model truncatiodNEMAX) and k a tunable variablk is in variadRFPBED of namelist
NAMFPF.
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2.5.3 ‘Bell-shaped’ filtering on non-derivative fields.
Way of filtering:

It is also possible to filter the non-derivative post-processed fields through “bell-shaped" filters. Separate ‘bell-
shaped' filters are available for geopotential, temperature, mean sea level pressure, relative humidity and all other
non-derivatives. By default, these filters are active for geopotential, temperature, mean sea level pressure and rela-
tive humidity. In ALADIN, the formula is the same as above (form(#al2). In ARPEGE/IFS, for a given wav-
enumbem in the stretched spectral space, the formula is:

O kpon f0
f AN) = expO570-F O (2.13)
bsAR 0 2IN [ 0

where N is the model truncatioNNEMAX) andk a tunable variable. BPOS the bell-shaped filtering is done
by multiplying the arraysPAFP by f, age(N) , the result is still ilSPAFR

Variables controlling bell-shaped filtering:

. SwitchesLFPBEG for geopotentialLFPBET for temperatureLFPBEH for relative humidity,
LFPBEP for mean sea level pressutdsPBEL for other non-derivatives,FPBED for derivatives
(LFPBED is used only in ALADIN): .TRUE. if filtering, .FALSE. if no filtering.

. VariablesRFPBEG for geopotential RFPBET for temperatureRFPBEH for relative humidity,
RFPBEP for mean sea level pressur®&FPBEL for other non-derivativesRFPBED for
derivatives RFPBED is used only in ALADIN): to control the intensity of the filtering (varialte
of formula(2.13)).

2.5.4 Additional ‘THX’ filtering on all fields.
Way of filtering:

Filtering is still made according the formu(a.10) the thresholdh, is now the variabMPMAX and filtering is
always made in the computational space. There is filtering only rfor betiMAX and Ny . If
NPMAX = Ny there is no filtering.

2.6 POST-PROCESSING FILES.

. Departure file ( ICMSH][code]INIT ) is read on logical unit number 81.

. If FULL-POS configurations are not of the type 92AFPSPEC=.F.) post-processing fields are
written on logical unit number 54 ( file PF[code]DDDDDD+0000 ), where DDDDDD is the content
of the character variableFPDOM of YOMFPC.

. If FULL-POS configurations are of the type 92AMHPSPEC=.T.) post-processing fields are written
on logical unit number 54 ( file PF[code]DDDDDD+0000 ), and intermediate data corresponding to
model fields interpolated in the final geometry at the end of the first part of the FULL-POS run are
written on logical unit 91. The second part of the FULL-POS run first reads unit 91, does spectral fit
or spectral transformations of some fields and writes them on unit 91; then unit 91 is read as an
ARPEGE file like a departure file.

. Departure geometry climatology is read on logical unit 10 (file Const.Clim).

. Arrival geometry climatology is read on logical unit 54 (file Const.Clim.DDDDDD).
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2.7 ORGANIGRAM
When not precised, directoryp®_obs(except foriLFl... routines which are in the auxiliary library).

Routines ending bysM (ex. SPECFITASM, SPECFITGSM, SCAN2MSM, SPEREESM, REESPESM,
UVSPESM, SPECRTSM) are written as they are in cycle 18. The sufiM disappears in cycle 17.

2.7.1 Setup routines and arborescence above STEPO.

General architecture under CNTO:
Only features concerning FULL-POS are mentioned.

control/CNTO -
. setupSUOYOMA -
. setupSUCTO
. setudSUAFN -
. setupSUAFN1
. setup'SUAFN2
. setupSUFPC
. setupfSUDIM - setup/SUFPDIM -
. setudSUFPDYN -  setupdSUFPDOM
. setufSUFPCONF
. transform/UPDVPOS -  setugSUVPOS
. setupSUFPFIT
. pp_obgCPVPOSPR
. setupfSUFPD -  utility/EGGX -
. utility /EGGRVS
. ALADIN routine EGGMLT
. setupfSUCFU - setupSUCFUFP
. setupfSUXFU -  setupSUXFUFP
. setupfSUGPPRP -  pp_ob&PINIPHY
. setupfSUAFPOS -
. setupSURFPDS
. setupSUWFPDS
. setupSUAFPDS
. setupSUALLO - setup/SUALFPOS
. setupfSUOYOMB -
. setupfSUMP -,
. setupSUALMP2
. some other routines which do not contain any FULL-POS feature.
. setupfSUFPG -
. setupfSUFPG1 -
. setup DFLTVV1
. setupfSUGAW (arborescence is not described in detail).
. setufSUNMEN
. setupfSUFPG2 -
. utility /EGGX - utility /EGGRVS and ALADIN routineEEGGMLT
. transform/ TRACARE
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. setudSUGENORD

. utility /EGGDIR

. utility /EGGRVS

. transform/TRARECA

. setupfSUSC2 -

setupSUSIZBUF

ARPEGE: setupSUFPCSET - setupSUFPRSET - processor
communication routineSIPE_SEND andMPE_RECV.

Some multitasking routines.

Some transposition routines (do not touch FULL-POS).

SomeMIO... routines (do not touch FULL-POS).

. setupSUBFPOS

setupSUFPF
setufSUFPOPH -  setugSUFRAME - FACADE (or SUEFRAME if
plane geometry, UFPGRIB if GRIB files).

. setupSUFPSC2
. setupfSUFPIOS - MIOOPEN
. setufSUFPSC2B
. control/CNT1 - (see below arborescence un@iNT1).

General architecture under CNT1:

Only features concerning FULL-POS are mentioned. For arborescence twagsiorm/REESPESM, trans-
form/SPEREESM, transform/UVSPESM see documentation about spectral transfoomstrol/CNT1L -
. setupfSU1YOM -
. setupSUINIF -

pp_obdSPECFITASM -

. utility /CHIEN (or the ALADIN routineCCHIEN if ALADIN).

. LFI... andFA... routines.

. transform/REESPESM (ARPEGE) otransform/EREESPE (ALADIN)

. transform/SPEREESM (ARPEGE) oitransform/ESPEREE (ALADIN)

. transform /UVSPESM

pp_obgSPECFITADM -,

. utility /CHIEN or utility /CCHIEN

. LFI... andFA... routines.

. processor communication  routines parallel/DISGRID, parallel/
DIWRGRID , parallel/DIWRSPE, parallel/FPDISPVECTOR, which call
MPE_SEND andMPE_RECV.

. transform/REESPESM  (ARPEGE) or transform/EREESPEDM
(ALADIN)

. transform/SPEREESM  (ARPEGE) or transform/ESPEREEDM
(ALADIN)

. transform/UVSPESM

pp_obdSPECFITGSM (GRIB version of SPECFITASM, arborescence not

detailed)

pp_obdSPECFITGDM (GRIB version of SPECFITADM, arborescence not

detailed)
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setupSUSPEG setupSUGRIDF, setupSUGRIDU, adiab/SPECRTSM, adiab/
SPECRTDM, setupfSUGRCFU, setupf SUGRXFU (arborescence not detailed)

. other routines without any relationship with FULL-POS.
. control/CNT2 - control/CNT3 - (see below arborescence un@dT3).

General architecture under CNT3:

Only features concerning FULL-POS are mentiomeatrol/CNT3 -
. setupSU3FPOS -
. ARPEGE:setup SUHOW1
. setupfSURFPBUF -

pp_obgCPCLIMO -

. ARPEGE:setupfSUHOW?2

. pp_obgFPSCAW

. utility /SC2RDG - utility/EMPTB and “MIQ" routines.
. parallel/FPADD3P (DM)

. parallel/FPWRIT  (DM) - processor communication routine
MPE_SEND.

. paralle/FPREAD (DM) - processor communication routine
MPE_RECV.

. parallel/FPEXTPOL (DM)

. adiab/EXTMERB (no DM)

. adiab/INIPEX (no DM)

. adiab/EXTPOLB (no DM)

. pp_obsFPINT12

. “MIQ" routines.

COXXRDCLIMO - utility /CHIEN, “LFI" end “FA" routines.
C9xXRDECCLIMO (GRIB version oRDCLIMO ) - GRIB routines.

utility /SC2WRG - utility /FILLB

processor communication routinegarallel/FPSENDTOPROCY], parallel/
FPDISPTOPROC1], which callMPE_SEND andMPE_RECYV for cycle 17 (do not
work properly).

processor communication routinparallel/ OSNDGPFFR parallel/ ORCVGPFFP,
parallel/ISNDGPFFP, parallel/IRCVGPFFP, which call MPE_SEND and
MPE_RECYV; processor communication routiv®E_BARRIER for cycle 18.

. setufSUWFPBUF

pp_obgCPCLIMI -

. pp_obgFPSCAW

. utility /SC2RDG - utility/EMPTB and “MIQ" routines.
. parallel/FPADD3P (DM)

. parallel/FPWRIT  (DM) - processor communication routine
MPE_SEND.

. paralle/FPREAD (DM) - processor communication routine
MPE_RECV.

. parallel/FPEXTPOL (DM)
. adiab/EXTMERB (no DM)
. adiab/INIPEX (no DM)

. adiab/EXTPOLB (no DM)

52

IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 2 ‘FULL-POS post-processing and interpolation’

3

. “MIQ" routines.

. pp_obgCPCLIMO -
. ARPEGE:setupfSUHOW?2
. pp_obgFPSCAW

. utility /SC2RDG -  utility/EMPTB and “MIO" routines.

. parallel/FPADD3P (DM)

. parallel/FPWRIT  (DM) - processor communication routine
MPE_SEND.

. parallel/FPREAD (DM) - processor communication routine
MPE_RECV.

. parallel/FPEXTPOL (DM)
. adiab/EXTMERB (no DM)
. adiab/INIPEX (no DM)

. adiab/EXTPOLB (no DM)
. pp_obgFPINT12

. “MIO" routines.

«  utility/EXTGPF  ~  (utility/SC2RDG - utility/EMPTB) and “MIO"

routines.

. COXXYRDCLIMO - utility /CHIEN, “LFI" end “FA" routines.

. CIXXRDECCLIMO (GRIB version oRDCLIMO ) - GRIB routines.
. processor communication routingarallel/FPDISPTOPROC1, which calls

MPE_SEND andMPE_RECY for cycle 17 (do not work properly).

. processor communication routingmrallel/ISNDGPFFP, parallel/IRCVGPFFP,
which call MPE_SEND and MPE_RECV; processor communication routine
MPE_BARRIER for cycle 18.

. ARPEGE:setupfSUHOW?2

. ARPEGE:setufSUHOWLSM

. “MIQ" routines.

. utility /SC2ZWRG - utility /FILLB

. pp_obgFPFILTER

control/CNT4 - (see below arborescence un@&T4).
setupSU4FPOS -

. pp_obsPPREQ

. setupfSUFPPHY -  setugdSUFPDOM

. setufSUFPDYN - setugSUFPDOM
control/CPREP4 - (see below arborescence un@G&tREP4).

Remark:SU4FPOSandCPREP4are also called byar/ARCHFP when using FULL-POS mode 927 to truncate

the trajectory from high resolution to low resolution.
General architecture under CNT4:

Only features concerning FULL-POS are mentiometrol/CNT4 -
. setupSU4FPOS -
. pp_obsPPREQ
. setupfSUFPPHY - setugSUFPDOM
. setupSUFPDYN -  setugSUFPDOM
. pp_obdGRIDFPOS - (see below arborescence un@RIDFPOS).
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pp_obdDYNFPOS - (see below arborescence unBatNFPOS).
control/CPREP4 - (see below arborescence un@&tREP4).

General architecture under GRIDFPOS:

Only features concerning FULL-POS are mentioqpgd.obdGRIDFPOS -

utility /CPGRIDF

. utility /SC2RDG - utility/EMPTB

. utility /SC2WRG - utility /FILLB

. some “MIO" routines.

utility /PKGRIDA (or PKGRIDG if use of GRIB files, not described in detail}.

. some “FA" and “LFI" routines.

. processor communication routines parallel/FPSENDTOPROC?2 parallel/
FPDISPTOPROC2 which callMPE_SEND andMPE_RECV (do not work properly).

. utility /SC2RDG - utility/EMPTB

. utility /SC2WRG - utility /FILLB

. utility /[EXTGPF (no DM) - (utility /SC2RDG -  utility/EMPTB) and “MIO"
routines.

. utility /INCGPF (no DM) -
. utility /SC2RDG - utility/EMPTB
. utility /SC2WRG - utility /FILLB
. some “MIO" routines.

pp_obgFPMODCFU - pp_obsFPMODPREC -

. utility /SC2RDG - utility/EMPTB

. utility /SC2WRG - utility /FILLB

. utility /[EXTGPF (no DM) -  (utility /SC2RDG -  utility/EMPTB) and “MIO"
routines.

. utility /INCGPF (no DM) -
. utility /SC2RDG - utility/EMPTB
. utility /SC2WRG - utility /FILLB
. some “MIO" routines.

. parallel/FPADD3P (DM)

. parallel/FPREAD (DM) - processor communication routitdPE_RECV.

. parallel/FPWRIT (DM) - processor communication routiPE_SEND.

. parallel/FPEXTPOL (DM)

. adiab/EXTMERB (no DM)

. adiab/INIPEX (no DM)

. adiab/EXTPOLB (no DM)

. pp_obgFPSCAW?2

. pp_obsFPOLIS

. some “MIQ" routines.

pp_obgFPMODXFU - pp_obs’FPMODPREC -

. utility /SC2RDG -  utility/EMPTB

. utility /SC2WRG - utility /FILLB

. utility /EXTGPF (no DM) -  (utility /SC2RDG -  utility/EMPTB) and “MIO"
routines.

. utility /INCGPF (no DM) -
. utility /SC2RDG - utility/EMPTB
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. utility /SC2WRG - utility /FILLB
. some “MIO" routines.
. parallel/FPADD3P (DM)
. parallel/FPREAD (DM) - processor communication routiPE_RECV.
. parallel/FPWRIT (DM) - processor communication routiPE_SEND.
. parallel/FPEXTPOL (DM)
. adiab/EXTMERB (no DM)
. adiab/INIPEX (no DM)
. adiab/EXTPOLB (no DM)
. pp_obgFPSCAW?2
. pp_obsFPOLIS

. some “MIQ" routines.
. utility /MAXGPFV -
. processor communication routines parallel/FPSENDTOPROC?2 parallel/
FPDISPVECTOR, which call MPE_SEND and MPE_RECYV for cycle 17 (do not work
properly).

. processor communication routingsrallel/ OSNDGPF, paralle/lORCVGPF which call
MPE_SEND and MPE_RECV; processor communication routineMPE_SEND,
MPE_RECV andMPE_BARRIER for cycle 18.

. utility /SC2RDG -  utility/EMPTB

. utility /EXTGPF (no DM) -  (utility /SC2RDG -  utility/EMPTB) and “MIO"
routines.

. control/SCAN2H -  control/SCAN2MSM (SM) or control/SCAN2MDM (DM) - (see
below arborescence undePREP4).
. dia/WRHFP (WRMLFPL or WRMLFP if use of GRIB files, not described in detail).

. some “FA" and “LFI" routines.

. utility /EXTFPF - (utility /SC2RDG -  utility/EMPTB) and “MIO" routines.

. processor communication routingarallel/FPSENDTOPROC], which callsMPE_SEND
andMPE_RECYV (does not work properly).

. pp_obgFPBIPER - library routinesESPLIN, ESMOOTH andESHFT.

. dia/FPNORM

General architecture under DYNFPOS:
Only features concerning FULL-POS are mentioned.

pp_obgdDYNFPOS -
. setupfSUFPCONF
. setupfSUVFPOS -
. transform/UPDVPOS -  setupSUVPOS
. setup'SUFPFIT
. pp_obgCPVPOSPR
. setudCPFPDS - setupFPFINDS - setupSUFPDS
. setup'SUVFPOSL
. control/STEPO - (see below arborescence un8aePO).

General architecture under CPREP4:

Only features concerning FULL-POS are mentio&@REP4 s divided in two parts calling the same routines.
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control/CPREP4 -

. control/STEPO - (see below arborescence un8aiPO).

. pp_obdGRIDFPOS - (see above arborescence un@&iDFPOS).

. pp_obdDYNFPOS - (see above arborescence und¥NFPOS).

. utility /ENDIOS -  several “MIO" routines and library routitdPSHRINK

. utility /MATCLOSE -  “LFI" routine LFIFER .

. utility /FREEMEM - several utility /DEAL... routines DEALLO, DEALFPOS,
DEALDDH, DEALCOS, DEALCTV, DEALGES, DEALCAN, DEALSPA, DEALSC?2,
DEALSCR, DEALMOD , DEALNMI ) andutility /DEELLO for ALADIN.

. control/CNTO - (see above arborescence undsiTO).

General architecture under STEPO:
Only features concerning FULL-POS are mentioned.

control/STEPO -

. Gestion of [Owutility /IOPACK (see below arborescence untf@PACK ).

. Inverse Legendre transfornmtsansform/LTINVH

. utility /CPGRIDF -

. utility /SC2RDG - utility/EMPTB
. utility /SC2WRG - utility /FILLB
. some “MIQ" routines.

. Inverse Fourier transforms + grid point computations + direct Fourier transfocorstrol/
SCAN2H -  control/SCAN2MSM (SM) or control/SCAN2MDM (DM) - : (see below
arborescence und8&ICAN2MSM/SCAN2MDM).

. Direct Legendre transformsansform/LTDIRH

. Spectral computationsontrol/SPCH (see below).

General architecture under IOPACK:
Part 6 olOPACK concerns FULL-POS.

utility /IOPACK -
. dia/WRPLFP for GRIB files, not described in detail.
. dia/WRPVLFP for GRIB files, not described in detail.
. dia/WRTHLFP for GRIB files, not described in detail.
. dia/WRMLFP for GRIB files, not described in detail.
. dia/ESPFP (for ALADIN)
. dia/WRSFP -
. “LFI" and “FA" routines.
. processor communication routinparallel/DIWRSPE, parallel/FPSENDTOPROC?2
which callMPE_SEND andMPE_RECV (do not properly work).
. dia/SPNORMBL for ARPEGE (arborescence not described in detail)
. dia/SPNORMAVE for ARPEGE (arborescence not described in detail)
. dia/ESPNORMBL for ALADIN (arborescence not described in detail)
. utility /SC2RDG - utility/EMPTB
. utility /EXTGPF - (utility /SC2RDG -  utility/EMPTB) and “MIO" routines.
. dia/WRSFPMIO -
. “LFI" and “FA" routines.
. dia/SPNORMBL (arborescence not described in detail)
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. dia/SPNORMAVE (arborescence not described in detail)

. transform/SPEREESM (arborescence not described in detail, see documentation about
spectral transforms).
. transform/REESPESM (arborescence not described in detail, see documentation about

spectral transforms).
. utility /[EXTGPF - (utility /SC2RDG -  utility/EMPTB) and “MIO" routines.
. utility /FILLB
. utility WRSPBUF - “MIQO" routines.

. “MIQ" routines.
dia/ WRHFP -
. some “FA" and “LFI" routines.

. processor communication routiparallel/FPSENDTOPROCY, which callsMPE_SEND
andMPE_RECV.

. utility /EXTFPF - (utility /SC2RDG -  utility/EMPTB) and “MIO" routines.

. pp_obgFPBIPER - library routinesEESPLIN, ESMOOTH andESHFT.

. dia/FPNORM

2.7.2 Grid-point computations.
General architecture of SCAN2MSM (shared memory) and SCAN2MDM (distributed memory):

control/SCAN2H - control/SCAN2MSM (SM) orcontrol/SCAN2MDM (DM) -

Inverse Fourier transformsansform/FTINVH .

Some memory transfers and pointer computations before grid-point computations.

Comparison with observations (non-lagged part, then information communication between
processors, then lagged part).

Model grid-point computations (non-lagged part, then information communication between
processors, then lagged part).

Post-processing (grid-point part, see below for more details).

Grid-point computations for analysis.

Direct Fourier transformdransform/FTDIRH .

General architecture concerning FULL-POS in SCAN2MSM and SCAN2MDM:

FULL-POS undecontrol/SCAN2MSM or control/SCAN2MDM includes:

Vertical interpolationsVPOS -

. utility /SC2RDG - utility/EMPTB

. CPVPOSR

. POS - (see below).

. utility /SC2WRG - utility /FILLB

. GPOS - adialGPPRE andCTSTAR.

Non lagged part of horizontal interpolatiohf20S -

. Functionutility / MGETBUF

. utility /SC2RDG -  utility/EMPTB

. adiab/EXTMERB (no DM)

. adiab/INIPEX (no DM)

. adiab/EXTPOLB (no DM)

For distributed memory, some routines doing halo constitution and communications between
processors before performing interpolations umtlROSLAG.
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. parallel/FPADD3P
. parallel/FPWRIT - processor communication routiMPE_SEND.
. parallel/FPREAD - processor communication routiMPE_RECV.
. parallel/FPEXTPOL
Lagged part of horizontal interpolations and some vertical interpolations made after horizontal
interpolationsHPOSLAG -
. Functionutility /MFINDBUF
. FPOSHOR - (see below)
. Functionutility / MDONEBUF
Diagnostic of the post-processable variables which are computed from the post-processed model
variables (height om -levels post-processing and change of horizontal geontefip)/POS
. utility /SC2RDG - utility/EMPTB
. CPVPOSPR
. ENDPOS -
. Severaladiab/GP... routines: GPRCP, GPPREH, GPXYB, GPPREF, GPGEO,
GPRH, GPTET, GPEPT.
. PPTHPW
. utility /SC2WRG - utility /FILLB

Organigram of POS:

Several adiab/GP... routines: GPRCP, GPPREH, GPXYB, GPPREF GPGEO, GPPVO,
GPEPT.
CTSTAR

*** A series of routines computing intermediate quantities and weights for vertical interpolations.

PPINITZ

PPZHLEV

PPPS - PPINTZandEXPBESU

PPLTP

PPLTETA

PPLETA - adiab/GPPREH, adiab/GPXYB andadiab/GPPREF
PPINIT

PPFLEV

*** A series of interpolation routines.

PPUV -

PPUV_OLD - PPINTP andPPITPQ
PPINTP

(PPITPQ) (currently commented).

PPT -

. PPT_OLD - PPINTP

. PPSTA

. PPINTP

PPQ - PPINTP

COXXAPACHE - (see below)

PPGEOP -
- PPGEOP_OLD - PPSTA adiab/GPGEO, PPITPQ andPPINTP.
- PPSTA
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. adiab/GPGEO

PP2DINT

PPRH - adialGPRH andPPINTP
adiab/GPRH

PPVVEL - adiab/GPCTY andPPINTP
adiab/GPCTY

PPPMER

PPLTP

PPTHPW

POAERO -

. TJQUD

. TJCUBI

. TIQUAA

Storage of post-processed fields.

Organigram of FPOSHOR:

utility /SC2RDG - utility/EMPTB
FPSCAW
FPSURF - FPINT12
FPINTDYN - FPINT12, FPHOR12 andFPAERO
FPINTPHY - FPINT12 andFPMIMAX
FPGEO
FPVERT -
. CPVPOSPR
. FPPS -
. adiab/GPRCP
. adiab/GPPREH, adiab/GPXYB andadiab/GPPREF
. adiab/lGPGEO
. PPINITZ
. PPZHLEV
. PPPS - PPINTZandEXPBESU
. adiab/GPPRE
. COXXAPACHE - (see below)
. utility /SC2WRG - utility /FILLB
utility /SC2WRG - utility /FILLB

Organigram of c9xx/APACHE:

Severaldiab/GP... routines:GPPREH, GPXYB, GPPREF, GPRCP andGPPRE

PPINIT

CIXXVEINE - adiab/GPGEO, CTSTAR, PPPMER, adiab/GPPREH, adiab/GPXYB and
adiab/GPPREF

COXNAVAL -

- CTSTAR

- PPFLEV

- PPT -
«  PPT_OLD - PPINTP
- PPSTA
- PPINTP
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. PPQ - PPINTP
. PPRH - adia/lGPRH andPPINTP
. PPUV -
. PPUV_OLD - PPINTP andPPITPQ
. PPINTP
. (PPITPQ) (currently commented).
. PPGEOP -
. PPGEOP_OLD - PPSTA adiab/GPGEO, PPITPQ andPPINTP.
. PPSTA
. adiab/GPGEO
. Severahdiab/GP...routines:GPPREH, GPXYB, GPPREF andGPRCP
. cO9xX¥BOB - PPINTP

2.7.3 Spectral transforms.

See documentation about spectral transforms of model fields. There are additional routines to treat FULL-POS
fields gransform/SC2FPFSC transform/UPDSPFR pp_obdPRFIP, parallel/SUFPTRDIR, parallel/SUFP-

TRINV, are called instead dfansform/SC2FSG transform/UPDSR transform/PRFI1) parallel/SUTRDIR,
parallel/SUTRINV.

2.7.4 Spectral computations.
control/STEPO -

. control/SPCH - contro/SPCM - pp_obgSPOS -  utility/ MXMAOP.

2.7.5 Action and brief description of each routine.

. Expression “full level" is synonym of “middle of layer".

. Expression “half level" is synonym of “interlayer".

. For meaning of [L5] see section “Sequences of calls of post-processing".

. Expression “DM-local" for a quantity means “local to the couple of procesgoosgproch)": each

processor has its own value for the quantity. Expression “DM-local computations" means that the
computations are made independently in each processor on “DM-local" quantities, leading to
results internal to each processor, which can be different from a processor to another one.

. Expression “DM-global" for a quantity means that it has a unic value available in all the processors.
Expression “DM-global computations” means that the computations are either made in one
processor, then the results are dispatched in all the processors, or the same computations are made
in all the processors, leading to the same results in all the processors.

. In a routine description the mention “For distributed memory computations are DM-local" means
that all calculations made by this routine are DM-local; the mention “For distributed memory
computations are DM-global" means that all calculations made by this routine are DM-global;
when no information is provided it means that a part of calculations are DM-local and the other part
is DM-global.

. Expression “main" processor currently refers to the processor numipeodafroch)=(1,1).

Grid-point and spectral routines of directory “adiab":
. EXTMERB : computes fields for extra-longitudesNI,.OENG (jgl+1) andNLOENG (jgl+2). This
routine is used only for shared memory.
. EXTPOLB : computes fields for extra-polar latitudes. This routine is used only for shared memory.
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GP... routines computing some dynamical grid-point quantities; for distributed memory
computations are DM-local.

. GPCTY: computes quantities linked to vertical velocities at half levels.

. GPEPT: computes the equivalent potential temperature at full levels. Is currently in
directorypp_obsbut has to be moved later in directagiab.

. GPGEO: computes geopotential at half and full levels.

. GPPRE: computes hydrostatic pressures at half and full levels.

. GPPREF. computes hydrostatic pressures at full levels.

. GPPREH: computes hydrostatic pressures at half levels.

. GPPVO: computes potential vorticity and potential temperature at full levels.

. GPRCP: computesp, R and \fradRq at full levels.

. GPRH: computes saturation vapour pressure and relative humidity from temperature and
specific humidity at full levels.

. GPTET: computes potential temperature at full levels.

. GPXYB: computes auxiliary quantities related to the hybrid cooordinate, for example

pressure depths, coefficients to compute vertical integrals, etc.
INIPEX : computes intermediate quantities for callEXTPOLB (extra-polar latitudes indices
where information has to be copied). This routine is used only for shared memory.
SPECRTSM: spectral space conversions between real temperature and virtual temperature for
shared memory.
SPECRTDM: spectral space conversions between real temperature and virtual temperature for
distributed memory.

Routines of directory “c9xx"

APACHE : interface routine for some vertical interpolations, called if post-processing on height or
n -levels and change of horizontal geometry. For distributed memory computations are DM-local.
AVAL : inner interface routine for some vertical interpolations. For distributed memory
computations are DM-local.

BOB: vertical interpolation of thd-coefficients of the vertical hybrid coordinate, to the levels of
post-processing. For distributed memory computations are DM-local.

RDCLIMO (RDECCLIMO at ECMWEF if GRIB files used): opens output climatology files and
reads the needed fields. In case of a file ARPEGE, poles values are not read. For distributed
memory computations are DM-global.

VEINE: vertical interpolations linked to difference of orographies between two systems. For
distributed memory computations are DM-local.

Control routines of directory “control”:

CNTO: controls integration job at level 0.

CNT1: controls integration job at level 1.

CNT2: controls integration job at level 2.

CNT3: controls integration job at level 3.

CNT4: controls integration job at level 4.

CPREP4 control routine called only if post-processing needs a change of horizontal geometry and
if spectral fit or computations are made in the arrival geometry: pseudo configurations 927 (for
example file ARPEGE - file ARPEGE), E927 (for example file ALADIN- file ALADIN).
Calls twice CNTO after other routines, the first call oENTO to manage post-processing
computations in the arrival geometry and the second caCNKYO0 if required to return to the
departure (model) geometry.
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SCANZ2H: control routine for grid-point computations.

SCAN2MSM: multitasking interface for grid-point computations for shared memory calculations.
SCAN2MDM : interface for grid-point computations for distributed memory calculations.

SPCH: control routine for spectral computations.

SPCM: multitasking interface for spectral computations.

STEPO: control routine for one time integration step.

Routines of directory “dia".

ESPFP. ALADIN routine writing vertical post-processed data on a FA file, equivale'wtREFP.
ESPNORMBL: ALADIN version of routine PNORMBL+SPNORMAVE).

FPNORM: writes out norms on the horizontally post-processed fields (including mean value and
extrema). For distributed memory this routine is not parallelised and can do computations for all
data on one processor only, so data have to be previously collected on one processor.
SPNORMAVE: computes the average of norms in spectral space for each level and for all levels,
uses data computed 8PNORMBL. For distributed memory computations are DM-global.
SPNORMBL: computes norms in spectral space, multitasking interface. For distributed memory
this routine is not parallelised and can do computations for all data on one processor only, so data
have to be previously collected on one processor.

WRHFP: writes out the horizontally post-processed fields, sorts out the output points for each
domain, then writes records on files. Only grid-point data are written. If distributed memory, each
processor reads its own data in buff@®FPBUF andGPFPBUF, then all data are communicated

to the “main" processor. Operation such as norm computation, polar value computation,
biperiodicisation (for ALADIN domain), writing on ARPEGE or ALADIN file, are made in the
“main" processor for all data.

WRHFPG: GRIB version o WRHFP. No longer used in cycle 18.

WRMLFP : GRIB routine used instead #WRHFPG in some cases (especially in FULL-POS
configurations other than 927-type ones). Writes data on model layers.

WRPLFP: GRIB routine used instead &WRHFPG in some cases (especially in FULL-POS
configurations other than 927-type ones). Writes data on pressure layers.

WRPVLFP: GRIB routine. Writes data on potential vorticity layers.

WRSFP: writes out the vertically post-processed dynamical fields to ARPEGE/ALADIN file.
Spectral fields are written out as spectral coefficients (if spectral output is wanted), grid-point fields
are written out as grid-point fields. The horizontal grid is the model one. If distributed memory,
each processor reads its own data in bufeAJXBUF, then all data are communicated to the
“main" processor. Operation such as norm computation, polar value computation, biperiodicisation
(for ALADIN domain), writing on ARPEGE or ALADIN file, are made in the “main" processor for

all data.

WRSFPG: GRIB version oMWWRSFP. No longer called in cycle 18.

WRSFPMIO: writes out the vertically post-processed dynamical fields at the target resolution on a
MIO file for the upper air fields, and on standard FULL-POS files for the surface fields. Spectral
fields are written out as spectral coefficients. This routine is called only when FULL-POS is used in
a variational analysis. This routine is not called in a configuration 1, and is not completely
parallelised in the cycles 17 and 18.

WRTHLFP : GRIB routine. Writes data on potential temperature layers.

Distributed memory environment routines (directory “parallel):

FPADD3P: memory transfer routine which adds extra-longitudes points: one assumes that there are
one western extra-longitude and 2 eastern extra-longitudes. Equivalent of the old routine
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SLADD3P (no longer used in cycles 17 and 18) previously used in the semi-Lagrangian scheme or
the observation interpolator but works with a width banNEPWIDE instead oNSLWIDE .

. FPDISPTOPROCIL communication between processors; dispatches data of several fields stored in
a DM-global array from the “main" processor and for each processor stores data in a DM-local
array. For each field the number of grid-points to dispatch is not necessary equal to the number of
model grid points.

. FPDISPTOPROC2 communication between processors; particular cadeRBISPTOPROC1
when the number of grid-points to dispatch is equal to the number of model grid points.

. FPDISPVECTOR: communication between processors; communicates a scalar or a vector to all
processors.

. FPEXTPOL: fills the halo of width bandNFPWIDE for non polar extra-polar latitudes.
Equivalent to the routinSLEXTPOL used in the semi-Lagrangian scheme or the observation
interpolator but works with a width band bfFPWIDE instead oNSLWIDE . Coded only without
points at the poles.

. FPREAD: communication between processors; receives data from the other processors to
constitute the halo of width barfdFPWIDE. Equivalent of the old routin€LREAD (no longer
used in cycles 17 and 18) previously used in the semi-Lagrangian scheme or the observation
interpolator but works with a width band SFPWIDE instead oNSLWIDE .

. FPSENDTOPROCL communication between processors; sends data of several fields stored in a
DM-local array to the “main" processor and collects data in the “main” processor in a DM-global
array. For each field the number of grid-points to send is not necessary equal to the number of
model grid points.

. FPSENDTOPROC2 communication between processors; particular casSENDTOPROC1
when the number of grid-points to send is equal to the number of model grid points.

. FPWRIT : communication between processors; sends data to the other processors to constitute the
halo of width bandNFPWIDE . Equivalent to the old routinBLWRIT (no longer used in cycles 17
and 18) previously used in the semi-Lagrangian scheme or the observation interpolator but works
with a width band oNFPWIDE instead oNSLWIDE .

. IRCVGPF: routine to receive a distributed model grid point field from another processor. DM-
local fields are dimensioned wittNGPTOT (=NBDYSZ for DM), DM-global fields are
dimensioned witiNGPTOTG.

. IRCVGPFFP: routine to receive a distributed FULL-POS grid point field from another processor.
DM-local fields are dimensioned witiNFPRGPL, DM-global fields are dimensioned with
NFPRGPG.

. ISNDGPF: routine to send a distributed model grid point field to other processors. DM-local fields
are dimensioned wittNGPTOT (=NBDYSZ for DM), DM-global fields are dimensioned with
NGPTOTG.

. ISNDGPFFP: routine to send a distributed FULL-POS grid point field to other processors. DM-
local fields are dimensioned withFPRGPL, DM-global fields are dimensioned withFPRGPG.

. MPE_BARRIER : auxiliary library routine for communication between processors: waits for the
end of communication between all processors before starting another action.

. MPE_RECV: auxiliary library routine for communication between processors: reception of data
from other processors.

. MPE_SEND: auxiliary library routine for communication between processors: sends data to other
processors.

. SUFPTRDIR: initialise data structures for transposition of grid point data from column structure to

latitudinal, for FULL-POS post-processed fields which are spectrally fitted.
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. SUFPTRINV: initialise data structures for transposition of grid point data from latitudinal structure
to column, for FULL-POS post-processed fields which are spectrally fitted.

Remark: routinesFPDISPTOPROC], FPDISPTOPROC?2 FPDISPVECTOR, FPSENDTOPROC1 and
FPSENDTOPROC2are not validated (still bugged) and are close to@RCV..., OSND.., IRCV..., ISND...
communication routines used at ECMWEF, it is planned to use only the last ones in a future cycle.

Routines of directory “pp_obs".

. CPCLIMI : fills interpolation buffers with some surface fields (land-sea mask) previous to compute
weights with land-sea mask.

. CPCLIMO : computes output climatology from input one (orography and land-sea mask): extracts
fields from model buffer/work file or array, then performs horizontal interpolations.

. CPVPOSPR computes field pointers for vertical post-processing. Computes the pointers of the

post-processing fields so that the fields are stored one after the others in the arrays GTO (fitted
fields) and GAUX (unfitted fields). The fields are stored in the following order: 1) underived 3D
fields; 2) underived 2D fields; 3) derived 3D fields; 4) derived 2D fields.

. CTSTAR: computes the standard surface temperature and the surface temperature to be used for
extrapolations of temperature and geopotential. For distributed memory computations are DM-
local.

. DYNFPOS: interface routine managing vertical then horizontal interpolations for post-processing
on dynamical 3D and 2D fields, calls several sequencg$BIPO.

. ENDPOS finish post-processing calculations for output height levelg or  -levels. For distributed
memory computations are DM-local.

. ENDVPOS: interface routine managing all post-processing computations which can be done only

after horizontal interpolations. Called if dynamical variables other than model variables are post-
processed on height or -levels. For distributed memory computations are DM-local.

. EXPBESU: extrapolates pressure below surface. For distributed memory computations are DM-
local.
. FPAERO: 12 points horizontal interpolations or taking nearest available value if data are missing.

Used for aeronautic jet. For distributed memory computations are DM-local.

. FPBIPER: FULL-POS interface for double periodicisation (ALADIN). Calls the following library
externalsESHFT (ensuring correct results when conservation domain is shifEE2IpLIN (spline
extension)ESMOQOTH (smoothing across to get isotropy). For distributed memory this routine is
not parallelised and can do computations for all data on one processor only, so data have to be
previously collected on one processor.

. FPFILTER : set-up routine which computes a matrical operator which is a product of a
transformation from computational sphere to “equivalent” not dilated sphere, a “THX"-filtering and
the inverse transformation from “equivalent" not dilated sphere to computational sphere. The
operator is stored in the arr®FPMAT. Sphere to sphere transformations are made by reading a
LFI file containing dilatation/contraction matrixes which can be initialised by a configuration 911
(see the ad-hoc documentatioRPFILTER is called only in the following cases:

. filtering in spectral space activateldi-PFIL =.TRUE. (if ARPEGE) orLFPBED=.TRUE.
(if ALADIN) in NAMFPF.

. the geometry where the spectral fit is done is a stretched one: for example the initial
geometry if not 927-type FULL-POS configurations, &PFMT is not 'MODEL'.

. post-processing for any variable if potential vorticity vertical coordinate.

. post-processing of horizontal derivatives (vorticity, divergence, vertical velocity,

deformations) for other vertical coordinates.
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For distributed memory computations are DM-global.

FPGEO: transforms the post-processed fields into the output geometry. For distributed memory

computations are DM-local.

FPHOR12 12-points horizontal interpolations for derivatives: interpolations are done subdomain

by subdomain. For distributed memory computations are DM-local.

FPINIPHY : controls that the pointers of physical fields to be post-processed are defined.

FPINTDYN: interface for 12-points horizontal interpolations, for fields coming from the

dynamics. For distributed memory computations are DM-local.

FPINTPHY : interface for 12-points horizontal interpolations, for fields coming from the physics.

Land-sea mask is taken into account for the surface variables. For distributed memory computations

are DM-local.

FPINT12: 12 points horizontal interpolations, with different options: after the 12 points horizontal

interpolations, additional corrections can be done according to the values of the dummy arguments

LDAMLY , KORR2 andKORR.

. LDAMLY =.TRUE.: add to the interpolated field the value of another (already computed)
field specified at the interpolation points. This option is used if the field is an anomaly; in
this case a correcting field is added to recover the absolute value of the field.

. (KORR2,KORR)=(1,1): interpolated value is bounded over zero if land, is reset to zero if
sea. Option used for skin reservoir contents,snow depth.

. (KORR2,KORR)=(1,2): interpolated value is bounded betw&MIN andPMAX. Option
used for soil wetness.

. (KORR2,KORR)=(2,1): interpolated value is replaced by a pre-defined value over seas;
then all interpolated values are multiplied by a rescaling faBf8CAL. Option used for
deep soil temperature.

. (KORR2,KORR)=(2,2): interpolated value is filtered in order to remain above zero; then it
is reset to zero over sea, and also over land if the surface temperature at this point is below a
threshold; then all interpolated values are multiplied by a rescaling f®&3@AL. Option
used for snow cover.

. (KORR2,KORR)=(2,3): interpolated value is filtered in order to remain betwB&hN
and PMAX; then it is reset to the maximum vallRMAX over sea; then all interpolated
values are multiplied by a rescaling fadR8CAL. Option used for wetness.

. (KORR2,KORR)=(2,4): interpolated value is filtered in order to remain ab&MIN .

Option used for positive fields.

. (KORR2,KORR)=(2,5): interpolated value is reset to 0 if lower than 0.5, and 1 if above 0.5.
Option used for fields which can take only the values 0 or 1, like the land-sea mask.

. (KORR2,KORR)=(2,6): interpolated value is filtered in order to remain betwP&fN
andPMAX . Option used for normed fields.

. (KORR2,KORR)=(2,7): add a monotonic constraint to avoid overshoots and undershoots;
interpolated value is reset to something between the values of the four adjacent grid-points.
This is the same monotonic constraint which is used in the semi-Lagrangian interpolation
routineLAIDQM . Used for precipitations.

For distributed memory computations are DM-local.

FPMIMAX : 12 points interpolation, search for the nearest point. Used to interpolate the maximum
of a field (such as temperature). For distributed memory computations are DM-local.
FPMODCFU: preliminary modification of cumulated fluxes for post-processing: prepares input
fields before horizontal interpolations.
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FPMODPREC: to modify precipitation fields before horizontal post-processing: to avoid
enlargement of the precipitation areas, input fields are transformed so that there are negative values
at the points with no precipitations. Output fields will be filtered after horizontal interpolations.
This negative value is computed as the opposite of the maximum value of the nearest points: 4
points if the grid is regular; 5 or 6 points is the grid is reduced. Poles rows are ignored in the post-
processing. For distributed memory computations are DM-local. The way to modify values is coded
like horizontal interpolations, but in this particular case the interpolation points are model grid-
points, so weights computations are useless, one only needs to know the grid-point coordinates of
the surrounding points.

FPMODXFU: : preliminary modification of instantaneous fluxes for post-processing: prepares input
fields before horizontal interpolations.

FPOLIS: routine modifying some zero values by negative values according to the positive values
of the surrounding points; is coded like an interpolation routine; works only for positive quantities,
like rainfall amount. For distributed memory computations are DM-local.

FPOSHOR: inner interface routine managing lagged part of horizontal interpolations. For
distributed memory computations are DM-local.

FPPS interface toPPPS to compute pressures corresponding to heights levals or  -levels of post-
processing. For distributed memory computations are DM-local.

FPSCAW: for horizontal interpolations of FULL-POS, finds the indices in interpolation buffers
where information of the surrounding model grid points can be found. For distributed memory
computations are DM-local.

FPSCAW2: particular case ofFPSCAW, where the interpolation points are the grid-points
themselves, and where interpolations are replaced by value change according to the values of the
surrounding points; finds the indices in interpolation buffers where information of the surrounding
model grid points can be found. For distributed memory computations are DM-local.

FPSURF 12 points horizontal interpolations, then altitude correction if necessary. Applied to
auxiliary surface fields. For distributed memory computations are DM-local.

FPVERT: interface toAPACHE, to perform vertical post-processing from model levels to height

or n -levels, just after horizontal interpolations to take account of the difference of orography
between the departure geometry and the arrival geometry. For distributed memory computations are
DM-local.

GPOS: saves in grid-point arrays the spectral fields that will be needed for post-processing on
height levels above an outside orography. For distributed memory computations are DM-local.
GRIDFPOS: interface routine managing post-processing of grid point fields. Performs horizontal
post-processing on physical fields and fluxes and writes post-processed fields on a file.

HPOS: interface routine managing non lagged part of horizontal interpolations. Works like the
sequenceadiab/CPG - adiablLACDYN - (subroutines) for semi-Lagrangian scheme.
Fills buffers for quantities to be interpolated (arrap§PBUF1 and PFPBUF2). PFPBUF2
contains only surface physical fields, horizontally interpolated fields can be used before
interpolations of the other fields stored in buflfFPBUF1 Treats: 1) fitted fields coming from
vertical interpolations, 2) unfitted fields coming from vertical interpolations, 3) physical fields and
auxiliary surface fields, 4) cumulated fluxes, 5) instantaneous fields. A memory transfer by calling
routine SC2RDG is generally necessary to get quantities for series 2 to 5. For monotasking or
multitasking modes, computations for extra-longitudes are made by ca&KigMERB and
computations for extra-latitudes are made by calEXjTPOLB (option with points at the pole is

not coded). For distributed memory computations are DM-local.
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. HPOSLAG: interface routine managing lagged part of horizontal interpolations and some vertical

interpolations made after horizontal interpolations. Works like the sequadiad/CPGLAG
- adiab/LAPINE - (subroutines) for semi-Lagrangian scheme, but code is simpler

because there is no trajectory computation: points where quantities have to be interpolated are
already known, so coordinates and weights for interpolations can be precomputed in a set-up
routine. First surface fields are interpolated (if post-processing on heighit or -levels), then
dynamical fields and physical fields. If post-processing is made on height or -levels there are
additional vertical interpolations to take account of the difference of orography between the
departure geometry and the arrival geometry. For distributed memory computations are DM-local.

. POAERQO: post-processing of jet and tropopause heights. For distributed memory computations are
DM-local.

. POS inner interface for vertical post-processing. For distributed memory computations are DM-
local.

. PPFLEV: finds full or half levels under specified pressures. Called if post-processing on pressure,

potential vorticity or potential temperature levels ([L5]='B’, 'V’ or 'T’). For distributed memory
computations are DM-local.

. PPGEOP: vertical interpolations on pressure levels for geopotential. For distributed memory
computations are DM-local.

. PPGEOP_OLD: old version of routinePPGEOP used at ECMWF. For distributed memory
computations are DM-local.

. PPINIT: computes intermediate quantities connected with full levels and half levels pressures,
prior to vertical interpolations on pressure or height levels. Called in all cases except the case where
post-processing is done on mode -levels ([L5]='"M’ or 'S’). For distributed memory
computations are DM-local.

. PPINITZ : computes intermediate quantities connected with full levels and half levels geopotential,
prior to vertical interpolations on height levels. Called if post-processing on height levels
([L5]="H"). For distributed memory computations are DM-local.

. PPINTP: vertical linear interpolation on pressure levels. For distributed memory computations are
DM-local.

. PPINTZ: vertical linear interpolation on height levels. For distributed memory computations are
DM-local.

. PPITPQ: vertical quadratic 3 points interpolation. For distributed memory computations are DM-
local.

. PPLETA: computes the pressures of post-processingon -levels. Called if post-processing on -
levels ([L5]='S"). For distributed memory computations are DM-local.

. PPLTETA: computes the pressures of post-processingon -levels. Called if post-processing on
potential temperature levels ([L5]="T"). For distributed memory computations are DM-local.

. PPLTP: computes the pressures of post-processing on potential vorticity levels. Called if post-
processing on potential vorticity levels ([L5]="V’"). For distributed memory computations are DM-
local.

. PPPMER: computes mean sea level pressure. For distributed memory computations are DM-local.

. PPPS computes surface pressure at a given height, called if post-processing on height levels
([L5]="H"). For distributed memory computations are DM-local.

. PPQ: vertical interpolations on pressure levels for humidity, liquid water, ice, cloudiness, passive
scalars. For distributed memory computations are DM-local.

. PPREQ: search for a suitable post-processing namelist file and reads it.
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. PPRH: vertical interpolations on pressure levels or height levels for relative humidity. For
distributed memory computations are DM-local.

. PPSTA: integrates standard atmosphere for geopotential. For distributed memory computations are
DM-local.

. PPT: vertical interpolations on pressure levels for temperature. For distributed memory
computations are DM-local.

. PPT_OLD: old version of routind®PT used at ECMWF. For distributed memory computations are
DM:-local.

. PPTHPW: computation of the moist irreversible adiabatic potential temperature, vertical
interpolation on pressure or height levels. For distributed memory computations are DM-local.

. PPUV: vertical interpolations on pressure levels for wind components. For distributed memory

computations are DM-local.
. PPUV_OLD: old version of routind?PUV used at ECMWEF. For distributed memory computations

are DM-local.

. PPVVEL: vertical interpolations on pressure levels or height levels for variables linked to vertical
velocity. For distributed memory computations are DM-local.

. PPZHLEV: finds full or half levels under specified geopotential heights. Called if post-processing
on height levels ([L5]="H’). For distributed memory computations are DM-local.

. PP2DINT: vertical linear interpolation (on pressure levels or height levels): used for potential

vorticity, potential temperature, equivalent potential temperature, divergence, vorticity, stretching
deformation, shearing deformation, stream function, velocity potential, absolute vorticity, wet
potential vorticity. For distributed memory computations are DM-local.

. SPECFITASM: spectral transformation of model fields (except wind components) and surface
orography read on a grid-point field, computation of spectral stream function and velocity potential
on modeln -levels, writing of all these fields on a file. This routine is called in the second part of a
927-type FULL-POS configuration. Used for shared memory.

. SPECFITADM : distributed memory version &PECFITASM.

. SPECFITGSM: GRIB version ofSPECFITASM.

. SPECFITGDM: distributed memory version &PECFITGSM.

. SPOS filters some spectral quantities in model spectral space.

. TJCUBI: post-processing of jet and tropopause: finds coefficients of a cubic expression. For
distributed memory computations are DM-local.

. TJQUAA: post-processing of jet and tropopause: performs the least square fit by a quadratic
function. For distributed memory computations are DM-local.

. TJQUD: post-processing of jet and tropopause: finds coefficients of a quadratic expression. For
distributed memory computations are DM-local.

. VPOS: interface routine managing all vertical interpolations which can be done before horizontal

interpolationsVPOS does one call tt®OSfor “basic” variables, and special separate callB@5
for variables linked with the wind field, such as divergence, (relative) vorticity, absolute vorticity,
stream function and velocity potential. For distributed memory computations are DM-local.

Set-up routines of directory “setup™:

. CPFPDS initialises the list of fields to be post-processed. For distributed memory computations
are DM-global.
. DFLTVV1: initialises default values of function& and B of hybrid vertical coordinate of the

arrival geometry of FULL-POS. For distributed memory computations are DM-global.
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. FPFINDS: computes full post-processing descriptors of dynamics. For distributed memory
computations are DM-global.

. SUAFN: initialises ARPEGE field descriptors. Reads namélisMAFN , initialises YOMAFN .
For distributed memory computations are DM-global.

. SUAFNZ: initialises ARPEGE field descriptors: part of calculations done before the namelist
reading. For distributed memory computations are DM-global.

. SUAFN2: initialises ARPEGE field descriptors: part of calculations done after the namelist
reading. For distributed memory computations are DM-global.

. SUAFPDS initialise pointers of the basic fields which have been horizontally then vertically post-
processed, initialisesOMAFPDS. For distributed memory computations are DM-global.

. SUAFPOS interface routine, initialise relative pointers and descriptors for post-processing help

arrays. For distributed memory computations are DM-global.
. SUALFPOS: memory allocation for FULL-POS arrays.

. SUALLO : memory allocation: general interface routine.
. SUALMP2: allocation of arrays used for distributed memory; includes quantities used in the
distributed memory version of FULL-POS.
. SUBFPOS interface routine, initialise some commons/modules:
. YOMFPF which describes the spectral filter to be applied.
. YOMFPOP which contains post-processing file-handling parameters.
. YOMFPSC2 which contains the control arrays for horizontal post-processing rows.
. YOMFPIOS which contains the parameters for IO scheme on post-processing buffers.
. YOMFPSC2B which contains the control arrays for horizontal post-processing sub-rows.
. initialise start address of each row within every input/output post-processing buffer.
. SUCFU: initialises the control of cumulated fluxes.

. SUCFUFP: initialises cumulated fluxes switches for FULL-POS. For distributed memory
computations are DM-global.

. SUCTO: routine to initialize level 0 control common.
. SUDIM: initialises dimensioning quantities, reads nam&isMDIM |, initialisesYOMDIM .
. SUFPC initialises FULL-POS post-processing scientific and technical options, reads namelist

NAMFPC, initialisesYOMFPC. For distributed memory computations are DM-global.

. SUFPCONE initialise FULL-POS configuration letters f@TEPO. Initialise for each scan the
configuration letters for vertical post-processing, horizontal post-processing al@Ha€K . For
distributed memory computations are DM-global.

. SUFPCSET initialises parallel environment for FULL-POS necessary for horizontal
interpolations. Works with a lateral band dfFPWIDE latitudes in the halo. For distributed
memory computations are DM-local. Some quantities are computedUIRPRSET called by
SUFPCSET

. SUFPD: initialise FULL-POS horizontal subdomains. Computes total number of output points
(including the poles if the output grid is Gaussian). Reads namBlSMFPD, initialises
YOMFPD. For distributed memory computations are DM-global.

. SUFPDIM: initialise dimensioning quantities for FULL-POS. Computes number of derived/
underived fields, number of fitted/unfitted fields, number of scalar/vector fields as if for a given
post-processing time step, all the fields were requested at all levels for all subdomains. For
distributed memory computations are DM-global.

. SUFPDOM: initialise list of FULL-POS post-processing subdomains. To read the list of
subdomains as a character string and convert it into an integer array. In the string, the subdomain
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names are separated with a “:". If the string is blank, all the subdomains are required. For
distributed memory computations are DM-global.

SUFPDS set up FULL-POS descriptors for dynamics. For distributed memory computations are
DM-global.

SUFPDYN: initialise dynamical part ofOMFP4 and PTRFP4, which contains the requests on
post-processing at a given time-step. In this routine, we consider that, for a given level type, all the
fields are post-processed at all levels and for all subdomains. Reads namelists containing local
variables NAMFPDY2, NAMFPDYP, NAMFPDYH, NAMFPDYV, NAMFPDYT and
NAMFPDYS).

SUFPE initialises the profile of the spectral post-processing filter. Reads na&igi-PF and
initialisesYOMFPF.

SUFPFIT: initialise spectral fit option for post-processing. Initialises for each scan the logical
switches to decide if spectral fields should be fitted or not. For distributed memory computations
are DM-global.

SUFPGL initialise output geometry: sets default values, then reads naN&lig-PG and checks

it. For distributed memory computations are DM-global.

SUFPG?2 initialise output geometry: computes DM-global quantities containing the coordinates of
the output points in the model geometry, the output mapping factor, and the relative rotation matrix.
When an output point is at a geographical pole, the equation of the compass is degenerating, so a
direct (and exact) computation is needed. For distributed memory computations are DM-global.
SUFPG initialise output geometry: calSUFPG1landSUFPG2 makes some additional tests then
computes the DM-local versions of the DM-global quantities compute8URFPG2 Initialises
YOMFPG.

SUFPIOS: set-up for using work files on post-processing buffers. To seYOMFPIOS which
contains parameters for using the MIO package on work files. Opens work files.

SUFPOPH initialise post-processing file-handling parameteYOMFPOP). For distributed
memory computations are DM-global.

SUFPPHY: initialise physical part otfOMFP4 andPTRFP4, which contain the requests on post-
processing at a given time-step. In this routine, we consider that, for a given level type, all the fields
are post-processed at all levels and for all subdomains. Reads namelist containing local variables
(NAMFPPHY).

SUFPRSET initialises parallel environment for FULL-POS necessary for horizontal
interpolations: communication tables and test. Works with a lateral baN&B¥VIDE latitudes in

the halo. This routine is called only if distributed memory, and computations are DM-local.
SUFPSC2 reads namelisNAMFPSC2 and sets-upfOMFPSC2 which contains the control
parameters and arrays to scan the post-processing buffers per row.

SUFPSC2B computes start address of each row within every input/output post-processing buffer.
Initialise control arrays on sub-row¥ QMFPSC2B). Also initialisesYOMRFPB, YOMWFPB,
YOMDFPB, YOMPFPB, YOMAFPB, YOMFPTO andPTRFPB2

SUFRAME (or SUEFRAME if plane geometry, oSUFPGRIB if GRIB files): sets-up the frame

of ARPEGE file, in the current case for the FULL-POS files. For distributed memory computations
are DM-global.

SUGAW: initialises the Gaussian/Lobatto latitudes and weights for the geometry of FULL-POS
grid. Called if the FULL-POS grid is a global Gaussian/Lobatto one. For distributed memory
computations are DM-global.

SUGENORD: computes the rotation matrix to find the geographical north, from grid-points of a
computational transformed sphere; this matrix is necessary to convert vectors which are initially
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given in the repere of the model (transformed) geometry (for example after the horizontal
interpolations) towards the geographical repere. For distributed memory computations are DM-

global.

. SUGPPRRP initialises relative pointers for physics arrays. For distributed memory computations
are DM-global.

. SUGRCEFU: reads the cumulated fluxes on ARPEGE files. For distributed memory computations
are DM-global.

. SUGRXFU: reads the instantaneous fluxes on ARPEGE files. For distributed memory
computations are DM-global.

. SUGRIDF: interface for reading the surface grid point fields of the departure files. For distributed
memory computations are DM-global.

. SUGRIDU: interface for reading the upper air grid point fields of the departure files. For distributed
memory computations are DM-global.

. SUHOW1 (SUEHOWZ1 for ALADIN): initialises the coordinates of the nearest model grid point of
the FULL-POS interpolation points: the general rule is to take the grid-point which is immediately
at the north-west (relative to the transformed geometry) of the interpolation point, except in the case
where the north-western point is the pole, in this case one takes the south-western model grid-point.
Additional coordinates are computed. For distributed memory computations are DM-local.

. SUHOW?2 (SUEHOW?2 for ALADIN): computes weights without land-sea mask and surface
temperature for bilinear or 12 points horizontal interpolations used in FULL-POS. For distributed
memory computations are DM-local.

. SUHOWLSM (SUEHOWLSM for ALADIN): computes weights for bilinear or 12 points
horizontal interpolations used in FULL-POS. Possibility to use the land/seal/ice mask or the surface
temperature. For distributed memory computations are DM-local.

. SUINIF: interface routine for reading the departure files.

. SUMP: initialises quantities and arrays controling distributed memory.

. SUNMEN: initialises arrayNFPMEN which contains for each Gaussian/Lobatto latitude of the
FULL-POS grid the highest zonal wave number represented. Called if the FULL-POS grid is a
global Gaussian/Lobatto one.

. SURFPBUEF initialise bufferRFPBUF of YOMRFPB, which contains the output climatology and

geometry.

. If variable NFPCLI is 1,2 or 3 the output geometry climatology is read on a file by routine
RDCLIMO or RDECCLIMO according to use of ARPEGE or GRIB files.

. If variable NFPCLI is O the output geometry is interpolated from the input geometry by
routineCPCLIMO , at least for orography.

. Output geometry is stored in the arraffIELD for orography, mapping factor, local repere
(north direction).

. These data are stored on a MIO file or in the buffer aR&PBUF according to the value of
LIOFPR.

. Remark: for distributed memory, all computations are DM-local (each processor treats its

interpolation points) but diagnostic prints and reading climatology on a file is made on the
“main" processor for all the grid-points, so processor communication is necessary after
reading climatologies to dispatch data in all the processors and to collect data in the “main”
processor to do diagnostics on orography.
. SURFPDS initialises the descriptors of the auxiliary fields needed for horizontal post-processing,
initialisesYOMRFPDS. For distributed memory computations are DM-global.
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SUSC2 initialises some control variables required in routB8€ AN2MSM and SCAN2MDM:
interpolation buffers quantities, some multitasking quantities but also some distributed memory
quantities.

SUSIZBUF: initialises the number of buffers required to store some quantities from the non-lagged

grid-point computations (for example computations don&lROS for FULL-POS) towards the

lagged grid-point computations (for example computations dor¢F®SLAG for FULL-POS).

Also used for model, semi-Lagrangian interpolations buffers, observation interpolation buffers.

Some quantities are MOMSC2. For distributed memory computations are DM-global.

SUSPEC interface for reading the spectral fields of the departure files.

SUVFPOS initialises and sorts the list of the dynamical fields to post-process for a given level type

of post-processing. Fields are stored as follows: 1) fitted underivated 3D fields; 2) fitted derivated

3D fields; 3) fitted underivated 2D fields; 4) fitted derivated 2D fields; 5) unfitted 3D fields; 6)

unfitted 2D fields.

SUVFPOSL: initialisesYOMFP4L which contains the working variables and arrays to write out

the dynamical post-processed fields.

SUVPOS initialisesYOMVPQOS which contains control variables for vertical post-processing.

SUWFPBUEF: initialises buffer’W’WFPBUF of YOMWFPB , which contains the working fields for

horizontal interpolations: size of the box, indexes and weights. Reads or computes input/output

land-sea mask, computes weights and index, then fills buffer.

. Fills interpolation buffers containing the model grid-point land-sea mask and surface
temperature (currently surface temperature is not used in weight computations, so the array
is filled with -999) in routin€CPCLIMI .

. Fills the output geometry land-sea mask and surface temperature (currently surface
temperature is not used in weight computations, so the array is filled with -999): such
quantities can be read on a file NFPCLI=1,2 or 3 by routinesRDCLIMO or
RDECCLIMO or interpolated iNFPCLI =0 by routineCPCLIMO .

. Computes weights for horizontal interpolations: a set of weights without land-sea mask and
a set to weights with land-sea mask.

. Stores the weights on an MIO file or in the buffAfFPBUF according to the value of
LIOFPW. Some additional quantities can be stored: model Gaussian/Lobatto latitude index
immediately at the north of the interpolation point (lowerly bounded by 1), longitudes
indices of the points denoted B9, B1, B2 andB3, number of the FULL-POS subdomain to
which belongs each interpolation point.

. Remark: for distributed memory, all computations are DM-local (each processor treats its
interpolation points) but reading climatology on a file is made on the “main" processor for
all the grid-points, so processor communication is necessary after reading climatologies to
dispatch data in all the processors.

SUWFPDS initialises the FULL-POS working fields descriptors needed for horizontal post-

processing, initialisesOMWFPDS. For distributed memory computations are DM-global.

SUXFU: initialises the control of instantaneous fluxes.

SUXFUFP: initialises instantaneous fluxes switches for FULL-POS. For distributed memory

computations are DM-global.

SUOYOMA: O-level interface routine for set-up: first part.

SUOYOMB: 0-level interface routine for set-up: second part.

SUL1YOM: 1-level interface routine for set-up.

SU3FPOS 3-level interface routine for set-up of FULL-POS features. Initialises buREIBBUF

andWFPBUF.
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. SU4FPOS 4-level interface routine for set-up of FULL-POS features. Initialises blocks
YOM4FPOS, YOMFP4 andPTRFP4, which contain the requests for post-processing at a given
time-step. The grid-point fields are stored in the following order: physics, then cumulated fluxes
CFU, then instantaneous fluxes XFU.

Routines of directory “transform".

See documentation about spectral transforms, only specific FULL-POS routines are here described.

. FTDIRH : interface routine for direct Fourier transforms.

. FTINVH : interface routine for inverse Fourier transforms.

. LTDIRH : interface routine for direct Legendre transforms.

. LTINVH : interface routine for inverse Legendre transforms.

. PRFIP: FULL-POS spectral fit version oPRFI1. In inverse Legendre transforms, when

transforming FULL-POS fieldgpp_obdPRFIP is called instead ofransform/PRFI1 for fields
preparationPRFIP has to be moved later in directdrgnsform.

. REESPESM spectral transformation from grid point space to spectral space. For more details see
documentation about spectral transforms.

. SC2FPFSC FULL-POS spectral fit version 08C2FSC In inverse Fourier transforms, when
transforming FULL-POS fieldstansform/SC2FPFSCis called instead dgfansform/SC2FSC

. SPEREESM spectral transformation from spectral space to grid-point space. For more details see
documentation about spectral transforms.

. TRACARE : computes geographical coordinates, once given the computational sphere coordinates.

. TRARECA: computes the computational sphere coordinates, once given the geographical

coordinates.

. UPDSPFP. FULL-POS spectral fit version dJPDSP After direct Legendre transforms, when
transforming FULL-POS fieldstransform/UPDSPFP is called instead otransform/UPDSP
(final memory transfer in spectral array containing all coefficients).

. UPDVPOS updatesrOMVPOS which contains control variables for vertical post-processing.

. UVSPESM: spectral transformation from grid point space to spectral space: takes the grid-point
wind components, transform them into the spectral divergence/vorticity or velocity potential/stream
function. For more details see documentation about spectral transforms.

Routines of directory “utility".

. CHIEN (or CCHIEN if ALADIN): It controls consistency between defined geometry and
ARPEGE file. In the case of inconsistency it c8lBOR1. For distributed memory computations
are DM-global.

. CPGRIDF: copies a grid point buffer/work file on another buffer/work file. For distributed memory
computations are DM-local.

. DEALFPOS, DEALDDH, DEALCOS, DEALCTV, DEALGES, DEALCAN, DEALSPA,
DEALSC2, DEALSCR, DEALMOD , DEALNMI , DEALLO : deallocate space for global
variables. Respectively for:

. Full-POS variables.
. DDH variables.

. Cost function variables.

. Control variables (arrays depending on the size of the control variable).
. Arrays needed for first guess constraint and for CANARI Ol.

. Analysis grid and diagnostic fields.

. Spectral arrays.
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. Model grid-point buffers and other arrays allocate8 U5C2
. Screening of observations.

. Model fields for screening.

. Other arrays.

Remark DEALCAN is provisionally in directorganari and has to be moved later in directatiity .

EGGDIR: seeSUGENORD but used for ALADIN: the departure geometry is the ALADIN one.
For distributed memory computations are DM-global.

EGGRVS: geography of grid-points, inversion from grid to geographical sphere ARPEGE-
ALADIN. For distributed memory computations are DM-global.

EGGX: geography of grid-points ARPEGE-ALADIN. For distributed memory computations are
DM-global.

EMPTB: memory transfer routine; calEXPAND21, EXPAND31 or EXPANDA41 if unpacking is
required. For distributed memory computations are DM-local.

ENDIOS: closes “MIO" files and deletes them.

EXTFPF: extracts 2D fields from grid-point post-processing file. Writes out the post-processed
fields of the post-processing grid-point buffer. Performs a transpose from ordering by the
NFPROMAL based sub-rows of packets used in the grid-point calculations to an ordering by
fields. The result is in the form of an arr®REAL containing the extracted fields sorted out from
the first subdomain to the last subdomain. For distributed memory this routine performs DM-local
computations on the current processor data only.

EXTGPF: extracts 2D fields from grid-point file. Writes out the model level fields of the model
grid-point buffer. Performs a transpose from ordering byMIRROMA based packets used in the
grid-point calculations to an ordering by fields. The result is in the form of an dPREAL
containing the extracted fields stored from the North pole to the South pole (including the poles)
stored in a compact way taking into account the reduced grid. The result is suitable for being fed
directly to the output routineBAIENC or grib packing routine&SRIBEX. This routine can be
used only for shared memory.

FILLB : memory transfer routine; callBACK21, PACK31 or PACKA41 if packing is required.
Does the inverse operation of routiEVIPTB. For distributed memory computations are DM-
local.

FREEMEM : interface routine to free memory used by pointer allocations.

INCGPF: includes 2D fields into array/work file. Writes in model fields into the model grid-point
buffer. Performs a transpose from ordering by fields to an ordering byRROMA based packets
used in the grid-point calculations. Warning: it is considered IREEAL contains the poles values

in case ARPEGE/IFS. This routine can be used only for shared memory.

IOPACK : interface for writing data on ARPEGE, ALADIN or GRIB files.

MATCLOSE : routine to close rotation or contraction/dilatation matrixes.

MAXGPFV: computes maximum value of a grid-point field. Extracts a field from model work file
or array, then computes its maximum value. If the field is not found, nothing is done. In distributed
memory, each processor reads its own data in the bG&PBUF, then data are collected in the
“main" processor, then the maximum of the field is computed in the “main" processor and
communicated to all the other processors.

Function MGETBUF: selects and reserves a free buffeaf in a non-lagged routine to store
information about a package of latituigeoc. This routine is used only for shared memory.
FunctionMFINDBUF : finds the buffeiibuf in a lagged routine. This routine is used only for shared
memory.
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. FunctionMDONEBUF: releases the buffabuf in a lagged routine when information about the
package of latitudgroc becomes useless. This routine is used only for shared memory.

. MXMAOQOP : product matrix times matrix, also used in spectral computations and spectral
transforms.

. PKGRIDA : packs model grid point variables by writing to then reading from an ARPEGE file. At
the beginning and the end of the routine data are in a buffer or an MIO file. If distributed memory
destoring from buffer or MIO file is DM-local, then a communication between processors collects
data in the “main" processor, then packing by writing/reading on an ARPEGE file is made in the
“main" processor, then packed data are dispatched in all the processors, then each processor stores
its own data on a buffer or an MIO file.

. PKGRIDG : the same aBKGRIDA but for GRIB files.

. SC2RDG memory transfer routine; reads data in a buffer or an 10 file and copies it in a grid-point
array. For distributed memory computations are DM-local.

. SC2WRG: memory transfer routine; reads data in a grid-point array and copies it in a buffer or an
MIO file. Does the inverse operation of routiS&2RDG. For distributed memory computations
are DM-local.

. WRSPBUF: writes additional spectral data on MIO files.

2.8 SQUENCES OF CALLS OF POST-PROCESSING.

2.8.1 Vertical coordinates of post-processing.

Post-processing can be made on pressure levels, height levels, potential vorticity levels, potential temperature lev-
els orn -levels. For post-processing on pressure levels a vertical coordinate linked to pressure (pressure or loga-
rithm of pressure, according to the post-processed variable) is used to compute weights for vertical interpolations.
For post-processing on height levels a vertical coordinate linked to geopotential is used to compute weights for ver-
tical interpolations. For post-processing on potential vorticity levels, potential temperature levels or  -levels an
intermediate state through a pressure-type coordinate is heeded to compute vertical weights.

2.8.2 Sequences of calls: general considerations.

Post-processing for each coordinate is made by different sequences undercontiodSTEPO. Vertical inter-
polations and horizontal interpolations are made by different sequencesaamdier/STEPO. A sequence is de-
fined by nine letters (or zeros) [L1][L2][L3][L4][L5][L6][L7][L8][L9] (variableCLCONF in routine control/
CNT4 andCDCONF in routinecontrol/STEPO).

. L1 controls the 10.

. L2 controls the inverse Legendre transforms.

. L3 controls the inverse Fourier transforms.

. L4 controls the grid-point computations for dynamics and physics.
. L5 controls the grid-point computations for post-processing.

. L6 controls the grid-point computations for assimilation.

. L7 controls the direct Fourier transforms.

. L8 controls the direct Legendre transforms.

. L9 controls the spectral computations.

For example a model integration time-step is defined by the sequence [L1JAAAOOAAA. Additional sequences can
be performed by calls toontrol/SCAN2MSM (SM) or control/SCAN2MDM (DM) under routines other than
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control/STEPOQO. The next subsections will detail sequences for different type of output post-processed data. Note
that writing fields post-processed by a sequence [L2][L3][L4][L5][L6][L7][L8][L9] is managed by the [L1] of the
following sequence.

Abbreviations
. DYN3D: 3D dynamical fields.
. DYN2D: 2D dynamical fields.
. DYN2DGP: 2D dynamical fields always written in grid-point.

. MSLP: mean sea level pressure.

. PHIS: surface orography.

. PS: surface pressure.

. PHYSOL: surface physical fields.

. CFU: cumulated fluxes.

. XFU: instantaneous fluxes.
Remark

CFU and XFU are treated like PHYSOL and not detailed on the following tables.

2.8.3 Global spectral post-processed fields in the same horizontal geometry as the model geometry.
VariableCFPFMT is equal to 'MODEL inNAMFPC

TABLE 2.1 VERTICAL COORDINATE EXTRAPOLATIONS FOR INTERPOLATION T&@D FIELDS

Type of Pressure Height PV 0 n
interpolated variable (with spectaral fit) (without spectral fit) (with spectral fit) (with spectral fit) (with spectral fit)
DYN3D AAAOBOPPP AAAQHO000 AAAQVOPPP AAAQOTOPPP AAAQSOPPP
EO00000000 U00000000 Y00000000 M00000000 Z00000000
DYN2D AAAOHOPPP (PS)
UAAOSOPPP
(oher fields)
Z00000000
PHYSOL, CFU A00000000
or XFU [*]
DYN3D [*] [ [*] [*]
+ DYN2D (PHYSOL) (PHYSOL) (PHYSOL) (PHYSOL)
+ PHYSOL AAAQOHOPPP AAAQOHOPPP AAAQOHOPPP AAAOHOPPP AAAQSOPPP
(DYN3D) (DYN3D + PS) (PS) (PS)
(DYN3D+DYN2D) EAAOHOPPP UAAOSOPPP UAAQOVOPPP UAAOTOPPP
(PS) (other DYN2D) (DYN3D) (DYN3D)
U00000000 Z00000000 YAAQOSOPPP MAAOQOSOPPP

Z00000000 Z00000000

Remarks:

. [¥] corresponds to a sequenc&RIDFPOS - (SCAN2H -  (SCAN2MSM or
SCAN2MDM) - (HPOS+HPOSLAG) with [L5]="P) and WRHFP (with [L1]="I") by-
passingSTEPO. Equivalent to callSTEPO first with sequence 0000P0000 then with sequence
100000000. Since there is no change of horizontal geometry here, horizontal interpolations are
equivalent to identity. This sequence treats surface physical fields, CFU or XFU fields.
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. All sequences called b$TEPO call VPOS, but notHPOS, HPOSLAG andENDVPOS. STEPO
is generally called bpYNFPOS (underCNT4), except the last call tSTEPO (where only [L1] is
non zero) which is called directly NT4.
. CPREP4is never called.
. Headline of organigramme und&NT4 is generally:
. SU4FPOS
. GRIDFPOS -
. SCAN2H - (SCAN2MSM or SCAN2MDM) - (HPOS+HPOSLAG) for
physics or CFU or XFU if post-processing of such fields is required.
. WRHFP to write post-processed physics or CFU or XFU fields.
. DYNFPOS (always called)DYNFPOS calls one or severéd TEPO sequences according
to the 3D or 2D dynamical fields to post-process (call to vertical interpolations only). Direct
spectral transforms are called for fields to be fitted. Writing on files is made by routine

WRSFP.
. STEPO (last call for the case where only [L1] is hon zero); writing on files is made by
routineWRSFP.
. Forn as the vertical coordinate, the sequence is the same eithgr the values are a subset of model
values or not.
. All 3D variables are directly interpolated by vertical interpolations unde®©s, there is no call to
ENDVPOS.
. Spectral fit is compulsory to post-process velocity potential and stream function.
. For height coordinate, the switch controlling spectral fit is not available in namelist and is set to

.FALSE. when only 3D dynamical fields are post-processed. So there is no spectral fit and 3D
dynamical fields are provided in grid-point values.

. When spectral fit is activated, post-processed fields are spectral ones for 3D dynamical fields,
surface pressure, mean sea level pressure and orography, grid-point ones for the other 2D
dynamical fields, the surface physical fields, the CFU and XFU.

. For n coordinate, post-processing of surface pressure is considerednas a -coordinate post-
processing on surfagg = 1 ([L5]='S’). For other vertical coordinates, post-processing of surface
pressure is considered as a height coordinate post-processing on Zu0fgies]="H).

. Unavailable variables:
. Post-processing of velocity potential and stream function is not available for height
coordinate.
. Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even
if required for pressure (resp. potential vorticity, potential temperature) coordinate.
. Post-processing of stretching deformation and shearing deformation is not available if

FULL-POS is made in a semi-Lagrangian job.

2.8.4 Global spectral post-processed fields in a horizontal geometry different from the model geometry.

Variable CFPFMT is equal to 'GAUSS’ and variableFPSPEC is .TRUE. inNAMFPC (pseudo-configuration
927). This configuration requires a spectral fit in the arrival geometry.

RoutineCPREP4is always called. Organigramme has recursivity and is of the following @p&:0 (model ge-
ometry) -  set-up, control routines, includi@NT4. Headline of organigramme under this call@dlT4 does
not depend on the vertical coordinate of post-processing and on the list of post-processed variables, and is gener-
ally:
. SU4FPOS
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. CPREP4 -,
. GRIDFPOS -

. SCAN2H - (SCAN2MSM or SCAN2MDM) - (HPOS+HPOSLAG) for
physics or CFU or XFU if post-processing of such fields is required.

. WRHFP to write post-processed physics or CFU or XFU fields on unit 91.

. DYNFPOS (always called):

. first call to STEPO: inverse Legendre transform; thenrSGQAN2H -
(SCAN2MSM or SCAN2MDM) - ): inverse Fourier transform and horizontal
interpolations HPOS + HPOSLAG) on model n -levels for grid-point model
variables (wind components, temperature, humidity, surface pressure, surface
orography).

. second call t&sTEPO: writing grid-point interpolated fields on model layers on unit
91 (routineWRHFP).

. CNTO (output geometry).

CNTO (output geometry) - set-up, control routines, including:
. a call to SPECFITASM under CNT1: spectral transformation of model fields (except wind
components) and surface orography in unit 91, computation of spectral stream function and
velocity potential on model -levels, writing of all these fields on unit 91.
. a call toCNT4.

Headline of organigramme under this calCiNT4 is generally:
. SU4FPOS
. CPREP4 -
. GRIDFPOS -

. SCAN2H - (SCAN2MSM or SCAN2MDM) - (HPOS+HPOSLAG) for
physics or CFU or XFU if post-processing of such fields is required (horizontal
interpolations are equivalent to identity in this case).

. WRHFP to write post-processed physics or CFU or XFU fields on unit 54.
. DYNFPOS (always called)DYNFPOS calls one or severédd TEPO sequences according

to the 3D or 2D dynamical fields to post-process (call to vertical interpolations, horizontal

interpolations are neutral here). Direct spectral transforms are called for fields to be fitted.

. STEPO (last call for the case where only [L1] is non zero, roMifiRSFP).
. CNTO (return to model geometry to continue integration if required).

Post-processed fields are written on unit 54.

Under the first call taCNTO one finds the following sequences®TEPO: AAAOMOO00O (vertical interpolations

on departure geometry, simple copy on mogel -levels), then 0000A0000 (horizontal interpolations on grid-points
of the arrival geometry), then Z00000000. It is planned in the future to merge the two sequences AAAOMO000 and
0000A0000 into one sequence AAAOAOOO0O but that needs some code development: such a modification will allow
to save memory.

Under the second call BNTO one finds the same sequenceS®EPOas in the case without change of geometry
(variableCFPFMT equal to 'MODEL inNAMFPC, see above).

Remarks, restrictions of use:

APACHE is called if post-processing on heightrpr  -levels.
. ENDVPOS is theoretically called if post-processing on height gr -levels to post-process
dynamical variables which are not model variables (does not work in cycles 17 and 18). In practical

78
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 2 ‘FULL-POS post-processing and interpolation’ 5“‘,

configurations callingENDVPOS are not completely coded, $6NDVPOS is never called for
configurations which work.

. It is necessary to post-process at least physical surface fields, in the contrary fields are not written in
the first call toCNTO but read in the second call@NTO (abort when reading inexistant fields).

. Names of articles cannot be changed in namedflAFN .

. For n vertical coordinate, the sequence is the same eithey the values are a subset of model values
or not.

. Spectral fit is compulsory to post-process velocity potential and stream function.

. For height coordinate, the switch controlling spectral fit is not available in namelist and is set to

.FALSE. when only 3D dynamical fields are post-processed. So there is no spectral fit and 3D
dynamical fields are provided in grid-point values.

. When spectral fit is activated, post-processed fields are spectral ones for 3D dynamical fields,
surface pressure, mean sea level pressure and orography, grid-point ones for the other 2D
dynamical fields, the surface physical fields, the CFU and XFU.

. Restrictions of use fon -coordinate:
. If no change of vertical coordinate, the number of levels to be post-processed has to be the
model number of levels.
. If change of set of vertical levels, the number of levels to be post-processed has to be the
number of levels specified in nameMNAMFPG.
. 3D variables which can be post-processed: temperature, stream function (if spectral fit),

velocity potential (if spectral fit), horizontal wind components, specific humidity, wind
velocity, absolute vorticity, pressure.

. Variables which cannot be post-processed: geopotential (operand range error abort), relative
humidity (operand range error abort), vertical velocity (no abort but post-processing not
made), divergence and vorticity (abort fiTDIRH ), potential temperature (operand range
error abort), liquid and solid water (no abort but post-processing not made), moist
irreversible adiabatic potential temperature (abort with negative value in a logarithm), cloud
fraction (no abort but post-processing not made), equivalent potential temperature (operand
range error abort), stretching deformation (no abort but post-processing not made), shearing
deformation (no abort but post-processing not made), potential vorticity (no abort but post-
processing not made), wet potential vorticity (no abort but post-processing not made).

. Restrictions of use for height coordinate:
. 3D variables which can be post-processed: temperature, horizontal wind components,
specific humidity, wind velocity, absolute vorticity, pressure.
. Stream function and velocity potential cannot be post-processed due to the fact that there is
no spectral fit.
. Other variables which cannot be post-processed: geopotential (operand range error abort),

relative humidity (operand range error abort), vertical velocity (no abort but post-processing
not made), divergence and vorticity (abort HFTDIRH ), potential temperature (operand
range error abort), liquid and solid water (no abort but post-processing not made), moist
irreversible adiabatic potential temperature (abort with negative value in a logarithm), cloud
fraction (no abort but post-processing not made), equivalent potential temperature (operand
range error abort), stretching deformation (no abort but post-processing not made), shearing
deformation (no abort but post-processing not made), potential vorticity (no abort but post-
processing not made), wet potential vorticity (no abort but post-processing not made).

. Other restrictions of use:
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. Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even
if required for pressure (resp. potential vorticity, potential temperature) coordinate.
. Post-processing of stretching deformation and shearing deformation is not available if

FULL-POS is made in a semi-Lagrangian job.
. Residual bugs in cycles 17 and 18:

. Potential vorticity or potential temperature coordinate: works when no 2D dynamical
variable is interpolated but aborts ®PEPT called byPOS when 3D and 2D dynamical
variables are post-processed (logarithm of a negative value).

. Post-processing only 2D dynamical variables without any other variable generates an abort
in POS in the second part of the configuration 927 with the diagnostic 'ETA LEVELS
SELECTION IMPOSSIBLE'.

A solution to run not working configurations is to perform two calls to FULL-POS, first a configuration 927 which
creates an historic file in the final geometry (new  coordinate), then a FULL-POS run without change of horizon-
tal geometry and with global spectral outpi@&PFMT="MODEL).

2.8.5 Global grid-point post-processed fields in the same horizontal geometry or in a different horizontal
geometry as the model geometry.

VariableCFPFMT is equal to 'GAUSS’ and variableFPSPECis .FALSE. inNAMFPC. This configuration does

not require any spectral fit in the arrival geometry. Spectral fit can be done in the departure geometry. The case
where there is no change of horizontal geometry uses the same computations and is not distinct from the case with
change of horizontal geometry: in this particular case horizontal interpolations are made but equivalent to identity.

2.8.6 Spectral fit.

TABLE 2.2 VERTICAL COORDINATE EXRAPOLATIONS FOR INTERPOLATION TC2D FILEDS

Type of interplated Pressure Height PV 0
variable (with spectral fit) (without spectral fit) (with spectral fit) (with spectral fit) (with spectral fit)
DYN3D AAAOBOPPP AAAOMO000 AAAQVOPPP AAAQOTOPPP AAAOMO000
OPPOA0000 OPPOA0000 OPPOA0000 OPPOA0000 0000E0000
E00000000 0000L0000 Y00000000 MO00000000 0000Y0000
U00000000 Z00000000
DYN2D AAAOBOPPP
OPPOAO000

(DYN2DGP + MSLP
+
PHIS)
EAAOMO000
000020000
0000L0000
0000L0000
(PS)
100000000

PHYSOL, CFU [
or XFU A00000000

80
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 2 ‘FULL-POS post-processing and interpolation’

3

TABLE 2.2 VERTICAL COORDINATE EXRAPOLATIONS FOR INTERPOLATION TC2D FILEDS

Type of interplated Pressure Height PV 0 n
variable (with spectral fit) (without spectral fit) (with spectral fit) (with spectral fit) (with spectral fit)
DYN3D+ DYN2D * * [* [* |
(PHYSOL) (PHYSOL) (PHYSOL) (PHYSOL) (PHYSOL)
AAAOBOPPP AAAOBOPPP AAAOBOPPP AAAOBOPPP AAAOBOPPP
OPPOAO000 OPPOA0000 OPPOA0000 OPPOA0000 OPPOA0000
(DYN2DGP +MSLP + (DYN2DGP +MSLP + (DYN2DGP +MSLP + (DYN2DGP +MSLP + (DYN2DGP +MSLP +
PHIS+ DYN3D) PHIS) PHIS) PHIS) PHIS)
EAAOMO000 EAAOMO000 EAAOMO000 EAAOMO000 EAAOMO000
0000Z0000 0000Z0000 0000Z0000 0000Z0000 0000EO000
0000L0000 0000L0000 0000L0000 0000L0000 0000Y0000
(PS) (PS + DYN3D) (PS) (PS) (PS + DYN3D)
U00000000 U00000000 UAAOVOPPP UAAQTOPPP Z00000000
OPP0OA0000 OPPOA0000
(DYN3D) (DYN3D)
Y00000000 MO00000000

Remarks

[¥] corresponds to a sequenc&RIDFPOS -  (SCAN2H -  (SCAN2MSM or
SCAN2MDM) - (HPOS+HPOSLAG) with [L5]='P’) and WRHFP (with [L1]="I") by-
passingSTEPO. Equivalent to callSTEPO first with sequence 0000P0000 then with sequence
100000000. This sequence treats surface physical fields, CFU or XFU fields.
Sequences called ISTEPO with [L5]='A, 'Z’ or 'E’ call ( HPOS+HPOSLAG).
All sequences called b8 TEPO with [L5]="B’, 'M’, 'V’ or T’ call VPOS. STEPO is generally
called byDYNFPOS (underCNT4), except the last call tSTEPO (where only [L1] is hon zero)
which is called directly bZNT4.
Sequences called IFTEPO with [L5]="L" or 'Y’ call ENDVPOS, but exist only if variables other
than model variables are post-processed.
CPREP4is never called.
Headline of organigramme undéNT4 is generally:
. SU4FPOS
. GRIDFPOS -
. SCAN2H - (SCAN2MSM or SCAN2MDM) - (HPOS+HPOSLAG) for physics
or CFU or XFU if post-processing of such fields is required.
. WRHFP to write post-processed physics or CFU or XFU fields.
. DYNFPOS (always called)DYNFPOS calls one or severédd TEPO sequences according
to the 3D or 2D dynamical fields to post-process: call to horizontal interpolations only if
[L5]="A, 'Z' or 'E’, vertical interpolations before horizontal interpolations only if
[L5]="B’, 'M’, 'V’ or 'T’, vertical interpolations after horizontal interpolations only if
[L5]="Z’ or 'E’, ENDVPOS only if [L5]="L" or 'Y’. Direct spectral transforms are called
for fields to be fitted.
. STEPO (last call for the case where only [L1] is non zero, roMifiRHFP).
Forn vertical coordinate, the sequence is the same either the  values are a subset of model values
or not.
ENDVPOS: s called only if post-processing of 3D variables other than model variables is wanted,
and for height on coordinates only ([L5]="L’ or 'Y’).
APACHE is called only if post-processing of model variables and height or  vertical coordinate
(case [L5]="M).
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Spectral fit is compulsory to post-process velocity potential and stream function.
For height coordinate, the switch controlling spectral fit is not available in hamelist and is set to
.FALSE. when only 3D dynamical fields are post-processed. So there is no spectral fit.
For n coordinate, there is no spectral fit for 3D dynamical variables, shRidts is not used.
When spectral fit is activated, post-processed fields are fitted for 3D dynamical fields (exgept if
vertical coordinate), mean sea level pressure and orography.
For n coordinate, post-processing of surface pressure is considerednas a -coordinate post-
processing on surfacg = 1 (sequence [L1JAAOMO0O0O followed by 0000EO0O00 + 0000Y0000).
For other vertical coordinates, post-processing of surface pressure is considered as a height
coordinate post-processing on surfate) (sequence [L1JAAOMO000O followed by 0000Z0000 +
0000L0000).
Restrictions of use fon -coordinate or height coordinate:
. 3D variables which can be post-processed:

. Temperaturd.

. Horizontal wind componentd andV, wind velocity.

. Specific humidity (moisture)

. Relative humidityHU.

. Potential temperaturé
. Moist (irreversible) pseudo-adiabatic potential temperafiyre
. Equivalent potential temperatufg
. Passive scalars (maximum of three).
. Pressurep;,yq
. Possibility to post-process three additional free upper air fields.
. 3D variables which cannot be post-processed (abort due to the fact that there is no spectral
fit):
. Velocity potentialy .
. Stream functiory
. Other 3D variables which cannot be post-processed (post-processing not made even if
required):
. Geopotentiap .
. Ice content; .
. w (pressure coordinate vertical velocity).
. Relative vorticityC .
. DivergenceD.
. Liquid water content,
. Cloudinessg,

. Absolute vorticity + f .

. Stretching deformatioBTD

. Shearing deformatioS8HD.

. Potential vorticityPV.

. Wet potential vorticityPV , .
Other restrictions of use:

. Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even
if required for pressure (resp. potential vorticity, potential temperature) coordinate.
. Post-processing of stretching deformation and shearing deformation is not available if

FULL-POS is made in a semi-Lagrangian job.
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2.8.7 No spectral fit.

Sequence [L1][L2][L3][L4][L5]OPPP followed by OPPO[L5][L6][L7][L8][L9] is replaced by sequence
[L2][L2][L3][L4][L5]0000 followed by 0000[L5][L6][L7][L8][L9]. Routine SPOSis no longer called.

2.8.8 Grid-point post-processed fields in a ALADIN limited area domain.

VariableCFPFMT is equal to 'LELAM’ and variable FPSPEC is .FALSE. inNAMFPC.
Same sequences and same organigramme as in tHeFRREMT ="GAUSS’ andLFPSPEC=.FALSE. .

2.8.9 Grid-point post-processed fields in a latitude-longitude limited area domain.

VariableCFPFMT is equal to 'LALON’ and variable FPSPEC is .FALSE. inNAMFPC.
Same sequences and same organigramme as in theFRREMT ='"GAUSS’ andLFPSPEC=.FALSE. .

2.8.10 Mixed ARPEGE/IFS-ALADIN FULL-POS configurations: spectral post-processed fields in a limited
area domain.

VariableCFPFMT is equal to 'LELAM’ and variabld FPSPEC s .TRUE. inNAMFPC (pseudo-configuration
E927). ALADIN libraries are necessary in this case (take ALO7 ALADIN library and CY16T1_ALO7 ARPEGE/
IFS library). The first call t€ NTO makes an ARPEGE/IFS run, the second one makes an ALADIN run.

Same sequences and same organigramme as in theEREMT ="GAUSS’ andLFPSPEC=.TRUE. with change
of horizontal geometry (pseudo-configuration 927).

2.8.11 Pure ALADIN FULL-POS configurations.

ALADIN libraries are necessary in this case (take ALO7 ALADIN library and CY16T1_ALO7 ARPEGE/IFS li-
brary).

. CFPFMT='MODEL’, LFPSPEC=.FALSE.: spectral outputs on an ALADIN domain which is
identical to the model ALADIN domain. Same sequences as in the &SBRMT="MODEL,
LFPSPEC=.FALSE.) of ARPEGE/IFS. One call ©NTO, no call totCPREP4.

. CFPFMT='LELAM’, LFPSPEC=.FALSE.: grid-point outputs on an ALADIN domain which is
included in the model ALADIN domain. Cannot work if the required post-processing ALADIN
domain is not included in the model ALADIN domain. Same sequences as in the case
(CFPFMT='LELAM’, LFPSPEC=.FALSE.) of ARPEGE/IFS. One call t&€NTO, no call to
CPREP4

. CFPFMT='LALON’, LFPSPEC=.FALSE.: grid-point outputs on some LALON domains which
are included in the model ALADIN domain. Cannot work if the required post-processing LALON
domains are not included in the model ALADIN domain. Same sequences as in the case
(CFPFMT='LALON’, LFPSPEC=.FALSE.) of ARPEGE/IFS. One call t&€NTO, no call to
CPREPA4

. CFPFMT ='"GAUSS’, LFPSPEC=.FALSE. has no sense for ALADIN.

. CFPFMT='LELAM’, LFPSPEC=.TRUE.: pseudo-configuration EE927, spectral outputs on an
ALADIN domain which is included in the model ALADIN domain. Cannot work if the required
post-processing ALADIN domain is not included in the model ALADIN domain. Same sequences
as in the caseCFPFMT='LELAM’, LFPSPEC=.TRUE.) of the pseudo-configurations 927 end
E927. Two calls t&€NTO with LELAM =.T., CPREP4is called.
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2.9 SHME SHARED MEMORY FEATURES :

2.9.1 Calculations packets:

Grid-point computations:

In the grid-point space there is a subdivision of the grid-pointsiB0BR+NDGSUR packets of lengttNPRO-
MA (the useful number of values in each packet is lower or equalMRROMA). These packets contain the ex-
tra-longitudes. Some packets can contain polar and extra-polar latitudes R&R@MA -packet always contains
a set of complete latitudes, 8SPROMA s always greater or equal th&tDLON +3. For the FULL-POS there is
a second subdivision into sub-packets of lengEPROMAL containingNFPROF useful points for computations
at the points of the arrival horizontal geometry (routi#d$RFPBUF SUWFPBUF, HPOSLAG and ENDV-
POS). More details will be given later for the data transmission for horizontal interpolations.

One 2D field hadN\GPTOT points.NGPTOT does not take account of the extra-longitudes, the poles and the ex-
tra-polar latitudes. When counting the additional points due to extra-longitudes, poles and the extra-polar latitudes
one obtains a total amount BBDY SZ points. For shared memory the variabMGPTOTG andNGPTOTMX

are equal tdNGPTOT. All these variables take account of the reduced Gaussian/Lobatto grid. It is assumed and
hardcoded that there are one western extra-longitude and two eastern extra-longitudes. Lpogitlidealways

the “Greenwich" meridian of the computational sphere.

Fourier transforms:

Fourier transforms are done latitude by latitude for ddEfROMA -packet. Data reorganisation is necessary in the
Fourier space between the zonal wave structure necessary for Legendre transforms and the latitudinal structure nec-
essary for Fourier transforms.

Legendre transforms:
Legendre transforms are done zonal wave number by zonal wave number.
Filtering in spectral space:

Filtering in spectral space is done zonal wave number by zonal wave number. ASRIOBcurrently treats only
one zonal wave number.

2.9.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to HPOSLAG:
interpolation buffers.

First one associates to each interpolation point, which is generally not a model grid-point, an “associated" model
grid-point which currently satisfies to the following rule:

. the “associated" model grid-point is on the longitude immediately west to the interpolation point.

. the “associated" model grid-point is on the latitude immediately south to the interpolation.

Interpolations use data of points which are not necessary on the same latitude as the interpolation point. Thus in-
terpolation routines need to have access to a limited number of latitudes north and south of the “associated" model
grid-point latitude. Interpolation points are collected so that a clROSLAG for horizontal interpolations treats

a set of points (defined by the two arrdygPBSRandNFPROF), the “associated” model grid-points set of which

is a model package of latitudes (of dimension lower or equal MRROMA), so one can name this set of grid-

points the “associated" model grid-point package of latitudes. The number of packages of latitudes north and south
of the “associated" model grid-point package of latitudes is precomputed in the subi®uUtE@2so as the grid-

points necessary for interpolations are always in this set of packages of latitudes. For example, if oNgae&es

ages of latitudes north ardl packages of latitudes soutN {s stored in variabl&FPWIDE) of the “associated"
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model grid-point package of latitudes (which is denotedhlay), computations of interpolation quantities (made

in subroutineHPOS) must be performed for the packages of latitudies-N to nlat+N before making interpola-

tions of points, the “associated" model grid-point of which is localised on the package of latitudes mignber

This is the reason of splitting the grid-point computations into two parts, one non-laggetHp@s] and one

lagged partliPOSLAG). Quantities to be interpolated are computed in the non-lagged part and interpolations are
performed in the lagged part. Of course all grid-point data are not kept in memory between the non-lagged part and
the lagged part, in order to save memory (and use the input-output scheme). Data for packages ofriiiithdes

to nlat+N is stored in interpolation buffer arrays call@®FPBUF1 and PFPBUF2 in HPOS, HPOSLAG and
SCAN2MSM and local arrayZ FPBUF1 andZFPBUF2 in the routineSSCAN2H. The following considerations

made folPFPBUF1are valid foPFPBUF2

PFPBUF1contains the buffers for some variables to be interpolated. The first dimendRiFRBUF1is NPRO-

MA . (NPROMA is above the maximum number of longitudes per latitude + 3 and is defined in the nawAdiist
DYN and is used to dimension arrays containing only data of the package of latitat}e3 he second dimension

of PFPBUF1 is the number of 2D horizontal fields to be horizontally interpolated. The second element of
PFPBUFL1is used to identify the the FULL-POS quantity to be interpolated (local vari&hl® computed in
HPOS). The third dimension dPFPBUF1is NFPB1 (dummy variabl&KFPB1 in HPOS), to make available a set

of latitudes flat-N to nlat+N) in the lagged part of the grid-point computations. The third element of array
PFPBUF1for storage of the current latituaiat is denoted by the local integer variathkl in HPOS andHPO-
SLAG. NFPB1is computed in the set-up routir8JSIZBUF called bySUSC2in a rather complicated way. Its
value is close (but not always equal) to 2NIFASKS+NDGSUR (NTASKS is the number of task§DGSUR is

the number of extra-latitudes). Attribution of buffers is made undleOS by calling the functiorMGETBUF :

this function searches for a free buffer to store the data currently treatdBO¥; if there is no free buffer routine
MGETBUF generates aABOR1 and that means th&FPB1 has an unsufficient value.

Fig. 2.3 shows how data is arranged in interpolation buffers in the case of asking for post-processing of two vari-
ablesX andY on four layers numbered 1, 2, 3,M52, in the non-lagged and lagged parts of the grid-point com-
putations.IFLDX and IFLDY are the corresponding second dimension in afP&l corresponding to layer
number 1F is a mapping: packages of latitudes are not necessary in order in the interpolation buffer arrays in the
lagged part of grid-point computations. In the example shown in figure 11.1:

. F(nlat-2) =nlat+2

. F(nlat-1) =nlat-2

. F(nlat ) =nlat-1

. F(nlat+1) =nlat

. F(nlat+2) =nlat+1

i.e. buffer 1 containslat+2 data, ..., buffer 5 contaimgat+1 data. In interpolation routines one needs to know the
number of the buffer where data corresponding to a latitude denotd@hbycan be found. This information is
computed irHPOSLAG by calling functionMFINDBUF, before interpolations, and stored in the anByFP1.
In the example shown in figure 11.1, that gives:

. if latitude JGL is in the package of latitudekat-2, IBUFP1(JGL)=2.

. if latitude JGL is in the package of latitudekat-1, IBUFP1(JGL)=3.

. if latitude JGL is in the package of latitudekat , IBUFP1(JGL)=4.

. if latitude JGL is in the package of latitudekat+1, IBUFP1(JGL)=5.

. if latitude JGL is in the package of latitudekt+2, IBUFP1(JGL)=1.

In this example the local variablB1 is equal to 4 irHPOS andHPOSLAG. When interpolations are doh#PO-
SLAG calls a functionMDONEBUF which searches for the useless buffers: if data for the package of latitudes
nlat-2 becomes useless for the following interpolatidi3ONEBUF sends a sort of message tHBitFP1=2 (the
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buffer number 2) will be free to store data of another package of latitudes when callingR@&En

Set-up routine€PCLIMI andCPCLIMO use the same logics but in a simpler way: all interpolation buffers are
completely filled for all latitudes before the interpolations, so functidsd&ETBUF, MFINDBUF and
MDONEBUF are not used. Similar features are useBRMODPREC to modify the precipitations before inter-
polations: an interpolation buffer and some routines coded like interpolation rouiR&CAW?2, FPOLIS) are
used.

One uses arrays with horizontal dimensiRROMA . OneNPROMA -length array can contain several latitudes.
In interpolation routines one needs to know the posilBOF in a NPROMA -dimensionned array of data con-
cerning the point of coordinates (longitude numb&t:ON, latitude numberdGL). The arrayNSTABUF com-
puted in subroutin8USC2gives this informationJROF=JLON +NSTABUF(JGL).

Contrary to what occurs in the semi-Lagrangian scheme, the number of interpolation points (\WFBREPL)

is not equal to the number of model grid-points (varidd@PTOT). So there is no mapping between the interpo-
lations points and the model grid-points contrary to the semi-Lagrangian scheme where there is a mapping between
the interpolation point (origin or medium point of the semi-Lagrangian trajectory) and the model grid-point (cor-
responding arrival point of the semi-Lagrangian trajectory). So there is need to associatdPRIDMA packets

a certain amount of FULL-POS interpolation points which are subdivisedNR®BSR subpackets of length low-

er or equal thalNFPROMAL (the actual length is iNFPROF). Computations are made in the set-up routines
SUFPSC2andSUFPSC2B In SUFPSC20ne computes:

. for each NPROMA -packet numbeijsibr: NFPLENR (jslbr) is the number of post-processing
points associated to thHPROMA -packet numbeijslbr. Some statistics abolFPLENR are
printed (mean, minimum, maximum, standard deviation, number of zero valNEPLENR).

. then one defineFPROMAL which will control the additional subdivision.

. then one computes the numiiFPBSR of subpackets necessary to store allfiePLENR values
in aNFPROMAL -dimensioned array.
. NFPSTAP is used to count the total number of sub-packets for all the post-processing points.

NFPSTARP(slbr) is the total number of subpackets for all tN@ROMA -packets numbered from
NDGSAG tojslbr-1.

In SUFPSC2B

. for each sub-packegbsr from 1 to NFPBSR(jslbr) one computes the number of FULL-POS
interpolated data to be stored (arfdifPROF); the current rule iSNFPROF(NFPSTAP(jslbr)+1)
to NFPROF(NFPSTAP(jslbr)+NFPBSR(jslbr)-1) are equal to NFPROMAL,
NFPROF(NFPSTAP(jslbr)+NFPBSR(jslbr)) is equal to the remaining number of points to store.

. for each post-processing point numljigr. if jfp2 is the position in a dataset of lengFPROF,
jslbr the number of the associatddPROMA -packet andjbsr the number of the sub-packet
between 1 toNFPBSR(slbr), the arrayNFPSORT provides the informatiolNFPSORT(jfp2,
NFPSTAP(slbr)+jbsr) =jfp

. some other quantities are computed to store or read interpolated FULL-POS data in buffers or MIO
files using the routineSC2RDG andSC2WRG.
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Figure 2.3 Memory management of FULL-POS arrays in non-lagged and lagged parts of horizontal
interpolations for shared memory environment.

2.10 SME DISTRIBUTED MEMORY FEATURES

2.10.1 Calculations packets:

Grid-point computations:

One processor treaGPTOT points (a part of the Gaussian/Lobatto grid points). The total amount of grid-points

for all the processors NGPTOTG. The maximum value dRGPTOT is NGPTOTMX . In the grid-point space

there is a subdivision of the current processor grid-pointsN@®@BLKS=int[(NGPTOT+NPROMA-1)/NPRO-

MA] packets of lengttNPROMA (the useful number of values in each packet is lower or equalNiRROMA).

These packets do not contain neither extra-longitudes nor polar or extra-polar latitudes NRROMA -packet

does not always contain a set of complete latitudes. This subdivisioNIRROMA -packet only concern not

lagged computations. Lagged computations (interpolations) are made at one time foNHHRR&PL FULL-

POS points treated by the current processor. For the FULL-POS lagged computations there is a second subdivision
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into sub-packets of lengtiFPROMAL containingNFPROF useful points for computations at the points of the

arrival horizontal geometry (routin&JRFPBUF, SUWFPBUF, HPOSLAG andENDVPOS). More details will

be given later for the data transmission for horizontal interpolations. One 2D fielGB3OTG points divided

into NPROCA*NPROCB sets ofNGPTOT points treated by each proces®¢GPTOT does not take account of

the extra-longitudes, the poles and the extra-polar latitudes. Vahiiky'SZ is equal taNGPTOT. All these var-

iables take account of the reduced Gaussian/Lobatto grid. It is assumed and hardcoded that there are one western
extra-longitude and two eastern extra-longitudes. The DM-global longjiakel is always the “Greenwich” me-

ridian of the computational sphere. All the vertical levels and the variables corresponding to a same grid-point are
treated by the same processor. There are necessary transpositions (reorganisation of data) between grid point com-
putations and Fourier transforms because Fourier transforms need complete latitudes.

Fourier transforms:

Fourier transforms are done latitude by latitude for ddBIROMA -packet. A processor treats a subset of latitudes,

one latitude at the time. A processor can treat only a subset of the vertical leRR{®CB>1). Data reorgani-

sation and transpositions are necessary in the Fourier space between the zonal wave structure necessary for Legen-
dre transforms and the latitudinal structure necessary for Fourier transforms.

Legendre transforms:

Legendre transforms are done zonal wave number by zonal wave number. A processor treats a subset of zonal wave
numbers, one zonal wave number at the time.

Filtering in spectral space:

Filtering in spectral space is done zonal wave number by zonal wave number. ASRIOBcurrently treats only
one zonal wave number. A processor treats a subset of zonal wave numbers, one zonal wave number at the time.

2.10.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to HPOSLAG:
interpolation buffers.

First one associates to each interpolation point, which is generally not a model grid-point, an “associated" model
grid-point which currently satisfies to the following rule:
. the “associated" model grid-point is on the longitude immediately west to the interpolation point.
. the “associated" model grid-point is on the latitude immediately north to the interpolation point if
the interpolation point is not between the Gaussian/Lobatto North pole and the first Gaussian/
Lobatto latitude; in the contrary one takes the first Gaussian/Lobatto latitude.

This associated model grid-point is always between the latitudes IR@ELG (it is never a pole or an extra-polar
latitude point). The processor which treats the FULL-POS interpolation point is the processor which treats this as-
sociated model grid-point.

Interpolations use data of points which are not necessary on the same latitude and longitude as the interpolation
point. Thus interpolation routines need to have access to a limited number of surrounding latitudes and longitudes
which are not necessary treated by the current processor. Interpolation points are collected so thaH®€xall to

SLAG for horizontal interpolations treats a set of points (defined by the two aNBPBSR andNFPROF), the
“associated” model grid-points set of which iN&PTOT set which is treated by one processor. The number of
surrounding latitudes and longitudes rows necessary for interpolations but which do not belong to the current proc-
essor is precomputed in the subroutBldSC2(variableNFPWIDE). This is a sort of “halo" belonging to some

other processors. Due to the “halo” there is still need to split calculations into not laggedi&@S)(and lagged

ones HPOSLAG). Quantities to be interpolated are computed in the non-lagged part and interpolations are per-
formed in the lagged part. IHPOS, only data of the current processor (without any extra-longitudinal data nor
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polar and extra-polar data) are computed. For allNFEROMA -packages treated by the current processor these
data are stored in the array®PBUF1 and PFPBUF2 in HPOS (also calledPFPBUF1 and PFPBUF2 in
SCAN2MDM). Then some communication routines are calle8@AN2MDM to constitute the haldz=PADD3P

does a memory transfer in a bigger interpolation buffer where some place is let for extra-longitudes (assumption is
made that interpolations use only the data of 2 longitudes west and 2 longitudes east) and the halo (buffers
ZFPBUF1 andZFPBUF2in SCAN2MDM). FPREAD andFPWRIT do processor communication to constitute

the halo (receives and sends data from some other proce$¥®E¥TPOL add data of extra-polar latitudes in the

halo when necessary. The first dimensiorz6PBUF1 andZFPBUF2 is NAFPB1 which is the total number of

points one needs for the interpolatiodAFPB1 is greater thalNGPTOT). The second dimension gFPBUF1
andZFPBUF2 is the same as fd?PFPBUF1andPFPBUF2 the number of 2D fields to be interpolated. When all
theNAFPB1 dataset is constituted, the lagged pdIROSLAG is called which do horizontal interpolations for all
theNFPRGPL to be interpolated.

Contrary to the shared memory case, HeROMA -packets subdivision no longer exist in the lagged part of the
computationsiPOSLAG, ENDVPOS) for distributed memory, the only subdivision existing for lagged compu-
tations is theNFPROMAL -packets one. FunctiofddGETBUF, MFINDBUF andMDONEBUF are useless. It

is planned in the future to reintroduce an intermedBROMA subdivision for lagged computations, in order to
save memory, especially if there are a few numbers of processors.

Set-up routine€PCLIMI andCPCLIMO use the same logics. Similar features are usédeFMODPREC to
modify the precipitations before interpolations: an interpolation buffer and some routines coded like interpolation
routines FPSCAW?2, FPOLIS) are used.

Concerning the computations B8JUFPSC2and SUFPSC2B the principal change compared to shared memory
case is that there is no intermedi&ifEROMA -packets subdivision for interpolations, so there is only one packet
jslbr=1 of NFPRGPL FULL-POS interpolations points which is divided inti-PBSRsubpackets of length lower

or equal thalNFPROMAL . That make simpler the computationsSFPSC2andSUFPSC2B Remaining con-
siderations are the same. For details about the calculations dSH-RSC2andSUFPSC2B see the correspond-
ing description of the shared memory case, repiatte varies fromNDGSAG to NSLBR’ by ’jslbr=1".

2.11 PARAMETER VARIABLES TO BE KNOWN

2.11.1 Parameter PARFPOS.

Contains basic dimensions for FULL-POS post-processing (in parenthesis, value currently attributed). All varia-
bles are DM-global.

. JPOSDOM : maximum number of horizontal (sub)domains (15).
. JPOSFRQ: maximum number of output frequencies (10).

. JPOSLEN : maximum length of a (sub)domain name (7).

. JPOSLIS : maximum number of groups of subdomains (10).

. JPOSDIR : maximum length of the path (or prefix) for the output files (180).
. JPOSLE : maximum number off -levels on the output subdomain (200, sadeMXSLE ).

. JPOSGL : maximum number of latitude rows of the output Gaussian/Lobatto grid (1001, same as
JPMXGL).

. JPOS3DF: maximum number of specific 3D dynamical fields (45).

. JPOSSCVA maximum number of post-processable passive scalars (3).

. JPOS2DF: maximum number of specific 2D dynamical fields (15).
. JPOSPHY : maximum number of surface fields (110).
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. JPOSCFU: maximum number of cumulated fluxes (60).

. JPOSXFU : maximum number of instantaneous fluxes (50).

. JPOS3P: maximum number of post-processing pressure levels (30).

. JPOS3H: maximum number of post-processing height (above orography) levels (65).
. JPOS3TH : maximum number of post-processing potential temperature levels (10).

. JPOS3PV: maximum number of post-processing potential vorticity levels (10).

. JPOS3S: maximum number of post-processing -levels (200, saniP@SLE).

. JPOSVSO: maximum number of climatologic fields of output format (20).

2.12 COMMON /MODULE AND NAMELIST VARIABLES TO BE KNOWN

2.12.1 PTRFPB2.

Contains variables and pointers for grid point fields used for horizontal post-processing. Variables are initialised in
setup routinesetup SUFPSC2B No variable in namelist. All variables are DM-global.

List of variables:

. NFPVTO: number of auxiliary surface grid point fields.

. MATSO : pointer for output surface temperature.

. MATSI : pointer for interpolated surface temperature.

. MAHSO : pointer for output surface relative moisture.

. MASDO : pointer for (standard deviation of orograptoy)*

. MADOU : pointer for zonal component of topography principal axis.

. MADOQV : pointer for meridian component of topography principal axis.

. MAACT : pointer for anisotropy coefficient of topography.

PTRFPB2 has to be split later intf OMFPB2 containingNFPVTO and a pointer (directorgointer) PTRFPB2
containing pointers.

2.12.2 YOM4FPOS.

Contains variables relative to FULL-POS working arrays (level 4). Variables are initialised in setup smitipe
SU4FPOS No variable in namelist. All variables are DM-global.

Post-processing on 3D dynamical variables:
. NTFPP : total number of fields in pressure levels.
. NTFPH : total number of fields in height levels.
. NTFPTH: total number of fields i® -levels.
. NTFPPV: total number of fields in potential vorticity levels.
. NTFPS: total number of fields im -levels.
. NOFPP : total number of pressure levels for each field. Array of dimengkiPBDF
. NOFPH : total number of height levels for each field. Array of dimenslBR3DF
. NOFPTH: total number 0B -levels for each field. Array of dimendiFP3DF
. NOFPPV: total number of potential vorticity levels for each field. Array of dimensiBR3DF.
. NOFPS: total number ofy -levels for each field. Array of dimendw#P3DF.
. NAFPP : total number of subdomains for each pressure level of each field. Array of dimension
(NFP3PNFP3DF).
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NAFPH : total number of subdomains for each height level of each field. Array of dimension
(NFP3H,NFP3DF).

NAFPT : total number of subdomains for eadh -level of each field. Array of dimension
(NFP3TH,NFP3DF).

NAFPV : total number of subdomains for each potential vorticity level of each field. Array of
dimension NFP3PVNFP3DF).

NAFPS : total number of subdomains for eaap -level of each field. Array of dimension
(NFP3SNFP3DF).

NCPFP: field pointers in pressure levels. Array of dimengiiP3DF

NCHFP : field pointers in height levels. Array of dimensidRP3DF.

NCTFP : field pointers inB -levels. Array of dimensidiFP3DF

NCVFP : field pointers in potential vorticity levels. Array of dimensiRP3DF

NCSFP: field pointers inn -levels. Array of dimensittFP3DF

NPFP: pressure level pointers for each field. Array of dimendi#PEENFP3DF).

NHFP : height level pointers for each field. Array of dimensiNFRP3H,NFP3DF).

NTFP : 6 -level pointers for each field. Array of dimensicdFHP3TH,NFP3DF).

NVFP : potential vorticity level pointers for each field. Array of dimensidRR3PV,NFP3DF).
NSFP: n -level pointers for each field. Array of dimensiddFP3SNFP3DF).

NIPFP : subdomain index for each pressure level of each field. Array of dimension
(NFPDOM,NFP3ENFP3DF).

NIHFP : subdomain index for each height level of each field. Array of dimension
(NFPDOM,NFP3H,NFP3DF).

NITFP : subdomain index for each® -level of each field. Array of dimension
(NFPDOM,NFP3TH,NFP3DF).

NIVFP : subdomain index for each potential vorticity level of each field. Array of dimension
(NFPDOM,NFP3PVNFP3DF).

NISFP : subdomain index for eachn -level of each field. Array of dimension
(NFPDOM,NFP3SNFP3DF).

Post-processing on 2D dynamical variables:

NOFP2F: total number of 2D fields.

NOFP2A: total number of subdomains for each 2D field. Array of dimensieR2DF.
NC2FP: 2D field pointers. Array of dimensiowFP2DF

NI2FP : subdomain index for each 2D field. Array of dimensiRRDOM,NFP2DF).

Post-processing on lagged physical and instantaneous fluxes variables:

NPHYFPB9: number of physical fields.

NXFUFPB9: number of instantaneous fluxes.

NAPHYFP9: number of subdomains for each physical field. Array of dimensiPPHY.
NAXFUFP9: number of subdomains for each instantaneous flux. Array of dimexBEBXFU.
NCPHYFPQ: field pointers of physics. Array of dimensibiFPPHY.

NCXFUFP9: field pointers of instantaneous fluxes. Array of dimenBIBRXFU.

NIPHYFP9: subdomain index for each physical field. Array of dimenddMifRDOM,NFPPHY).
NIXFUFP9: subdomain index for each instantaneous flux. Array of dimension
(NFPDOM,NFPXFU).
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2.12.3 YOMAFN.

Contains ARPEGE fields descriptors. Variables are initialised in setup roseiog/SUAFN. All variables are
DM-global.

ARPEGE fields descriptors:

. CNAM3DS, C1INAM3: 3D dynamical fields. Global variable in equivalence with the 43 variables
CNZ to CNUA16 described in paragraph “3D dynamical fields".

. CNAM2DS, CINAM2: 2D dynamical fields. Global variable in equivalence with the 11 variables
CNSPto CNLNSP described in paragraph “2D dynamical fields".

. CNAMPDS, C1NAMP: physical surface fields. Global variable in equivalence with the 109
variablesCNLSM to CNPSU30described in paragraph “Physical surface fields". Fi€INSTL1
to CNPSU30are used only in the ECMWEF physics.

. CNAMCDS, C1INAMC: surface cumulated fluxes (CFU). Global variable in equivalence with the
53 variablesCNCLSP to CNCTP described in paragraph “Surface cumulated fluxes".

. CNAMXDS, CINAMX : surface instantaneous fluxes (XFU). Global variable in equivalence with
the 41 variable€NXTCC to CNXSNSdescribed in paragraph “Surface instantaneous fluxes".

3D dynamical fields (DYN3D):

TABLE 2.3 POSTPROCESSABLE FIELDS

Field name Default name Number of bits

Field inNAMAF  inNAMAFN  in NAMAFN
01) Geopotential CNz GEOPOTENTIEL NBZ
02) Temperature CNT TEMPERATURE NBT
03) Wind zonal X) component CNU VENT_ZONAL NBU
04) Wind meridiany) component CNV VENT_MERIDIE NBV
05) Specific humidity CNQ HUMI_SPECIFI NBQ
06) Relative humidity CNR HUMI_RELATIV NBR
07) Solid water CNS SOLID_WATER NBS
08) Vertical velocity CNVV VITESSE_VERT NBVV
09) Relative vorticity CNVOR VORTICITY NBVOR
10) Divergence CNDIV DIVERGENCE NBDIV
11) Potential temperature CNTH TEMPE_POTENT NBTH
12) Velocity potential CNPSI POT_VITESSE NBPSI
13) Stream function CNKHI FONC_COURANT NBKHI
14) Liquid water CNW LIQUID_WATER NBW

15) Moist irreversible adiabatic =~ CNTPW THETA_PRIM_W NBTPW
potential temperature

16) Cloud fraction (ECMWF) CNCLF CLOUD_FRACTI NBCLF
17) Wind velocity CNWND WIND_VELOCIT NBWND

18) Equivalen potential temperature CNETH THETA_EQUIVA NBETH
19) Absolute vorticity CNABS ABS_VORTICIT NBABS
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TABLE 2.3 ROSTPROCESSABLE FIELDS

Field name Default name Number of bits

Field inNAMAF  inNAMAFN  in NAMAFN
20) Stretching deformation CNSTD STRET_DEFORM NBSTD
21) Shearing deformation CNSHD SHEAR_DEFORM NBSHD
22) Potential vorticity CNPV POT_VORTICIT NBPV
23) Wet potential vorticity CNWPV WET_VORTICIT NBWPV

24) Passive scalars nr 1 CNSCVA(1) SCALAIRE.001  NBSCVA(1)
25) Passive scalars nr 2 CNSCVA(2) SCALAIRE.002 NBSCVA(2)
26) Passive scalars nr 3 CNSCVA(3) SCALAIRE.003 NBSCVA(3)

27) Pressure CNP PRESSURE NBP
28) Free upper air field nr 1 CNUA1 UPPER_AIR.01 NBUA1
29) Free upper air field nr 2 CNUA2 UPPER_AIR.02 NBUA2
30) Free upper air field nr 3 CNUA3 UPPER_AIR.03 NBUA3

Remark

There are 13 additional fields “free upper air field nr 4" (DYN3D number 31) to “free upper air field nr 16" (DYN3D
number 43) which are used only at ECMWEF, the corresponding quar@it#$A4 to CNUA16 andNBUAA4 to
NBUA16 are not in namelistAMAFN .

2D dynamical fields (DYN2D)

TABLE 2.4 PROSTPROCESSABLE FIELDS

Field Field name Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

01) Surface pressure CNSP SURFPRESSION NBSP
02) Mean sea level pressure CNMSL MSLPRESSURE NBMSL
03) Interpolated model orography CNFIS SPECSURFGEOPOTEN NBFIS
04) Mapping factor CNGM MAP_FACTOR NBGM
05) Folding indicator of the CNFOL TROPO_FOLD_INDIC NBFOL
iso-2 PVU surface
06) ICAQ jet zonalX) CNSU2 JETVENT_ZONAL NBSU1
component of wind
07) ICAO jet meridiany) CNSU2 JETVENT_MERIDIEN NBSU2
component of wind
08) ICAO jet pressure CNSU3 JETPRESSURE NBSU3
09) ICAO tropopause pressure CNSuU4 ICAOTROP.PRESSUR NBSU4
10) ICAO tropopause temperature CNSU5 ICAOTROP.TEMPERA NBSU5

Remarks:
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. there is one additional field “logarithm of surface pressure” (DYN2D number 11) which is used
only at ECMWEF, the corresponding quantiti@€NLNSP and NBLNSP are not in namelist
NAMAFN .

. fields DYN2D number 06 to 10 have a different definition at ECMWF (optional surface fields),
what is written in the previous table is valid only for METEO-FRANCE.

Physical surface fields (PHYSOL):

TABLE 2.5 ROSTFPROCESSABLE FIELDS

Field Number
Field n?r:ne .Default name ofi:)]its
NAMAF in NAMAFN NAMAF
N N

01) Land/sea mask CNLSM  SURFIND.TERREMER  NBLSM
02) Output grid-point orography< g CNGFIS SURFGEOPOTENTIEL NBGFIS
03) Surface temperature CNST SURFTEMPERATURE NBST
04) Deep soil temperature CNDST PROFTEMPERATURE  NBDST
05) Interpolated surface temperature CNRDST INTSURFTEMPERATU NBRDST
06) Surface soil wetness CNSSW SURFRESERV.EAU NBSSW
07) Deep soil wetness CNDSW PROFRESERV.EAU NBDSW
08) Relaxation deep soil wetness CNRDSW RELAPROP.RMAX.EA NBRDSW
09) Clim. relative surface soil wetness CNCSSW SURFPROP.RMAX.EA NBCSSW
10) Clim. relative deep soil wetness CNCDSW PROFPROP.RMAX.EA NBCDSW
11) Snow depth CNSD SURFRESERV.NEIGE NBSD
12) Surface roughness ¢ CNSR SURFZ0.FOIS.G NBSR
13) Roughness length of bare surfaseg CNBSR SURFZOREL.FOIS.G NBBSR
14) Albedo CNAL SURFALBEDO NBAL
15) Emissivity CNEMIS SURFEMISSIVITE NBEMIS
16) Standard deviation of orography) g CNSDOG SURFET.GEOPOTENT NBSDOG
17) Percentage of vegetation CNVEG SURFPROP.VEGETAT NBVEG
18) Percentage of land CNLAN SURFPROP.TERRE NBLAN

19) Anisotropy coefficient of topography CNACOT SURFVAR.GEOP.ANI NBACOT
20) Direction of main axis of topography CNDPAT SURFVAR.GEOP.DIR  NBDPAT

21) Saoil first level temperature CNSTL1 LEVITEMPERATURE NBSTL1
22) Soil first level wetness CNSWL1 LEV1RESERV.EAU NBSWL1
23) Soil second level temperature CNSTL2 LEV2TEMPERATURE NBSTL2
24) Soil second level wetness CNSWL2 LEV2RESERV.EAU NBSWL2
25) Soil third level temperature CNSTL3 LEV3TEMPERATURE NBSTL3
26) Soil third level wetness CNSWL3 LEV3RESERV.EAU NBSWL3
27) Soil fourth level temperature CNSTL4 LEVATEMPERATURE NBSTL4
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TABLE 2.5

ROSTPROCESSABLE FIELDS

Field

28) Soil fourth level wetness

29) Temperature of snow layer

30) Anisotropy of surface orography
31) Angle of surface orography

32) Slope of surface orography

33) Logarithm of surface roughness
34) Skin temperature

35) Apparent surface humidity

36) Skin wetness

Field Number
n?r:ne _Default name ofigits
NAMAF in NAMAFN NAMAF
N N
CNSWL4 LEVARESERV.EAU NBSWL4
CNTSN TEMP.SNOWLAYER NBTSN
CNISOR ANISO.SUB.SOROG NBISOR
CNANOR ANGLE.SUB.SOROG NBANOR
CNSLOR SLOPE.SUB.SOROG NBSLOR
CNLSRH LOG.SURF.ROUGH NBLSRH
CNSKT SKINTEMPERATURE NBSKT
CNASQ AP.SURF.HUMIDITY NBASQ
CNSRC SKINRESERV.EAU NBSRC

Remarks:

. fields PHYSOL numbers 21 to 36 are used only at ECMWF, the corresponding quabhit&E. 1
to CNSRC andNBSTL1 to NBSRC are not in nameliftAMAFN .
. there are additional fields PHYSOL numbers 37 to 79 (not detailed here) which are used only at
ECMWEF, the corresponding quantiti€N... andNB... are not in namelisNAMAFN . These fields
are diagnostic ones and some of them are present in the list of CFU or XFU fields available at

METEO-FRANCE.

. there are additional optional fields PHYSOL numbers 80 to 109 (not detailed here) which are used
only at ECMWEF, the corresponding quantitiéslPSU1to CNPSU30andNBPSU1to NBPSU30

are not in nameliSAMAFN .

Surface cumulated fluxes:

TABLE 2.6 ROSTFPROCESSABLE FIELDS
Field . Field name .Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

01) Large scale precipitation CNCLSP SURFPREC.EAU.GEC NBCLSP
02) Convective precipitation CNCCP SURFPREC.EAU.CON NBCLSP
03) Large scale snow fal CNCLSS SURFPREC.NEIL.GEC NBCLSS
04) Convective snow fall CNCCSF SURFPREC.NEI.CON NBCCSF
05) U-stress CNCUSS SURFTENS.TURB.ZO NBCUSS
06) \-stress CNCVSS SURFTENS.TURB.ME NBCVSS
07) Surface sensible heat flux CNCSSH SURFFLU.CHA.SENS NBCSSH
08) Surface latent heat flux CNCSLH SURFCHAL LATENTE NBCSLH
09) Tendency of surface pressure CNCTSP SURFPRESSION SOL NBCTSP
10) Total cloud cover CNCTCC ATMONEBUL.TOTALE NBCTCC
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TABLE 2.6 PROSTPROCESSABLE FIELDS

Field _ Field name _Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

11) Boundary layer dissipation CNCBLD SURFDISSIP SURF NBCBLD
12) Surface solar radiation CNCSSR SURFFLU.RAY.SOLA NBCSSR
13) Surface thermal radiation CNCSTR SURFFLU.RAY.THER NBCSTR
14) Top solar radiation CNCTSR SOMMFLU.RAY.SOLA NBCTSR
15) Top thermal radiation CNCTTR SOMMFLU.RAY.THER NBCTTR
16) Convective cloud cover CNCCCC ATMONEBUL.CONVEC NBCCCC
17) High cloud cover CNCHCC ATMONEBUL.HAUTE NBCHCC
18) Medium cloud cover CNCMCC  ATMONEBUL.MOYENN NBCMCC
19) Low cloud cover CNCLCC ATMONEBUL.BASSE NBCLCC
20) U-gravity-wave stress CNCUGW SURFTENS.DMOG.ZO NBCUGW
21) V-gravity-wave stress CNCVGW SURFTENS.DMOG.ME NBCVGW
22) Water evaporation CNCE SURFFLU.MEVAP.EA NBCE
23) Snow sublimation CNCS SURFFLU.MSUBL.NE NBCS
24) Latent heat evaporation CNCLHE SURFFLU.LAT.MEVA NBCLHE
25) Latent heat sublimation CNCLHS SURFFLU.LAT.MSUB NBCLHS
26) Cloudiness CNCC SURFCUMUL NEBUL NBCC
27) Soil moisture CNCWS SURFCONTENU EAU NBCWS
28) Snow mass CNCSNS SURFRESERV NEIGE NBCSNS
29) Total precipitable water CNCQTO ATMOHUMI TOTALE NBCQTO
30) Total ozone CNCTO3 ATMOOZONE TOTALE NBCTO3
31) Top mesospheric enthalpy CNCTME TOPMESO ENTH NBCTME
32) Solid specific moisture CNCICE ATMOHUMI SOLIDE NBCICE
33) Liquid specific moisture CNCLI ATMOHUMI LIQUIDE NBCLI
34) Contribution of convection td CNCCVU SURFFL.U CONVEC NBCCVU
35) Contribution of convection @ CNCCVV SURFFL.V CONVEC NBCCVV
36) Contribution of convection CNCCVQ SURFFL.Q CONVEC NBCCVQ
37) Contribution of convection topT CNCCVS SURFFL.CT CONVEC NBCCVS
38) Contribution of turbulence CNCTUQ SURFFL.Q TURBUL NBCTUQ
39) Contribution of turbulence topT CNCTUS SURFFL.CT TURBUL NBCTUS
40) Clear sky shortwave radiative flux CNCSOC SURFRAYT SOL CL NBCSOC
41) Clear sky longwave radiative flux CNCTHC SURFRAYT THER CL NBCTHC
42) Surface parallel solar flux CNCSOP SURFRAYT DIR SUR NBCSOP
43) Top parallel solar flux CNCTOP TOPRAYT DIR SOM NBCTOP
44) Surface down solar flux CNCSOD SURFRAYT DIFF DE NBCSOD
45) Surface down thermic flux CNCTHD SURFRAYT THER DE NBCTHD
46) Melt snow CNCFON SURFFONTE NEIGE NBCFON
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TABLE 2.6 PROSTPROCESSABLE FIELDS

Field _ Field name _Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

47) Heat flux in soil CNCCHS SURFCHAL. DS SOL NBCCHS
48) Water flux in soil CNCEAS SURFEAU DANS SOL NBCEAS
49) Surface soil runoff CNCSRU SURFRUISSELLEMEN NBCSRU
50) Deep soil runoff CNCDRU PROFRUISSELLEMEN NBCDRU
51) Interception soil layer runoff CNCIRU SURFRUISS. INTER NBCIRU
52) Evapotranspiration flux CNCETP SURFEVAPOTRANSPI NBCETP
53) Transpiration flux CNCTP SURFTRANSPIRATIO NBCTP

Surface instantaneous fluxes:

TABLE 2.7 PROSTPROCESSABLE FIELDS

Field _ Field name _Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

01) Total cloud cover CNXTCC SURFNEBUL.TOTALE NBXTCC
02) U-component of wind at 10 metres (pbl) CNX10U CLSVENT.ZONAL NBX10U
03) \-component of wind at 10 metres (pbl) CNX10Vv CLSVENT.MERIDIEN NBX10V
04) Temperature at 2 metres (pbl) CNX2T CLSTEMPERATURE NBX2T
05) Specific humidity at 2 metres (pbl) CNX2SH CLSHUMI.SPECIFIQ NBX2SH
06) Relative humidity at 2 metres (pbl) CNX2RH CLSHUMI.RELATIVE NBX2RH
07) Convective cloud cover CNXCcCC SURFNEBUL.CONVEC NBXCCC
08) High cloud cover CNXHCC SURFNEBUL.HAUTE NBXHCC
09) Medium cloud cover CNXMCC SURFNEBUL.MOYENN NBXLCC
11) Maximum temperature at 2 metres CNXX2T CLSMINI. TEMPERAT NBXX2T
12) Minimum temperature at 2 metres CNXN2T CLSMAXI.TEMPERAT NBXN2T
13) Cloudiness CNXC SURFCUMUL NEBUL NBXC
14) Contribution of convection td CNXCVU SO00FL.U CONVEC NBXCVU
15) Contribution of convection ¢ CNXCVV SO0OFL.V CONVEC NBXCVV
16) Contribution of convection @ CNXCVQ SO000FL.Q CONVEC NBXCVQ
17) Contribution of convection topT CNXCVS SO00FL.CT CONVEC NBXCVS
18) Contribution of turbulence 19 CNXTUU SO00FL.U TURBUL NBXTUU
19) Contribution of turbulence % CNXTUV SO000FL.V TURBUL NBXTUV
20) Contribution of turbulence tp CNXTUQ SO000FL.Q TURBUL NBXTUQ
21) Contribution of turbulence mpT CNXTUS SO0OFL.CT TURBUL NBXTUS

22) Contribution of gravity wave drag tb CNXGDU SO00FL.U ONDG.OR NBXGDU
23) Contribution of gravity wave drag Yo CNXGDV SO000FL.V ONDG.OR NBXGDV
24) Large scale precipitation CNXLSP SO00PLUIE STRATI NBXLSP
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TABLE 2.7 PROSTPROCESSABLE FIELDS

Field _ Field name _Default name Number of bits
in NAMAFN in NAMAFN in NAMAFN

25) Convective precipitation CNXCP SO00PLUIE CONVEC NBXCP
26) Large scale snow fall CNXLSS SOOONEIGE STRATI NBXLSS
27) Convective snow fall CNXCSF SOO0ONEIGE CONVEC NBXCSF
28) Surface solar radiation CNXSSR SO00RAYT.SOLAIRE NBXSSR
29) Surface thermal radiation CNXSTR SOO0ORAYT.TERREST NBXSTR
30) Top solar radiation CNXTSR SOMMRAYT.SOLAIRE NBXTSR
31) Top thermal radiation CNXTTR SOMMRAYT.TERREST NBXTTR
32) U at bottom level CNXUBL SURFU NIVBAS NBXUBL
33)V at bottom level CNXVBL SURFV NIVBAS NBXVBL
34) Temperature at bottom level CNXTBL SURFT NIVBAS NBXTBL
35) Specific humidity at bottom level CNXQBL SURFQ NIVBAS NBXQBL
36) Geopotential at bottom level CNXGBL SURFGEOP NIVBAS NBXGBL
37) Surface temperature CNXST SURFTEMPE SURF NBXST
38) Deep soil temperature CNXDT SURFTEMPE PROF NBXDT
39) Surface water content CNXSW SURFRESER SURF NBXSW
40) Deep soil water content CNXDW SURFRESER PROF NBXDW
41) Snow mass CNXSNS SURFNEIGE NBXSNS

Number of bits for coding in FULL-POS:

. NBIT3DS: 3D dynamical fields. Global variable in equivalence with the 43 variablBZ to
NBUAL16 described in paragraph “3D dynamical fields".

. NBIT2DS: 2D dynamical fields. Global variable in equivalence with the 11 variaNIBSP to
NBLNSP described in paragraph “2D dynamical fields".

. NBITPDS: physical surface fields. Global variable in equivalence with the 20 varialBeSM to
NBDPAT described in paragraph “Physical surface fields". FIil@&STL1 to NBSRC are used
only in the ECMWF physics and are not yet implemented in the cycles 17 and 18 of ARPEGE/IFS.

. NBITCDS: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables
NBCLSP to NBCTP described in paragraph “Surface cumulated fluxes".

. NBITXDS: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41
variablesNBXTCC to NBXSNSdescribed in paragraph “Surface instantaneous fluxes".

. Default value is 24 for all these quantities.

Scalar/vector descriptor (O for scalar, 1 for vector):
. NVECPDS: physical surface fields. Global variable in equivalence with the 20 varidblesSM
to NVDPAT (same suffix as variables, the name of which startdNBy..). FieldsNVSTL1 to
NVSRC are used only in the ECMWEF physics and are not yet implemented in the cycles 17 and 18
of ARPEGE/IFS.

. NVECCDS: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables
NVCLSP to NVCTP (same suffix as variables, the name of which startsty.).
. NVECXDS: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41

variablesNVXTCC to NVXSNS (same suffix as variables, the name of which start$my).
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. Default value is 1 foNVCUSS NVCVSS, NVCUGW, NVCVGW, NVX10U, NVX10V, 0 for the
other quantities.

Use of land-sea mask for horizontal interpolations (0=no; 1=yes):
. NITMPDS: physical surface fields. Global variable in equivalence with the 20 varidbleSM to
NIDPAT (same suffix as variables, the name of which startdiBy..). FieldsNISTL1 to NISRC
are used only in the ECMWEF physics and are not yet implemented in the cycles 17 and 18 of

ARPEGE/IFS.

. NITMCDS : surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables
NICLSP toNICTP (same suffix as variables, the name of which startsBy.).

. NITMXDS : surface instantaneous fluxes (XFU). Global variable in equivalence with the 41

variablesNIXTCC to NIXSNS (same suffix as variables, the name of which startdBy.).

. Default value is 0 forNILSM, NIGFIS, NISDOG, 1 for the other physical surface fields
quantities, 1 foNICUSS, NICVSS, NICUGW, NICVGW, NIX10U, NIX10V, NIX2T, NIX2SH,
NIX2RH , NIXX2T, NIXN2T, 0 for the other CFU or XFU quantities.

Namelist NAMAFN:

The following variables off OMAFN are in namelisNAMAFN : CNZ, CNT, CNU, CNV, CNQ, CNR, CNS,
CNVV, CNVOR, CNDIV, CNTH, CNPSI, CNKHI , CNW, CNTPW, CNCLF, CNWND, CNETH, CNABS,
CNSTD, CNSHD, CNPV, CNWPV, CNSCVA, CNP, CNUA1, CNUA2, CNUA3, CNSP, CNMSL, CNFIS,
CNGM, CNFOL, CNSU1, CNSU2 CNSU3 CNSU4, CNSUS5 CNLSM, CNGFIS, CNST, CNDST, CNRDST,
CNSSW CNDSW, CNRDSW, CNCSSW CNCDSW, CNSD, CNSR, CNBSR, CNAL , CNEMIS, CNSDOG,
CNVEG, CNLAN, CNACOT, CNDPAT, CNCLSP, CNCCP, CNCLSS, CNCCSF, CNCUSS CNCVSS, CNC-
SSH, CNCSLH, CNCTSP, CNCTCC, CNCBLD, CNCSSR CNCSTR, CNCTSR, CNCTTR, CNCCCC,
CNCHCC, CNCMCC, CNCLCC, CNCUGW, CNCVGW, CNCE, CNCS, CNCLHE, CNCLHS, CNCC,
CNCWS, CNCSNS CNCQTO, CNCTO3, CNCTME, CNCICE, CNCLI, CNCCVU, CNCCVV, CNCCVQ,
CNCCVS, CNCTUQ, CNCTUS, CNCSOC, CNCTHC, CNCSOPR CNCTOP, CNCSOD, CNCTHD, CNC-
FON, CNCCHS, CNCEAS, CNCSRU, CNCDRU, CNCIRU, CNCETP, CNCTP, CNXTCC, CNX10U,
CNX10V, CNX2T, CNX2SH, CNX2RH, CNXCCC, CNXHCC, CNXMCC, CNXLCC, CNXX2T, CNXN2T,
CNXC, CNXCVU, CNXCVV, CNXCVQ, CNXCVS, CNXTUU, CNXTUV, CNXTUQ, CNXTUS,
CNXGDU, CNXGDV, CNXLSP, CNXCP, CNXLSS, CNXCSF, CNXSSR CNXSTR, CNXTSR, CNXTTR,
CNXUBL, CNXVBL, CNXTBL, CNXQBL, CNXGBL, CNXST, CNXDT, CNXSW, CNXDW, CNXSNS
NBZ, NBT, NBU, NBV, NBQ, NBR, NBS, NBVV, NBVOR, NBDIV, NBTH, NBPSI, NBKHI , NBW, NBTPW,
NBCLF, NBWND, NBETH, NBABS, NBSTD, NBSHD, NBPV, NBWPV, NBSCVA, NBP, NBUA1, NBUA2,
NBUA3, NBSE NBMSL, NBFIS, NBGM, NBFOL, NBSU1, NBSU2 NBSU3 NBSU4, NBSU5, NBLSM, NB-
GFIS, NBST, NBDST, NBRDST, NBSSW NBDSW, NBRDSW, NBCSSW, NBCDSW, NBSD, NBSR, NBB-
SR, NBAL, NBEMIS, NBSDOG, NBVEG, NBLAN, NBACOT, NBDPAT, NBCLSP, NBCCP, NBCLSS,
NBCCSF, NBCUSS NBCVSS NBCSSH NBCSLH, NBCTSP, NBCTCC, NBCBLD, NBCSSR NBCSTR,
NBCTSR, NBCTTR, NBCCCC, NBCHCC, NBCMCC, NBCLCC, NBCUGW, NBCVGW, NBCE, NBCS,
NBCLHE, NBCLHS, NBCC, NBCWS, NBCSNS NBCQTO, NBCTO3, NBCTME, NBCICE, NBCLI,
NBCCVU, NBCCVV, NBCCVQ, NBCCVS, NBCTUQ, NBCTUS, NBCSOC, NBCTHC, NBCSOR NBC-
TOP, NBCSOD, NBCTHD, NBCFON, NBCCHS, NBCEAS, NBCSRU, NBCDRU, NBCIRU, NBCETP,
NBCTP, NBXTCC, NBX10U, NBX10V, NBX2T, NBX2SH, NBX2RH, NBXCCC, NBXHCC, NBXMCC,
NBXLCC, NBXX2T, NBXN2T, NBXC, NBXCVU, NBXCVV, NBXCVQ, NBXCVS, NBXTUU, NBXTUV,
NBXTUQ, NBXTUS, NBXGDU, NBXGDV, NBXLSP, NBXCP, NBXLSS, NBXCSF, NBXSSR, NBXSTR,
NBXTSR, NBXTTR, NBXUBL, NBXVBL , NBXTBL, NBXQBL, NBXGBL, NBXST, NBXDT, NBXSW,
NBXDW, NBXSNS, NILSM, NIGFIS, NIST, NIDST, NIRDST, NISSW, NIDSW, NIRDSW, NICSSW,
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NICDSW, NISD, NISR, NIBSR, NIAL , NIEMIS , NISDOG, NIVEG, NILAN , NIACOT, NIDPAT.

2.12.4 YOMAFPB.

Contains buffer for basic fields resulting from APACHE in FULL-POS. Variables are initialised in setup routine
setufSUFPSC2B No variable in namelist. All variables are DM-local.

List of variables:
. NLENAFPBL : length of buffer.
. AFPBUF : buffer.
. NSTAAFPB : start adresses for post-processed packets of points within buffer.

2.12.5 YOMAFPDS.

Absolute pointers of the basic fields which have been horizontally then vertically post-processed. Variables are in-
itialised in setup routinsetup SUAFPDS No variable in namelist. All variables are DM-global.

Field pointers:
. MFPUPT?2: for upper air pressure.
. MFPAPT2: for cloud fraction.
. MFPUT?2 : for zonal component of wind.
. MFPVT2 : for meridian component of wind.
. MFPTT2 : for temperature.
. MFPQT2 : for specific humidity.
. MFPWT2 : for liquid water.
. MFPST2 : for ice.
. MFPSVT2: for passive scalar variables.
. MFPSPT2: for surface pressure.

Other variables:
. NAFPOS : number of fields.
. NFPALEV : maximum number of fields.

2.12.6 YOMCTO.

Contains control variables. The following variables also present in nam&BtCTO can be useful for FULL-
POS (these variables are DM-global).

. NCONF: configuration (default value is 1).

. LFPOS: FULL-POS main switch (default value is .FALSE.).

. NFRPOS post-processing frequency (default value depends on configuration).

. NPOSTS post-processing control array (default value depends on configuration).

. LIOGAUX : /O on unfitted vertically post-processed fields (default value depends on
configuration).

. LIOFOUL1: I/O on Fourier data (default value depends on configuration).

. LIOLPOL : I/O on Legendre polynomial (default value depends on configuration).

. LIOSPEC: I/0O on saved spectral data (default value depends on configuration).

. LIOSUA: I/0 on saved upper air grid-point data (default value depends on configuration).

. LIOSSU: I/O on saved surface data (default value depends on configuration).

. LIOSCF: I/0 on saved cumulated fluxes data (default value depends on configuration).

. LIOSXF: 1/0O on saved instantaneous fluxes data (default value depends on configuration).
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. LMLTSK : switch for multitasking (default value depends on configuration).
. NTASKS: number of processors (default value depends on configuration).
. CNPPATH: path name for selection files (default value is ).

. CFPNCEF: file name for FULL-POS control file (default value is 'ncf927’).

The following variables also present in nameNg§iMPARO can be useful for FULL-POS when running distrib-
uted memory jobs (these variables are DM-global).

. NPRGPNS number of processors used in A-direction during grid-point phase in North-South
direction.

. NPRGPEW: number of processors used in B-direction during grid-point phase in East-West
direction.

. NPRTRW: number of processors used in A-direction during transform phase in wave space.
Default value is the same B®PRGPNS

. NPRTRNS: number of processors used in A-direction during transform phase in North-South
direction (used to dimension some arrays used in Fourier transforms). Default value is the same as
NPRGPNS

. NPRTRV: number of processors used in B-direction during transform phase in vertical direction.

Default value is the same BPRTREW.

. NPROCK: not currently used.

. NPROC: total number of processors requested (DM-globBIPROC has to be equal to the
productsNPROCA*NPROCB, NPRGPNS NPRGPEW, NPRTRW*NPRTRYV. Default value is
1 for distributed memory, 0 for shared memory.

. NOUTPUT: type of output (DM-global).

. 0 = no diagnostic output;
. 1 = only diagnostic output from processor number 1.
. 2 = diagnostic output from all processors into separate files.

Default value is 1.

. LMESSP: .TRUE./.FALSE.: distributed memory/ shared memory run (DM-global). Default value
is .FALSE. .
LMPDIAG : extensive message passing diagnostic output requested if .TRUE. (DM-global).
Default value is .FALSE. .

The following variables also present in nameNgiMPAR1 can be useful for FULL-POS when running distrib-
uted memory jobs (these variables are DM-global). They are read and initialsstd@s UMPO.

. NINSTR1: number of time steps instrumented (DM-global). Default value is 0.

. NINSTR2: number of time steps instrumented (DM-global). Default value is 0.

2.12.7 YOMDFPB.

Contains buffer for fully post-processed dynamical fields. Variables are initialised in setup rceting
SUFPSC2B No variable in namelist. All variables are DM-local.

List of variables:
. NLENDFPBL : length of buffer.
. GDFPBUF : buffer.
. NSTADFPB : start adresses for post-processed packets of points within buffer.
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2.12.8 YOMDIM.

Contains dimensioning variables. The following variables are related with FULL-POS.

Variables computed in SUDIM:
. NDLON: maximum number of Gaussian/Lobatto longitudes (DM-global).
. NFPXLEV: maximum number of post-processing levels (DM-global).
. NPMAX: post-processing truncation (DM-global, default value is genedSIiMAX).
. NFPPHYB: maximum number of post-processed physical fields (DM-global).
. NPROMA: working dimension of (vertical) post-processing rows (DM-global, default value
depends on configuration).
. NGPBLKS: number oNPROMA -subpackets in a processor (DM-local).
. NDGSAFPH: modified lower bound for latitude (DM-local).
. NDGENFPH: modified upper bound for latitude (DM-local).

Variables computed under SUFPDIM:

. NFPGT1: maximum number of fields to be vertically post-processed (DM-global).

. NFPAUXB: maximum number of vertically post-processed fields to remain unfitted (DM-global).

. NFPSPA maximum number of underived vertically post-processed fields to be fitted (DM-global).

. NFPSPD maximum number of derived vertically post-processed fields to be fitted, given one
horizontal subdomain (DM-global).

. NFPSPB maximum number of derived vertically post-processed fields to be fitted, given the
maximum number of horizontal subdomains (DM-global).

. NFPGTOB: maximum number of fields to be horizontally post-processed (DM-global).

. NFPDYNB: maximum number of post-processed dynamical fields (DM-global).

. NFPAVEC: maximum number of vectorial underived vertically post-processed fields to be fitted
(DM-global).

. NFPBVEC: maximum number of vectorial derived vertically post-processed fields to be fitted,
given the maximum number of horizontal subdomains (DM-global).

. NFPASCA: maximum number of scalar underived vertically post-processed fields to be fitted
(DM-global).

. NFPBSCA: maximum number of scalar derived vertically post-processed fields to be fitted, given
the maximum number of horizontal subdomains (DM-global).

. NFPLEI: maximum number of useful fields in the working arrays for the inverse Legendre
transforms (DM-global).

. NFPLED: maximum number of useful fields in the working arrays for the direct Legendre

transforms on wind (DM-global).
Namelist NAMDIM:
The following variables oYfOMDIM are in namelisSNAMDIM : NPROMA, NPMAX .

2.12.9 YOMFP4.

Contains dimensions for FULL-POS on one-level-type dynamical fields. Variables are initialised in setup routine
setup'SU4FPOS No variable in namelist. All variables are DM-global.

Number of fields in each array/buffer for dynamics:
. NGT1FP : number of fields iz T1 (fields to be fitted).
. NAUXFPB: number of fields itGAUXBUF (fields to remain unfitted).
. NAUX3FP: number of 3D fields icAUXBUF (fields to remain unfitted).
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. NSPAFP: number of useful fields iBPAFP.

. NSPBFP: number of useful fields iSPBFR

. NSPDFP: number of useful fields iSPDFRP

. NGTOFPB: number of fields ifsTOBUF during an horizontal post-processing time step.

. NGTO3FP: number of 3D fields il TOBUF during an horizontal post-processing time step.
. NDYNFPB: number of fields irtcDFPBUF.

Dimensions for dynamical fields post-processing:
. NOFP3F: total number of 3D fields.
. NOFP3A : total number of subdomains for each level of each field. Array of dimension
(NFPXLEV,NFP3DF).
. NOFPLEV: total number of levels for each field. Array of dimendidfP3DF

. NAVECFP: number of vectorial underived vertically post-processed fields to be fitted.
. NBVECFP: number of vectorial derived vertically post-processed fields to be fitted.

. NASCAFP: number of scalar underived vertically post-processed fields to be fitted.

. NBSCAFP: number of scalar derived vertically post-processed fields to be fitted.

. NLEIFP : number of fields in the working arrays for the inverse Legendre transforms.
. NLEDFP : number of fields in the working arrays for the direct Legendre transforms.

Dimensions for physical fields and fluxes post-processing:
. NPHYFPB: number of physical fields.
. NCFUFPB: number of cumulated fluxes.
. NXFUFPB: number of instantaneous fluxes.

2.12.10 YOMFPA4L.

Contains information relative to lagged variables needed to write out post-processed fields. Variables are initialised
in the sequencpp_obdDYNFPOS - setugSUVFPOSL No variable in namelist. All variables are DM-glo-
bal.

Horizontally post-processed dynamical variables:
. NDYNFPL : number of fields it DFPBUF.
. NFLDFPL : field pointer. Array of dimensioNFPDYNB.
. RLEVFPL : level value. Array of dimensioNFPDYNB.
. NBITFPL : number of bits when writing output file. Array of dimensMEPDYNB.
. NDOMFPL : number of subdomains for each field. Array of dimensl6RDYNB.
. NINDFPL : indices of subdomains for each field. Array of dimensiifRDOM,NFPDYNB).
. NAUXFPL : number of fields il AUXBUF (fields to remain unfitted).
. NAUX3FPL: number of 3D fields iGAUXBUF (fields to remain unfitted).
. NGTOFPL : number of fields it TOBUF during an horizontal post-processing time step.
. NGTO3FPL: number of 3D fields iisTOBUF during an horizontal post-processing time step.

Spectral variables:
. NSPAFPL : number of fields ir6PAFP
. NSPDFPL: number of fields itsPDFR
. NFLDAFPL : field pointers irSPAFP. Array of dimensioiNFPSPA
. NFLDDFPL : field pointers irSPDFP Array of dimensiomNFPSPD,
. RLEVAFPL : level values irSPAFP. Array of dimensioNFPSPA
. RLEVDFPL : level values irSPDFP Array of dimensioNFPSPD
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Grid-point variables:

NFLDFPXL : field pointers inGAUXBUF. Array of dimensiomMFPAUXB.
RLEVFPXL : level values irGAUXBUF. Array of dimensioiNFPAUXB.
NBITFPXL : number of bit when writing ouBAUXBUF. Array of dimensiolNFPAUXB.

2.12.11 YOMFPC.

Contains scientific and technical variables for post-processing. Variables are initialised in setupsetupt&JF-
PC. All variables are DM-global.

Technical variables.

CFPDIR: prefix (path) for the output files (default value is 'PF’).
CFPIDEN: identificator of the output files.
CFPFMT: format of the output files, can take the following values:

. 'MODEL for output in spherical harmonics.

. 'GAUSS'’ for output in grid-point space on Gaussian grid (covering the global sphere).
. 'LELAM’ for output on a grid of kind '"ALADIN’ (spectral or grid-point coefficients).

. 'LALON'’ for a grid of kind “latitudes * longitudes’.

Default is 'GAUSS’ in ARPEGE/IFS, 'LELAM’ in ALADIN.

CFPDOM, C1FPDOM: names of the subdomains. Names have at maximum 7 characters. If
CFPFMT ='GAUSS' or 'LELAM’ only one output domain is allowed. IEFPFMT ='LALON’

the maximum of output subdomains allowed is 10. By default, one output domain is requested,
CFPDOM(1)="000" andCFPDOM(i)="for i>1.

CFP3DF, C1FP3DF names of the 3D dynamics fields to be post-processed. Names have at
maximum 12 characters. By defal@~P3DF contains blanks (no 3D dynamical field to post-
process).

CFP2DF, C1FP2DF names of the 2D dynamics fields to be post-processed. Names have at
maximum 16 characters. By defal@~P2DF contains blanks (no 2D dynamical field to post-
process).

CFPPHY, C1FPPHY: names of the physical fields to be post-processed. Names have at maximum
16 characters. By defalliF-PPHY contains blanks (no physical field to post-process).

CFPCFU, C1FPCFU: names of the cumulated fluxes fields to be post-processed. Names have at
maximum 16 characters. By defa@FPCFU contains blanks (no cumulated fluxes field to post-
process).

CFPXFU, C1FPXFU: names of the instantaneous fluxes fields to be post-processed. Names have
at maximum 16 characters. By defa@IEPXFU contains blanks (no instantaneous fluxes field to
post-process).

remark: variable€CFP(XXX) and C1FP(XXX) are in equivalence (same quantity) but differently
dimensioned.

MFP3DF: gribcodes of the 3D dynamics fields to be post-processed (variable used at ECMWF

only).
MFP2DF: gribcodes of the 2D dynamics fields to be post-processed (variable used at ECMWF

only).
MFPPHY: gribcodes of the physical fields to be post-processed (variable used at ECMWF only).
MFPCFU: gribcodes of the cumulated fluxes fields to be post-processed (variable used at ECMWF

only).
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MFPXFU: gribcodes of the instantaneous fluxes fields to be post-processed (variable used at
ECMWEF only).

RFP3P: list of post-processing pressure levels in Pa (no default value).

RFP3H: list of post-processing height (above orography) levels in meters (no default value).
RFP3TH: list of post-processing potential temperature levels in Kelvins (ho default value).
RFP3PV list of post-processing potential vorticity levels in S.1. units (no default value).
NRFP3S list of post-processing -levels (pseudo-configuration 927 only). No default value.
LFPCNT: control varying output variables according to time step.

LFPNORM:: print out the mean of each post-processed field for each subdomain (default value is
.TRUE.).

LTRACEFP : trace for FULL-POS (additional prints on listing, default value is .FALSE.).
NFPGRIB: level of GRIB coding in output file ARPEGE/ALADIN for grid-point arrays (default
value is 2).

NFPGRSP. level of GRIB coding in output file ARPEGE/ALADIN for spectral arrays (default
value is 2).

LFPBACK : .TRUE. to return to initial geometry (caseEPSPEC) (default value is .FALSE.).
NFPDOM: useful dimension oEFPDOM.

NFP3DF: useful dimension ofCFP3DF (default value is the number of 3D wanted dynamical
fields).

NFP2DF: useful dimension ofCFP2DF (default value is the number of 2D wanted dynamical
fields).

NFPPHY: useful dimension oCFPPHY (default value is the number of wanted surface physical
fields).

NFPCFU: useful dimension oEFPCFU.

NFPXFU: useful dimension o£EFPXFU.

NFP3P: useful dimension dRFP3P.

NFP3H: useful dimension oRFP3H.

NFP3TH: useful dimension dRFP3TH.

NFP3PV useful dimension dRFP3PV.

NFP3S useful dimension dlRFP3S

Scientific variables.

LFPSPEC: .T. if post-processed dynamical fields are written out as spectral coefficients, .F. if post-
processed dynamical fields are written out as grid point values (default value is .FALSE., except if
second part of a pseudo-configuration 927 or E927).

LFIT2D : 1 if 2D dynamical post-processed fields should be fitted, O otherwise. Default value is .T. .
LFITP : .T. if post-processed fields on pressure levels should be fitted, .F. otherwise. Default value
is.T..

LFITH : .T. if post-processed fields on height levels should be fitted, .F. otherwise.

LFITT : .T. if post-processed fields &h -levels should be fitted, .F. otherwise. Default value is .F. .
LFITV : .T. if post-processed fields d?\levels should be fitted, .F. otherwise. Default value is .F. .
LFITS: .T. if post-processed fields an  -levels should be fitted, .F. otherwise.

LFPUVDZ: .T. if divergence and vorticity should be post-processed with respect to the wind
components (default value is .TRUE.).

LFPUVKP : .T. if stream function and potential velocity should be post-processed with respect to
the wind components, otherwise they are post-processed with respect to the divergence and the
vorticity (default value is .TRUE.).
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NFPCLI: usage level for climatology:

. 0: no climatology (default value).

. 1: orography and land-sea mask of output only. In your script, the local name of this external
climatology file should be “const.clim.DDDDDDD", where DDDDDDD is the variable
CFPDOM of the namelisNAMFPC. This file should be of the same geometry as the post-
processing file you want to make.

. 2: all available climatological fields of the current month. Use of auxiliary land-sea mask,
orography, surface temperature, relative surface wetness, deep soil temperature, relative
deep soil wetness, albedo, emissivity, standard deviation of orography, percentage of
vegetation, roughness length, anisotropy coefficient of topography, direction of the main
axis of topography and snow depth. For that you need to make 2 climatology files: the first
one, named “Const.Clim", should be in the input model geometry, the second one, named
“const.clim.DDDDDDD", where DDDDDDD is the variabl€EFPDOM of the namelist
NAMFPC, should be in the output (post-processing) geometry.

. 3: shifting mean from the climatological fields of the current month to the ones of the closest
month.

NDOMFP: domain definition of fields in filedNDOMFP = 1: physical fields are grid-points stored

on (C+I)+E and dynamical fields are spectral (option available in ALADIN oM{DOMFP = -1:

physical and dynamical fields are grid-points stored on (C+)MBOMFP = 0: physical and

dynamical fields are grid-points stored on (C+l). C, I, E mean respectively conservation domain,
intermediate zone and extension zone. Default value depends on configuration:

. if CFPFMT=MODEL', LFPSPEC=.F., default value is -1.

. if CFPFMT="GAUSS’/LELAM’ or 'LALON’ and LFPSPEC=.F., default value is O.

. if CFPFMT="GAUSS’ or 'LELAM’ and LFPSPEC=.T., default value is -1 for the first
part, 1 for the second part.

LFPQ: .T. if specific humidity is interpolated (then deduct relative humidity), .F. if relative

humidity is interpolated (then deduct specific humidity). Default value is .FALSE. . It is better to

use the default value (.FALSE.): in this case, relative humidity is conserved within displacement of
the planetary boundary layer and it is interpolated vertically. Relative humidity is considered to
have better properties for an interpolation than mixing ratio even if it is not a conservative quantity.

LASQ: .T. if apparent surface humidity is set to 80% saturation (default value is .FALSE.).

WSXI: maximum surface moisture in input.

WDXI : maximum deep soil moisture in input.

WSXO: maximum surface moisture in output. Default value is -999. .

WDXO : maximum deep soil moisture in output. Default value is -999. .

WCXO: maximum “climatological” moisture in output. Default value is -999. .

LSNOWI : snow in the input file. Default value is equalLtdEIGE .

LSNOWO: snow in the output file. Default value is equal MEIGE .

FPBL: critical thickness of PBL. Default value is 17500 Pa.

RFPCORR: critical orography difference for correcting surface temperature through standard

profile, in J/kg. Default value is 309*

RFPMXZ: non-critical maximum difference between interpolated orography and output

orography, in J/kg. Default value is 30@0*

LFPSPLIT: .TRUE. if split of FULL-POS post-processing of dynamical fields.

NFPSPLIT: number of dynamical fields to be post-processed at a time.

MFP3DYN : maximum number of 3D-dynamical fields needed fePART2.

MFP2DYN : maximum number of 2D-dynamical fields needed foPART?2.
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. NFPTRSPLIT: pointer to actual post-processing package of dynamical fields.
Remarks.
. Note that if you ask for post-processing of dynamical fields which are not spectral in the model,

then these post-processed fields will not be spectrally fitted, even if the corresponding switch
LFIT... is .TRUE. .

. Note that if you wish to post-process upper air dynamical fields on height levels or hybrid levels, it
is not possible to apply such spectral fit because the horizontal interpolations are performed before
the vertical interpolation in order to respect the displacement of the planetary boundary layer.

Namelist NAMFPC:

The following variables off OMFPC are in namelisNAMFPC: CFPDIR, CFPFMT, CFPDOM, CFP3DF,
CFP2DF, CFPPHY, CFPCFU, CFPXFU, LFPSPEC, LFPBACK, RFP3P RFP3H, RFP3TH, RFP3PV,
NRFP3S NFPGRIB, NFPGRSR NDOMFP, LFIT2D, LFITP, LFITT , LFITV, LFITS, RFPCORR, LFPU-
VDZ, LFPUVKP, NFPCLI, LFPQ, WSXO, WDXO, WCXO, LSNOWI, LSNOWO, LFPNORM, LTRACE-
FP, FPBL, RFPMXZ, LASQ, MFP3DF, MFP2DF, MFPPHY, NFP3DF, NFP2DF, NFPPHY, LFPSPLIT,
NFPSPLIT.

2.12.12 YOMFPD.

Variables concerning the boundaries and the horizontal dimensions of each output subdomain. Variables are ini-
tialised in setup routinsetupf SUFPD.

For all kinds of output (sub)domains:

. NLAT : number of latitudes for each output (sub)domain (poles not included if a Gaussian grid is
required); array of integers; corresponds to the variBlidLG of the output grid(s) (DM-global).

. NLON: number of longitudes for each output (sub)domain; array of integers; corresponds to the
variableNDLON of the output grid(s) (DM-global).

. RLATN : northern latitude in degrees for each output (sub)domain; array of reals (DM-global).

. RLATS: southern latitude in degrees for each output (sub)domain; array of reals (DM-global).

. RLONW : western longitude in degrees for each output (sub)domain; array of reals (DM-global).

. RLONE: eastern longitude in degrees for each output (sub)domain; array of reals (DM-global).

. NFPSIZEG: number of points in each subdomain (DM-global).

. NFPSIZEL : DM-local version of variabl&lFPSIZEG, its value is computed BUFPG.

. NFPGP: maximum number of output points (DM-global). This is the sum on all the subdomains of
theNFPSIZEG. Reduction of the grid near the poles for global output grids is not taken in account,
soNFPSIZEG can be above the actual total number of points where interpolations will have to be
done.

. NFPDZX: first dimension of the array to be written on output file (DM-globall-PD1 can be above
NFPGP for global domains NFPD1 counts polar latitudes contrary t8FPGP) and ALADIN
domains NFPD1 can count extension zone points according to the valuWNDOMFP in
NAMFPC butNFPGP does not count any point of the extension zone).

These variables have many possible default values, according to the content of the NANEIREC .

ARPEGE default values (LELAM=.FALSE.) for NLAT, NLON, RLATN, RLATS, RLONW, RLONE:
. if CFPFMT='GAUSS' or CFPFMT='MODEL', the default values are:NLAT =NDGL,
NLON=NDLON, while the other variables are not useful.
. if CFPFMT='LALON’, there are many possible default values, according to the value of
CFPDOM in NAMFPC:
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TABLE 2.8

CFPDOM NLAT NLON RLATN RLATS RLONW RLONE
HENORD 60 180 89.25 0.75 0. 358.
HESUDC 60 180 -0.75  -89.25 0. 358.
HESUDA 30 90 -1.5 -88.5 0. 356.
ATLMED 65 129 72.75 24.75 -84. 44.
EURATL 103 103 71.25 20.25 -32. 36.
ZONCOT 81 81 63.75 33.75 -20. 20.
FRANCE 61 61 53.25 38.25 -8. 12.
GLOB15 121 240 90. -90. 0. 358.5
EURATS5 105 149 72. 20. -32. 42.
ATOUR10 81 166 80. 0. -100. 65.
EUROC25 105 129 61. 35. -15. 17.
GLOB25 73 144 90. -90. 0. 357.5
EURSUD 41 54 48.25 28.25 -34./3. 24,
EUREST 39 73 60.25 41.25 -56/3. 88./3
GRID25 21 41 75. 25. -50. 50.
MAROC 158 171 42.90 19.20 -19.80 5.85

If CFPDOM(j) is uninitialised or unknown from FULL-POS, then the default values are all null, and you must at
least specify in the namelist the valueNoAT andNLON, otherwise the job will abort.
. If CFPFMT='LELAM’, there are many possible default values, according to the value of
CFPDOM in NAMFPC (seeSUFPD, for real quantities there are often more digits than written in
the following table):

TABLE 2.9

CFPDOM NLAT NLON RLATN RLATS RLONW RLONE

BELG 72 72 53.6257625 47.0055223 359.727133 10.8165438
SLOV 48 48 50.31862495 41.48230800 8.11809117 19.87921810
MARO 160 160 43.03274783 18.41928424 -19.8912708 9.83167877
OPMA 108 108 43.84932233 17.32436063 -20.7906551 11.39205009
LACE 192 216 56.04274264 33.07606553 1.16026046 41.19323585
ROUM 72 72 52.86547894 35.28895004 14.16917554 39.71861793
FRAN 180 180 55.02332687 36.20003128 -9.18826294 19.26073265

ALADIN default values (LELAM=.FALSE.) for NLAT, NLON, RLATN, RLATS, RLONW, RLONE:

They are not detailed here and computation is sometimes complicated, seeSO&tRi2for more details.
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Additional variables required for a grid ALADIN

If you ask for a grid ALADIN CFPFMT ='LELAM’), there are additionnal variables that you can specify:

NFPLUN: actual first row of longitude (DM-global).
NFPLUX: actual last row of longitude (DM-global).
NFPGUN: actual first row of latitude (DM-global).
NFPGUX: actual last row of latitude (DM-global).
NFPZONL: half the size of area | in abscisse€DM-global).
NFPZONG: half the size of area | in ordinaggDM-global).

There are many possible default values, according to the valGEBDOM in NAMFPC ; for NFPLUX andNF-
PGUX there are two possible default values according to the valbd-0fDOM, the first one is valid wheNFP-
DOM=0, the second one is valid whEFPDOM=1 or -1:

TABLE 2.10

CFPDOM NFPLUN NFPLUX NFPGUN NFPGUX NFPZONL NFPZONG

BELG 1 72,61 1 72;61 8 8
SLOV 1 48; 37 1 48; 37 8 8
MARO 1 160; 149 1 160; 149 8 8
OPMA 1 108; 97 1 108; 97 8 8
LACE 1 216; 205 1 192; 181 8 8
ROUM 1 72; 61 1 72; 61 8 8
FRAN 1 180; 169 1 180; 169 8 8

For CFPFMT ="MODEL'GAUSS’ or 'LALON'’ these variables are not useful, they have default values equal to
0 excepted in the case ALADIN whe&DFPFMT ="MODEL or 'LALON’: defaults are NFPLUN=NDLUN, NF-
PLUX=NDLUX, NFPGUN=NDGUN, NFPGUX=NDGUX, NFPZONL=NBZONL , NFPZONG=NBZONG.

Namelist NAMFPD:

The following variables oY OMFPD are in namelisNAMFPD: NLAT, NLON, RLATN , RLATS, RLONW,
RLONE, NFPLUN, NFPLUX, NFPGUN, NFPGUX, NFPZONL, NFPZONG.

2.12.13 YOMFPF.

Variables defining the FULL-POS filter. Variables are initialised in setup rosey SUFPFE All variables are

DM-global.

List of variables

NFMAX : maximum truncation of the output subdomains (default value depends on configuration).
LFPFIL : .TRUE. if “THX" filter for derived fields is active (default value is .TRUE. in ARPEGE
excepted in the first part of a 927-type configuration, .FALSE. in ALADIN).

RFPEPS maximum relative distance between the asymptot and the filtering function outside the
window. Default value is 0.1 .

NFPWID: width of the window where the filtering function is strongly decreasing; defined as a
deviation. Default value is 12 if \Ne 24, 24 if \Nc > 24 and \Ns 48, 48 if \Nc > 48.

RFPFIL : value of the filter for each zonal wavenumber and each subdomain.
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. RFPMAT : filtering matrixes.

. LFPBEL : .TRUE. if “bell-shape” filter is active for other fields than geopotential, temperature or
mean sea level pressure.
. RFPBEL.: coefficient of the exponential function in the “bell-shape" filter for other fields than

geopotential, temperature or mean sea level pressure.
. LFPBEG: .TRUE. if “bell-shape" filter is active for geopotential.

. RFPBEG: coefficient of the exponential function in the “bell-shape" filter for geopotential.

. LFPBET: .TRUE. if “bell-shape™" filter is active for temperature.

. RFPBET: coefficient of the exponential function in the “bell-shape" filter for temperature.

. LFPBEP: .TRUE. if “bell-shape" filter is active for mean sea level pressure.

. RFPBEP: coefficient of the exponential function in the “bell-shape” filter for mean sea level
pressure.

. LFPBEH: .TRUE. if “bell-shape" filter is active for relative moisture.

. RFPBEH: coefficient of the exponential function in the “bell-shape" filter for relative moisture.

. LFPBED: .TRUE. if “bell-shape" filter is active for “derivatives".

. RFPBED: coefficient of the exponential function in the “bell-shape" filter for “derivatives".

. LFPBE : .TRUE. if any ofLFPBE... is .TRUE. .

The array below summarizes the existing “Bell-shaped" filters (default values are parenthesis):

TABLE 2.11
. Available Switch .-
Field inmodel  (.TRUE. if active) CO€Ticient
Derivatives LFPBED RFPBED
ALADIN only (TRUE.) 6.)
Geopotential LFPBEG RFPBEG
ARPEGE/IFS (.TRUE.) 4.)
ALADIN (.TRUE.) 6.)
Temperature LFPBET RFPBET
ARPEGE/IFS (.TRUE.) 4)
ALADIN (TRUE.) 6.)
Mean sea level pressure LFPBEH RFPBEP
ARPEGE/IFS (.TRUE.) 4.)
ALADIN (.TRUE.) (6.)
Relative humidity LFPBEP RFPBEP
ARPEGE/IFS (.TRUE.) 4)
ALADIN (TRUE.) 6.)
All other non-derivatives LFPBEL RFPBEL
ARPEGE/IFS (.FALSE.) 4.)
ALADIN (.FALSE.) 6.)

VariablesLFPBED to LFPBEL are .FALSE. in the first part of a 927-type configuratieRSPEC=.TRUE. .

Furthermore, in ARPEGE/IFS, it is also possible to perfatnthe endan overtruncation of each post-processed
field. This overtruncation is equivalent to the so-called “THX" filter, but it is applied in the stretched spectral space
and themO (see formula ( [Ref: déifterTHXARPEGH ) ) is equal to the variablBlPMAX in the namelisNAM-

DIM . Note that this overtruncation is active onlNIPMAX is less thalNSMAX.
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Namelist NAMFPF:

The following variables o¥ OMFPF are in namelisNAMFPF: NFMAX , LFPFIL , RFPEPS NFPWID, LFP-
BEL, RFPBEL, LFPBEG, RFPBEG, LFPBET, RFPBET, LFPBEP, RFPBEP, LFPBEH, RFPBEH, LF-
PBED, RFPBED.

2.12.14 YOMFPG.

Variables defining the characteristics of the (transformed) output geometry. Variables are initialised in setup routine
setup'SUFPG.

Variables concerning all kinds of output subdomains:
. NFPMAX : truncation order (DM-global).

. If CFPFMT="GAUSS’, NFPMAX is the truncation corresponding to the output grid;
default value iNSMAX.

. If CFPFMT='LELAM’, NFPMAX is the meridian truncation; default value satisfies to the
identity 3* NFPMAX +1 = NLAT.

. If CFPFMT="LALON’, NFPMAX is the truncation of the Gaussian grid which would have

been defined bNLAT latitudes andNLON longitudes; default value satisfies to the identity
3* NFPMAX +1 = min(NLAT ,NLON).

. RFPLA: latitudes of the output points (DM-local).

. RFPLAL: latitude of the first output point in a DM-global sense (DM-global).

. RFPLANLAT1 : latitude of the output point numbELAT (1) in a DM-global sense (DM-global).

. RFPLO: longitudes of the output points (DM-local).

. NFPRGPG: effective number of output points (DM-global).

. NFPRGPL: DM-local effective number of output points for one processor (DM-local).

. NFPRGPLX: maximum of theNFPRGPL of all the processors (DM-global).

. LFPOSHOR: .TRUE. for actual horizontal post-processing (DM-global).

Variables concerning Gaussian grid or ALADIN subdomain as output subdomain:

. NFPLEV : number of levels; default SFLEVG (DM-global).

. FPMUCEN: sine of the latitude of the pole of interest (DM-global); default valueiUCEN for
global outputs, 1 for limited area outputs.

. FPLOCEN: longitude of the pole of interest (DM-global); default valueREOCEN for global
outputs, 0 for limited area outputs.

. FPVALH : A coefficients of vertical system (DM-global); default valug/Add .

. FPVBH : B coefficients of vertical system (DM-global); default valu¥'i&H .

. FPVPOO: reference pressure (DM-global); default valugi0.

. RFPGM : mapping factor (DM-local).

. RFPNORX: zonal component of rotation matrix for vector outputs (DM-local).

. RFPNORY: meridian component of rotation matrix for vector outputs (DM-local).

Variables concerning Gaussian grid as output subdomain:
. NFPHTYP (DM-global):

. 0: regular grid.

. 1: number of points proportional {¢1 — 1,

. 2: number of points read on nameNAMFPG.

. default value iNHTYP if NLAT =NDGLG, zero in the other cases.

. FPNLGINC: increment to get non-linear grid (DM-global); default value is 1.
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NFPRGRI : number of active points on a parallel (DM-global); default valueNISOENG if
NLAT =NDGLG, NLON in the other cases.

NFPMEN : maximum zonal wave number for a given parallel (DM-global).

FPSTRET : stretching factor (DM-global); default value RSTRET for global outputs, 1 for
limited area outputs.

NFPTTYP (DM-global):

. 1: no tilting; pole of high resolution at the northern pole of the real Earth.
. 2: tilting; pole of high resolution at a different location than the northern pole of the real
Earth.

Default value INSTTYP for global outputs, 1 for limited area outputs.

NFPQUAD : quadratue ( 1 : Gaus ; 2 : Lobatto); (DM-global); default value iNNQUAD for
global outputs, 1 for limited area outputs.

RFPMU : array containing the sines of the output Gaussian latitudes (DM-global).

LFPOLE : .TRUE. if points at the poles are required; default value is .TRUE if
CFPFMT="MODEL' or pseudo-configurations 927 and E927, .FALSE. elsewhere (DM-global).

Variables concerning ALADIN grid as output subdomain:

FPBETA: angle of rotation in degrees (DM-global); default value is zero in ARPEGE/IFS, zero in

ALADIN if CFPFMT=MODEL' and EBETA in ALADIN in the other cases.

NMFPMAX : meridian truncation order (DM-global); default value satisfies to the identity 3*

NFPMAX +1 = NLAT if CFPFMT="LELAM’ and default value is 1 in the other cases.

LFPMAP : .T./.F. if the domain is defined through its coordinates/wavelengths (DM-global).

FPLX: wavelength in longitude (DM-global); default is 5448300. in ARPEGE/IFS if

CFPFMT='LELAM’, 0 in ARPEGE/IFS if CFPFMT="MODEL’, 'LALON’ or 'GAUSS’, 0 in

ALADIN if CFPFMT="GAUSS' andELX in ALADIN if CFPFMT="MODEL’, 'LALON’ or

'‘LELAM’.

FPLY: wavelength in latitude (DM-global); default is 5448300. in ARPEGE/IFS if

CFPFMT='LELAM’, 0 in ARPEGE/IFS if CFPFMT=MODEL’, 'LALON’ or 'GAUSS’, 0 in

ALADIN if CFPFMT="GAUSS’ andELY in ALADIN if CFPFMT="MODEL, 'LALON’ or

'LELAM’.

NFPROTEQ: parameter for rotation (DM-global).

. 0: no rotation.

. 1: the reference point of rotatiofriR ,LAR) is rotated to equator, the north pole is on the
new Greenwich meridian.

Default is 0 in ARPEGE/IFS, 0 in ALADIN ifCFPFMT="GAUSS’ and NROTEQ in ALADIN if CFP-
FMT =MODEL’, 'LALON’ or 'LELAM’.

FPLONR: LAR geographical longitude of reference point of rotation, in degrees (DM-global);
default value is zero in ARPEGE/IFS, 0 in ALADIN €FPFMT="GAUSS’ and ELONR in
ALADIN if CFPFMT=MODEL, 'LALON’ or 'LELAM'.

FPLATR: FIR geographical latitude of reference point of rotation, in degrees (DM-global); default
value is zero in ARPEGE/IFS, 0 in ALADIN iEFPFMT="GAUSS’ andELATR in ALADIN if
CFPFMT=MODEL, 'LALON’ or 'LELAM'.

FPLONO: LAO geographical longitude of reference for the projection, in degrees (DM-global);
default value is 0. in ARPEGE/IFS excepted in the c&&FMT="LELAM’ (various default
values according t€FPDOM, see routin6SUFPG1Y), 0. in ALADIN if CFPFMT="GAUSS’ and
ELONO in ALADIN if CFPFMT="MODEL’, 'LALON’ or 'LELAM’.

112

IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 2 ‘FULL-POS post-processing and interpolation’ 5“‘,

. FPLATO: FIO geographical latitude of reference for the projection, in degrees (DM-global); default
value is 0. in ARPEGE/IFS excepted in the c&BEPFMT="LELAM’ (various default values
according toCFPDOM, see routineSUFPGJ), 0. in ALADIN if CFPFMT=GAUSS’ and
ELATO in ALADIN if CFPFMT=MODEL', 'LALON’ or 'LELAM'.

. FPRPK: K projection parameter and definition (DM-global); default value is -9. in ARPEGE/IFS
excepted in the cas€FPFMT="LELAM’ (various default values according t€FPDOM, see
routine SUFPGY, -9. in ALADIN if CFPFMT='GAUSS’ and ERPK in ALADIN if
CFPFMT=MODEL, 'LALON’ or 'LELAM'.

. NFPSOTRP: isotropy parameter under projection (DM-global); default value is 0. in ARPEGE/
IFS excepted in the caseCFPFMT='LELAM' (generally 1.), 0. in ALADIN if
CFPFMT="GAUSS’ andNSOTRPin ALADIN if CFPFMT=MODEL’, 'LALON’ or 'LELAM'.

. NFPGIVO: choice of reference point for projection (DM-global); default value is zero in ARPEGE/
IFS, 0. in ALADIN if CFPFMT="GAUSS’ andNGIVO in ALADIN if CFPFMT=MODEL,
'LALON’ or 'LELAM'.

Variables concerning ALADIN or 'LALON'’ grid as output subdomain

. RFPDX: grid size in meters alongif projection (ALADIN grid); longitude increment in radians if
spherical geometry (DM-global).
. RFPDY: grid size in meters along if projection (ALADIN grid); latitude increment in radians if

spherical geometry (DM-global).
Namelist NAMFPG

The following variables off OMFPG are in namelisNAMFPG: NFPMAX , NFPLEV, FPMUCEN, FPLO-
CEN, FPVALH , FPVBH, NFPHTYP, NFPRGRI, FPSTRET, NFPTTYP, NFPQUAD, FPBETA, LFPOLE,
FPVPOO NMFPMAX , FPLX, FPLY, NFPROTEQ, FPLONR, FPLATR , FPLONO, FPLATO, FPRPK, NFP-
SOTRP, NFPGIVO, FPNLGINC.

2.12.15 YOMFPIOS.
Contains control variables for FULL-POS IO scheme. Variables are initialised in setup settipSUFPIOS.

Writing to output files: variable NFPXFLD.

To write post-processed fields on an output file, you first extract them from an array (or a work file). Rather than
extracting the fields one after the other, the fields are grouped in packets, and these packets of fields are extracted
one after the other. You can specify the maximum number of fields in a packet by modifying the viliff&bte

FLD in the namelisNAMFPIOS. The default value is the maximum possible depending on the number of fields

to produce. Raising the value BFPXFLD should save CPU time to the detriment of the memory cost, and vice
versa.

Variables for auxiliary fields:
. LIOFPR : switch for IO scheme (DM-global).
. CIOFPR : pathname (DM-global).
. NIOFPR : MIO package file reference (DM-global).
. NBLIOFPR : buffer length for IO (DM-local).
. NIOBFFPR: number of buffers for 10 (DM-global).
. NPCKFFPR: packing factor (DM-global).
. NEXPBFPR: number of bits used for exponent when packing (DM-global).

Variables for working fields:
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. LIOFPW : switch for IO scheme (DM-global).

. CIOFPW : pathname (DM-global).

. NIOFPW : MIO package file reference (DM-global).

. NBLIOFPW : buffer length for 10 (DM-local).

. NIOBFFPW: number of buffers for 10 (DM-global).

. NPCKFFPW: packing factor (DM-global).

. NEXPBFPW: number of bits used for exponent when packing (DM-global).

Variables for dynamics fields:
. LIOFPD : switch for IO scheme (DM-global).
. CIOFPD : pathname (DM-global).
. NIOFPD : MIO package file reference (DM-global).
. NBLIOFPD : buffer length for IO (DM-local).
. NIOBFFPD: number of buffers for IO (DM-global).
. NPCKFFPD: packing factor (DM-global).
. NEXPBFPD: number of bits used for exponent when packing (DM-global).

Variables for physics fields:
. LIOFPP : switch for IO scheme (DM-global).
. CIOFPP : pathname (DM-global).
. NIOFPP : MIO package file reference (DM-global).
. NBLIOFPP: buffer length for IO (DM-local).
. NIOBFFPP: number of buffers for IO (DM-global).
. NPCKFFPP: packing factor (DM-global).
. NEXPBFPP: number of bits used for exponent when packing (DM-global).

Variables for fields from APACHE:
. LIOFPA : switch for IO scheme (DM-global).
. CIOFPA : pathname (DM-global).
. NIOFPA : MIO package file reference (DM-global).
. NBLIOFPA : buffer length for IO (DM-local).
. NIOBFFPA: number of buffers for IO (DM-global).
. NPCKFFPA: packing factor (DM-global).
. NEXPBFPA: number of bits used for exponent when packing (DM-global).

Additional remarks and some default values:

For the horizontal post-processing, the data flows have been separated in 4 parts:

. post-processed dynamical data.

. post-processed physical and fluxes data.

. weights for horizontal interpolations.

. output geometry and climatology.

. horizontally pre-processed dynamical data (for post-processing on height levels or hybrid levels).

To spare memory space, each of these data flows can be controlled by a specific /0 scheme. By default, no /0
scheme is activated. If you wish to activate 1/0 schemes, then use the variables which are in the Naviist
PIOS as the array below describes it (defaults values are the ones in parenthesis).
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TABLE 2.12

.TRUE. to activate Number of bits used for

Data /O scheme Work file name  Packing factorexponent when packing
Post-processed LIOFPD CIOFPD NPCKFFPD NEXPBFPD
dynamical fields (.FALSE.) ('miofpdyn’) 1) (6)
Post-processed LIOFPP CIOFPP NPCKFFPP NEXPBFPP
phys flds/fluxes (.FALSE.) ('miofpphy’) Q) (6)
Weights LIOFPW CIOFPW NPCKFFPW NEXPBFPW

(.FALSE.) ('miofpwork’) Q) (6)
Output geometry, LIOFPR CIOFPR NPCKFFPR NEXPBFPR
climatology (.FALSE.) ('miofpaux’) (1) (6)
Pre-processed LIOFPA CIOFPA NPCKFFPA NEXPBFPA
dynamical data (.FALSE.) ('miofpapa’) Q) (6)

Namelist NAMFPIOS:

The following variables ofYOMFPIOS are in namelistNAMFPIOS: NFPXFLD, CIOFPR, CIOFPW,
CIOFPD, CIOFPP, CIOFPA, LIOFPR, NPCKFFPR, NEXPBFPR, LIOFPW, NPCKFFPW, NEXPBFPW,
LIOFPD, NPCKFFPD, NEXPBFPD, LIOFPP, NPCKFFPP, NEXPBFPP, LIOFPA, NPCKFFPA, NEX-
PBFPA.

2.12.16 YOMFPOLE.

Useless, has to be removed.

2.12.17 YOMFPOP.

Contains post-processing file-handling variables. Variables are initialised in setup reettiptsSUFPOPH No
variable in namelist.

List of variables:
. CFPFN: path file name for output files (DM-global).
. CFPCA: names of output frames (DM-global).

2.12.18 YOMFPSC2.

Contains control variables f@CAN2MSM or SCAN2MDM FULL-POS rows. Variables are initialised in setup
routinesetupfSUFPSC2

List of variables:
. NFPLENR: number of active points in each post-processing row (DM-local).
. NFPROMAG: working dimension for horizontal post-processing (DM-global if its value is
specified in the namelidlAMFPSC2, DM-local in the contrary, default value depends on the
processor if distributed memory).

. NFPROMAL : working dimension for horizontal post-processing, DM-local version of
NFPROMAG.
. NFPBSR number of sub-rows in each post-processing row (DM-local).
. NFPTBSRL.: total number of sub-rows in post-processing buffer (DM-local).
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Additional remarks about variables NFPROMAG and NFPROMAL.:

VariableNFPROMAG is very useful to find a compromise between the vectorization and the memory cost in the
post-processing for the lagged computations (horizontal interpolatiddB@SLAG and additional calculations

in ENDVPOS), and it is also very useful to make efficient I/O schemes. The varidlBRROMAL represents the
horizontal depth of work in the lagged computations of post-processing; it is obvious that this variable has some
similarity with the famous variablBIPROMA (in namelistNAMDIM ) or the less famous variabMSEGM (in
namelistNAM926), but its use is more flexible. For shared membiyPROMAL =NFPROMAG if NFPRO-

MAG is an odd integelNFPROMAL =NFPROMAG +1 if NFPROMAG is an even integer; this is also the case

if NFPROMAG is taken to its (DM-local) default value for distributed memory, this is not necessary to define a
unic DM-global value (but desirable in the future). For distributed memory when a DM-global vaNiERRO-

MAG is given in the nameliflAMFPSC2, NFPROMAL depends on the processor, its maximum value is equal

to NFPROMAG if NFPROMAG is an odd integetlNFPROMAG +1 if NFPROMAG is an even integer. Variable
NFPROMAG is used only inSUFPSC2 the remainder of the code uses ohNfPROMAL . The way how the
post-processing data flow is managed in the post-processing arrays/work files is explained in detail in the sections
'Some shared memory features’ and 'Some distributed memory features’. For summary:

. The model data is split in packets of points of fixed $iEBROMA ; each model packet is treated by
one task, and is independent from the other packets. For distributed memory one processor treats
NGPTOT model grid-points, with a subdivision intdPROMA -packets, but this subdivision is
active for not lagged computations only.

. Each output point (i.e. where post-processing is performed) is related to one model packet: the one
which contains the model point which is the nearest from it. That way, the output points are sorted
out, so that each post-processing packet (i.e. the group of all the output points which are related to
the same model packet) has a specific size. For shared memory (resp. distributed memory) the
model-packets used to compINEPROMAG andNFPROMAL are theNPROMA -packets (resp.
theNGPTOT-packets).

. In order to use the 1/O subroutines already available in ARPEGE/IFS, each post-processing packet
has been split in sub-rows of fixed sikl-PROMAL . Each post-processing packet is treated by
one task which performs a loop on the number of sub-rows in the current post-processing packet.

. Note that an empty post-processing packet is characterized by a number of sub-rows equal to zero;
as a consequence, empty post-processing packets do not lead to memory spill. On the opposite,
each non-empty post-processing packet contains a specific number of unused words.

Searching for a compromise between vectorization and memory cost, the vRIEEROMAG can be any integer

from 1 to the size of the biggest post-processing packet. The bigfgfROMAG will be, the more the vectoriza-

tion will be efficient, and the more memory will be needed. The default val-BfROMAG is the mean size of

the post-processing packets if shared memory, the total number of post-processing points treated by the current
processor if distributed memory, as this value appeared to be the best compromise. However, if the I/O schemes are
activated, the size of the biggest post-processing packet may be a more efficient value. In the listing, the user will
find more information to find out the value to adopt: just before “COMMON YOMFPSC?2" is printed out, the fol-
lowing information is written (information depends on the processor for distributed memory but is not very useful

in this case because there is only one value per processor which is used to compute the following statistics: the
standard deviation is zero):

. size of the smallest post-processing packet.

. size of the biggest post-processing packet.

. mean size of the post-processing packets.

. standard deviation of the size of the post-processing packets.
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You can also know the memory you have lost in the post-processing arrays: just locate “TOTAL MEMORY LOST
IN WORDS =".

Namelist NAMFPSC2:
The following variable of OMFPSC2 is in namelisNAMFPSC2: NFPROMAG.

2.12.19 YOMFPSC2B.

Contains control variables f@CAN2MSM or SCAN2MDM FULL-POS sub-rows. Variables are initialised in
setup routinesetup SUFPSC2B No variable in namelist.

List of variables:
. NFPROF: number of active points in each post-processing sub-row (DM-local).
. NFPINT: number of points to be computed through 12-points interpolatibP(NT (1,.)) and
through averaging of a boNEFPINT (2,.)). DM-local variable.
. NFPSORT: pointer of the interlaced post-processing points in the sorted array (DM-local).
. NFPSTAP: sub-row start pointer for each row (DM-local).

2.12.20 YOMFPSP.

Contains FULL-POS spectral arrays. Variables are initialised after direct spectral transforms. All variables are DM-
global. No variable in namelist.

List of variables:

. SPAFP: underived vertically post-processed fields.
. SPBFP. derived vertically post-processed fields for all required subdomains.
. SPDFP derived vertically post-processed fields for one subdomain.

2.12.21 YOMFPTO.

Contains buffe=PTSQ Auxiliary surface grid point array for post-processing on height levels above an output
orography and for surface horizontal post-processing above an output orography (DM-local). Variable is computed
in routinepp_obgGPOS. No variable in namelist.

2.12.22 YOMIOS.

Some variables ityOMIOS (which does not contain only FULL-POS variables) can be useful for FULL-POS.
These variables are DM-global. For the vertical post-processing, the data flows have been separated in 2 parts:
. fitted post-processed fields.
. unfitted post-processed fields.

To spare memory space, the data flow of unfitted post-processed fields can be controlled by a specific /O scheme.
By default, this I/O scheme is activated only at ECMWECMWF =.TRUE.). If you wish to activate/deactivate

it, just setLIOGAUX =.TRUE./.FALSE. in the namelisdAMCTO . Then you can change other related variables

in the namelisNAMIOS :

. CIOGAUX : work file name of unfitted vertically post-processed fields; default is 'miogaux’.
. NPCKFGX: packing factor for I/O on vertically post-processed fields; default is 1.
. NEXPBGX: number of bits used for exponent when packing I/O on vertically post-processed

fields; default is 6.

Other useful variables in YOMIOS and NAMIOS:
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. CIOFOUL: work file name for Fourier data.
. NBLFOU : segment length for complex 1/O on Fourier data.
. CIOLPOL : work file name for Legendre polynomials.

. CIOTMDT : work file name of grid-point fields at t-dt.

. NPCKFT9: packing factor for 1/O on grid-point fields at t-dt.

. NEXPBT9: number of bits for exp. when packing grid-point fields at t-dt.

. CIOGPUA: work file name of upper air grid-point fields.

. NPCKFGU: packing factor for I/O on upper air grid-point fields.

. NEXPBGU: number of bits for exp. when packing upper air grid-point fields.
. CIOGPP : work file name of surface fields.

. NPCKFGP: packing factor for I/O on surface fields.

. NEXPBGP: number of bits for exp. when packing surface fields.

. CIOCFU : work file name of cumulated fluxes.

. NPCKFCF: packing factor for /0O on cumulated fluxes.

. NEXPBCF: number of bits for exp. when packing cumulated fluxes.
. CIOXFU : work file name of instantaneous fluxes.

. NPCKFXF: packing factor for I/0O on instantaneous fluxes.

. NEXPBXF: number of bits for exp. when packing instantaneous fluxes.
. CIOSPEC: work file name of saved spectral data.

. CIOSUA : work file name of saved upper air grid-point data.

. CIOSSU: work file name of saved surface data.

. CIOSCF : work file name of saved cumulated fluxes data.

. CIOSXF : work file name of saved instantaneous fluxes data.

Default value of a variable of the tyg@ ONAME (for ex. CIOGPP) is 'mioname’ (for ex. 'miogpp’). Default
value of NBLFOU depends on configuration. Default valueNPCK... variables is 1. Default value NHEXP...
variables is 6. See routilg@JIOS for more details.

2.12.23 YOMMP.

Variables specific to the distributed memory environment. Some of these variables can be used also for shared
memory. The following variables ofOMMP (which does not contain only FULL-POS variables) can be useful

for FULL-POS. Variables are generally computedetup/SUMPO (called bysetupSUOYOMA), setup SUMP,
sometimesetupSUCTO.

Variables describing distributed memory parallelization:
. MYPOS(1): own position in x-direction (DM-global).
. MYPOS(2): own position in y-direction (DM-global).
. MYPROC: own processor, quasi 1D position in torus (DM-local).
. MYSETA : own processor set A (set A DM-local, set B DM-global).
. MYSETB: own processor set B (set A DM-global, set B DM-local).

. MYPID : own process identifier (DM-local).

. MYFATHER : father process (DM-local).

. NSONS number of son processes (DM-local).

. NPHASE: number of phases in the recursive transposition (DM-global). Default value is 1.
. NLAGA : lagging factor for tranpositions in A-direction (DM-global). Default value is 0.

. NLAGB : lagging factor for tranpositions in B-direction (DM-global). Default value is 0.
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NSLPAD: number of pad words initialised to a huge number at either of side of the interpolation
buffer halo, used to trap halo problem (DM-global). Default value is 0.

LSPLITIN : input data provided in sequential files if . TRUE. or in directories if .FALSE. (DM-
global). Default value is .FALSE. .

LSPLITOUT : output data provided in sequential files if . TRUE. or in directories if .FALSE. (DM-
global). Default value is .TRUE. .

NSTRIN: number of processors required to perform input processing (DM-global). Default value
is 1.

NSTROUT: number of processors required to perform output processing (DM-global). Default
value is 0.

NFLDIN : number of input fields to be buffered during distribution (DM-global). Default value is 0.
NFLDOUT : number of output fields to be buffered during gathering (DM-global). Default value is
0.

NPRCIDS: array containing the process identificators (DM-local).

LAPPLE : defines apple or orange grid point decomposition (DM-global). Default value is .FALSE.

LSPLIT: .TRUE./.FALSE.: latitudes are shared/not shared between sets (DM-global). Default
value is .TRUE. for configurations between 100 and 199, .FALSE. for other configurations.
LSLSYNC: .TRUE. if communication between processors for interpolation buffers reads/writes in
synchronisation (DM-global). Default value is .TRUE. .

Variables describing the partitioning of data:

NDWIDE : width of interpolation buffer halo region (DM-global). Default value is 32.

NPROCM: gives process which is responsible for the zonal wave numemM-global).
NUMPROCGP: gives processor which is responsible for model grid point (DM-global).
NUMPROCEFP: gives processor which is responsible for FULL-POS horizontal interpolation point
jfp, wherejfp = 1 toNFPRGPG (DM-global).

NUMPP: tells for how many wave numbers the processes are responsible for the truncation
NSMAX (DM-local).

NALLMS : global wave numbers for all processes (DM-global).

NPTRMS: pointer to first wave number of given procesBIALLMS (DM-global).

NLATLS : first latitude for which current process calculates Legendre polynomials (DM-global).
NLATLE : last latitude for which current process calculates Legendre polynomials (DM-global).
NPROCL.: gives process which is responsible for latitude in grid-point space (DM-global).
NPROCLF: gives process which is responsible for latitude in Fourier space (DM-global).
NULTPP: number of latitudes in given process in grid-point space (DM-global).

NULTPPF: number of latitudes in given process in Fourier space (DM-global).

MYLATS : latitude numbers mapped to current process in grid-point space (DM-global).
NPTRLS: pointer to first global latitude of given process in grid-point space (DM-global).
NPTRLSF: pointer to first global latitude of given process in Fourier space (DM-global).
NFRSTLAT : first latitude of each set in grid-point space (DM-global).

NFRSTLATF : first latitude of each set in Fourier space (DM-global).

NFRSTLOFF: offset for first lat of own set in grid-point space (DM-local).

NFRSTLOFFF: offset for first lat of own set in Fourier space (DM-local).

NLSTLAT : last latitude of each set in grid-point space (DM-global).

NLSTLATF : last latitude of each set in Fourier space (DM-global).

NPTRFRSTLAT : pointer to first latitude in grid-point space (DM-global).
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NPTRFRSTLATF: pointer to first latitude in Fourier space (DM-global).

NPTRLSTLAT : pointer to last latitude in grid-point space (DM-global).

NPTRLSTLATF : pointer to last latitude in Fourier space (DM-global).

NPTRFLOFF: offset for pointer to first latitude of own set in grid-point space (DM-local).
NPTRFLOFFF: offset for pointer to first latitude of own set in Fourier space (DM-local).
NPTRLAT : pointer to start of latitude in grid-point space (DM-global).

NPTRLATF : pointer to start of latitude in Fourier space (DM-global).

LSPLITLAT : .TRUE. if latitude is split over two A sets (DM-global).

MYFRSTACTLAT : first actual latitude of each processor in grid-point space (DM-global).
MYLSTACTLAT : last actual latitude of each processor in grid-point space (DM-global).
MYSENDA: processors to which current processor will send messages during the (recursive) A-
transposition (set A DM-local, set B DM-global).

MYRECVA : processors from which current processor will receive messages during the (recursive)
A-transposition (set A DM-local, set B DM-global).

MYSENDB: processors to which current processor will send messages during the (recursive) B-
transposition (DM-local).

MYRECVB : processors from which current processor will receive messages during the (recursive)
B-transposition (DM-local).

MYSENDSETA: process-set to which current processor will send messages during the (recursive)
A-transposition (set A DM-local, set B DM-global).

MYRECVSETA : process-set to which current processor will receive messages during the
(recursive) A-transposition (set A DM-local, set B DM-global).

MYSENDSETB: process-set to which current processor will send messages during the (recursive)
B-transposition (set A DM-global, set B DM-local).

MYRECVSETB: process-set to which current processor will receive messages during the
(recursive) B-transposition (set A DM-global, set B DM-local).

MYSENDG: processors to which current processor will send messages during global
communication (DM-local).

MYRECVG : processors from which current processor will receive messages during global
communication (DM-local).

MYMSGS: identification of the origin of the messages during recursive transposition (DM-local).
NPTRSV: pointer to first spectral wave column on given processBI8VAX arrays (DM-global).
NPTRSVV: asNPTRSV but for fullm-columns (DM-global).

NPTRMF: distribution of mcolumns among B sets used for semi-implicit calculations on this
processor (fulm-columns case, set A DM-global, set B DM-local).

NSPSTAF pointer to where eacim-column starts; used for semi-implicit (ful-columns case, set

A DM-global, set B DM-local).

NUMLL : distribution of levels on B-processor set (DM-global).

NPTRLL : pointer to first level on this B-processor set (set A DM-global, set B DM-local).

NPSP. equals 1 if pressure is handled by this B-processor set (set A DM-global, set B DM-local).
NPSURE equals 1 if surface pressure is handled by this B-processor set (set A DM-global, set B
DM-local).

NBSETLEV: on which B-set do the level belongs (set A DM-global, set B DM-local).

NBSETSP. min(NFLEVG +1 NPROCB) (set A DM-global, set B DM-local).

MYLEVS : level numbers mapped to current process (set A DM-global, set B DM-local).
NVMODIST : normal modes mapped to the different B-sets (set A DM-global, set B DM-local).
NSPEC2V. number of spectral columns computed by this procedd$3MAX arrays (DM-local).
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NSPEC2VE number of spectral columns computed by this process if complete columns are
required (DM-local).

NSTA: start position of grid columns on latitudes (set A DM-global, set B DM-local).

NONL: number of grid columns on latitudes (set A DM-global, set B DM-local).

NGPSET: number of grid points of this processor in grid point space which also belong to it in
Fourier space (set A DM-global, set B DM-local).

NAPLAT : number of apple latitudes at the poles (DM-global). Default value is 0.

NGPTRSEND: defines grid columns to be sent to each B-set dUiR@TOL (DM-local).
NGPTRRECV: defines B-sets to receive from grid columns dufiR§sTOL (DM-local).

SUFPCSET and SUFPRSET variables (based on NFPWIDE) used for FULL-POS interpolations:

NAFPB1: local inner dimension of interpolation buffer used for FULL-POS interpolations (DM-
local).

NFPSTA: interpolation buffer start position of grid columns on latitudes (set A DM-global, set B
DM-local).

NFPONL: interpolation buffer number of grid column on latitudes (set A DM-global, set B DM-
local).

NFPOFF: interpolation buffer offset to start of each row FPBUF1 and FPBUF2 (set A DM-
global, set B DM-local).

NFPEXT: interpolation buffer extend latitudes over poles support (set A DM-global, set B DM-
local).

NFPSTLAT: latitudinal position in the interpolation buffer during the data sending (DM-local).
NFPSTLON: longitudinal position in the interpolation buffer during the data sending (DM-local).
NFPRSTLAT: latitudinal position in the interpolation buffer during the data reception (DM-local).
NFPRSTLON: longitudinal position in the interpolation buffer during the data reception (DM-
local).

NFPSENDNUM: length of the sent interpolation buffer (DM-local).

NFPRECVNUM: length of the received interpolation buffer (DM-local).

NFPCORE: offsets to core region points in interpolation buffer (set A DM-global, set B DM-
local).

Some other variables:

NCOMBFLEN : size of communication buffer. This is the maximum per processor buffer space (in
words) that the ARPEGE/IFS should use for one or more sends before receives are issued from
destination processors (DM-global). Default value is 1800000.

LBIDIR : .TRUE. if bi-directional transpositions are preferred (DM-global). Only implemented in
the A-direction and require even number of processors. Default value is .FALSE. .

LSNDS: logical indicating whether to send (resp. receive) data to southern $&LNOG (resp.
TRGTOL ) (DM-local).

LSNDN: logical indicating whether to send (resp. receive) data to northern J®LAOG (resp.
TRGTOL ) (DM-local).

LRCVS: logical indicating whether to receive (resp. send) data from southern SERLMOG
(resp.TRGTOL ) (DM-local).

LRCVN': logical indicating whether to receive (resp. send) data from northern SERLTOG
(resp.TRGTOL ) (DM-local).

NSNDS number of messages to send (resp. receive) to southernERLIFOG (resp.TRGTOL )
(DM-local).
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. NSNDN: number of messages to send (resp. receive) to northernBRUROG (resp.TRGTOL )
(DM-local).

. Other distributed memory environment variables which are currently in another place, and for
which YOMMP would be a better place:

. NUMP (in YOMDIM ): number of spectral waves handled by this processor (DM-local).
NUMP=NSMAX+1 for shared memory.

. NUMCP (in YOMDIM ): same as NUMP, but related to NCMAX (DM-local).
NUMCP=NCMAX +1 for shared memory.

. NUMTP (in YOMDIM ): same as NUMP, but related to NTMAX (DM-local).
NUMTP=NTMAX +1 for shared memory.

. MYMS (in YOMLAP ): actual wave numbers handled by each processor (DM-global).

Namelist NAMPARL1:

Initialize variables that control layout of distribution. The following variablesY&MMP are in namelist
NAMPARZ1, namelist reading and default values calculations are doS&JMPO: LSPLIT, LSLSYNC, LAP-
PLE, LBIDIR , NSLPAD, NAPLAT, NPHASE, NLAGA , NLAGB, NSTRIN, NSTROUT, NFLDIN , NFLD-
OUT, NVALAG , NCOSTLAG, NLAGBDY, LSPLITIN , LSPLITOUT , NCOMBFLEN

2.12.24 YOMMPG.

Variables specific to the distributed memory environment. DM-global variables mainly used to handle reading and
writing of grib data. Some of these variables can be used also for shared memory. Some variéOlRMRG
(which does not contain only FULL-POS variables) can be useful for FULL-POS. No variable in namelist.

. NPOSSRP defines partitioning of global spectral fields among processors (DM-global).

. NPOSCP. asNPOSSPfor NCMAX arrays (DM-global).

. NPOSTP. asNPOSSPfor NTMAX arrays (DM-global).

. NDIMOG : defines patrtitioning of global spectral fields among processors (DM-global).

2.12.25 YOMOP.

Some variables iyOMOP (which does not contain only FULL-POS variables) and hamblAVIOPH can be
useful for FULL-POS.
. LINC : .T. to get time stamp in hours rather than in time steps (default value is .FALSE.). DM-
global variable.

2.12.26 YOMPFPB.
Contains buffer for fully post-processed physical fields. Variables are initialised in setup rasing
SUFPSC2B No variable in namelist.

List of variables:
. NLENPFPBL : length of buffer (DM-local).
. GPFPBUF: buffer (DM-local).
. NSTAPFPB: start adresses for post-processed packets of points within buffer (DM-local).

2.12.27 YOMRFPB.

Contains buffer of auxiliary fields (geometry, climatology) for horizontal post-processing. Variables are initialised
in setup routinesetup SURFPBUFfor buffer RFPBUF andsetup SUFPSC2Bfor other variables. No variable
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in namelist.

List of variables:
. NLENRFPBL : length of buffer (DM-local).
. RFPBUF : buffer containing output climatology and geometry (DM-local).
. NSTARFPB : start adresses for post-processed packets of points within buffer (DM-local).

2.12.28 YOMRFPDS.

Description of auxiliary fields for horizontal post-processing. Variables are initialised in setup reetinSUR-
FPDS. Variables are DM-global. No variable in namelist.

Field pointers:
. MFPGMO : for output mapping factor.

. MFPGNXO:': for outputx-component of rotation matrix.

. MFPGNYO': for outputy-component of rotation matrix.

. MFPLSMO : for output land-sea mask.

. MFPFISO: for output surface geopotential.

. MFPFISI : for interpolated input surface geopotential.

. MFPCSTO: for output climatological surface temperature.

. MFPCSWO: for output climatological relative surface moisture.
. MFPSDO : for output climatological snow cover.

. MFPRSTO: for output relaxation deep soil temperature.

. MFPRSWO: for output relaxation deep soil moisture.

. MFPDSTO: for output climatological deep soil temperature.

. MFPDSWO: for output climatological relative deep soil moisture.

. MFPALBO : for output albedo.

. MFPEMIO : for output emissivity.

. MFPDEVO': for output (standard deviatioryy g
. MFPVEGO: for output vegetation.

. MFPGZO0O: for outputzyx g .

. MFPANIO : for output anisotropy.

. MFPDIRO : for output direction.

Other variables:
. NFPVSO: number of climatological fields.
. CFPVSO: ARPEGE field names of the climatological fields.
. NRFPOS total number of fields iRFPBUF.

2.12.29 YOMSC2.

Contains parameters used to control vectorisation and memory space. Some of these parameters are used in FULL-
POS. No variable in namelist.
. NSLBCT: packet control array folSCAN2MSM or SCAN2MDM (DM-local). Packets are
NPROMA -packets for shared memoNGPTOT-packets for distributed memory.
. NSLBCT(1,.): start row of packet.
. NSLBCT(2,.): end row of packet.
. NSLBCT(3,.): 1 if non-lagged grid-point computations on packet, O if not.
. NSLBCT(4,.): 1 if lagged grid-point computations on packet, O if not.
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. NSLBCT(5,.): usage o8LBUF1 for packet (semi-Lagrangian scheme).

. NSLBCT(6,.): usage o6LBUF2 for packet (semi-Lagrangian and Eulerian schemes).

. NSLBCT(7,.): usage oFPBUFL1 for packet (FULL-POS interpolations for fields other than
surface physics).

. NSLBCT(8,.): usage ofFPBUF2 for packet (FULL-POS interpolations for surface
physics).

. NSLBCT(5,.) toNSLBCT(8,.) are useless for distributed memory. For distributed memory
NSLBCT(1,1)aNSLBCT(2,1)=NSLBCT(3,1)=NSLBCT(4,1)=1, the other values are
useless.

. NSLBR: number of packets of rows (DM-local). Packets &®ROMA -packets for shared
memory,NGPTOT-packets for distributed memofNSLBR=1 for distributed memory.

. NLOCKFP1: multitasking lock for interpolation buffefFPBUF1 used in FULL-POS. Useless for
distributed memory.

. NLOCKFP2: multitasking lock for interpolation buffedfPBUF2 used in FULL-POS. Useless for
distributed memory.

. NLOCKOBL : multitasking lock for COBSLAGAD and COBSLAG. Useless for distributed

memory.

. NFPB1EV: event for interpolation buffeFPBUF1 used in FULL-POS. Useless for distributed
memory.

. NFPB2EV: event for interpolation buffeFPBUF2 used in FULL-POS. Useless for distributed
memory.

. NWEVFP1: number of tasks waiting for interpolation buffEPBUF1 event used in FULL-POS.
Useless for distributed memory.

. NWEVFP2: number of tasks waiting for interpolation buffEPBUF2 event used in FULL-POS.
Useless for distributed memory.

. NSLWIDE : number of rows the model lagged part runs behind (DM-global).

. NFPWIDE : number of rows the FULL-POS lagged part runs behind (DM-global).

. NFPBL
. for shared memory: number of buffers (last dimension) for interpolation b&FRBUF1
used in FULL-POS.
. for distributed memory: used to dimension an interpolation buffer but only in the non lagged
part of calculationdN\FPB1=NGPBLKS (DM-local).
. NFPB2
. for shared memory: number of buffers (last dimension) for interpolation b&EHRBUF2
used in FULL-POS.
. for distributed memory: used to dimension an interpolation buffer but only in the non lagged

part of calculationdNFPB2=NGPBLKS (DM-local).
. NSTABUF: start address for each row in grid-point buffers (DM-local).

. NLATPBF : packet pointer for each row in interpolation buffers (DM-local).
. NDIST: start address for each row in grid-point calculations (DM-local).
. NDIEND: end address for each row in grid-point calculations (DM-local).

. NCIST: start address for each row of grid-point field in buffer (DM-local).

. NCIEND: end address for each row of grid-point field in buffer (DM-local).

. NBFPFP1(resp.NBFPFP2):
. elements (1,.): pointer to packet contained in each buffer (FPBUF1, resp. FPBUF2).
. elements (2,.): remaining users of buffer (FPBUF1, resp. FPBUF2).
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DM-global variables.
. NSC2EVH: event for each row indicating non-lagged part complete for FULL-POS. Useless for
distributed memory.

2.12.30 YOMVFP.

Contains switches to use FULL-POS in an incremental variational application. Variables are initialised in setup
routinevar/SUVAR (move to directorgetupwill be desirable in the future). Variables are DM-global.

List of variables:
. LARCHFP: .T. => FULL-POS will be used for communication between the high and low
resolution run. Default is .F.
. LREFFP : .T. => the reference field is post-processed at high resolution. Default is .F.
. LRFTLFP : .T. => the reference field is post-processed at low resolution. Default is .F.
. LANAFP :.T. => the final (analysis) field is post-processed. Default is .F.

Namelist NAMVFP:
The following variable oy OMVFP is in namelisNAMVFP : LARCHFP.

2.12.31 YOMVPOS.

Contains control variables for vertical post-processing. Variables are initialised in setup saitipSUVFPOS
and can be modified by routitransform/UPDVPOS All variables are DM-global. No variable in namelist.

Control variables for post-processing of 3D variables.
. LFIT3 : .T./.F. if 3D post-processed fields are fitted/not fitted.
. Scalar variableBIADD...: address in arra@T1.
. NADDWIND : address of wind.
. NADDPSI : address of potential velocity.
. NADDDIV : address of divergence.
. NADDVOR : address of relative vorticity.
. NADDABS : address of absolute vorticity.

. NXFPLEV : number of post-processing levels.

. XFPLEV : values of post-processing levels. Array dimensiondddBPLEV .

. Scalar variableBILEV...: number of post-processing (pp) levels for different variables.
. NLEVGEOP : number of pp levels for geopotential.
. NLEVTEMP : number of pp levels for temperature.

. NLEVUMOM : number of pp levels fdd-wind component.
. NLEVVMOM : number of pp levels fov-wind component.
. NLEVSHUM : number of pp levels for specific humidity.
. NLEVRHUM : number of pp levels for relative humidity.
. NLEVVVEL : number of pp levels for vertical velocity.

. NLEVLWAT : number of pp levels for liquid water.

. NLEVSNOW : number of pp levels for solid water.

. NLEVCLFR : number of pp levels for cloud fraction.

. NLEVSCVA : number of pp levels for passive scalars.

. NLEVDIVE : number of pp levels for divergence.

. NLEVVORT : number of pp levels for relative vorticity.

. NLEVPSI : number of pp levels for velocity potential.
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. NLEVKHI : number of pp levels for stream function.

. NLEVTETA : number of pp levels for potential temperature.
. NLEVTHPW : number of pp levels fo@'w

. NLEVWIND : number of pp levels for wind velocity.

. NLEVEPTH : number of pp levels for equivalent potential temperature.
. NLEVABSYV : number of pp levels for absolute vorticity.

. NLEVSTDF : number of pp levels for stretching deformation.

. NLEVSHDF : number of pp levels for shearing deformation.

. NLEVPOTV : number of pp levels for potential vorticity.

. NLEVWEPV : number of pp levels for wet potential vorticity.

. NLEVPRES : number of pp levels for pressure.

. NLEVUAO1 to NLEVUA16 : number of pp levels for upper air fields nr 01 to 16.
ArraysNLVP... (dimensioned wittNFPXLEV ): level pointers for different variables.
. NLVPGEORP : level pointers for geopotential.

. NLVPTEMP : level pointers for temperature.

. NLVPUMOM : level pointers fokJ-wind component.

. NLVPVMOM : level pointers fok-wind component.

. NLVPSHUM : level pointers for specific humidity.

. NLVPRHUM : level pointers for relative humidity.

. NLVPVVEL : level pointers for vertical velocity.

. NLVPLWAT : level pointers for liquid water.

. NLVPSNOW : level pointers for solid water.

. NLVPCLFR : level pointers for cloud fraction.

. NLVPSCVA : level pointers for passive scalars.

. NLVPDIVE : level pointers for divergence.

. NLVPVORT : level pointers for relative vorticity.

. NLVPPSI : level pointers for velocity potential.

. NLVPKHI : level pointers for stream function.

. NLVPTETA : level pointers for potential temperature.

. NLVPTHPW : level pointers foB'w .
. NLVPWIND : level pointers for wind velocity.

. NLVPEPTH : level pointers for equivalent potential temperature.
. NLVPABSYV : level pointers for absolute vorticity.

. NLVPSTDF : level pointers for stretching deformation.

. NLVPSHDF : level pointers for shearing deformation.

. NLVPPOTYV : level pointers for potential vorticity.

. NLVPWEPV : level pointers for wet potential vorticity.

. NLVPPRES : level pointers for pressure.

. NLVPUAO1 to NLVPUA16 : level pointers for upper air fields nr 01 to 16.
ArraysNSDO...(dimensioned witiNFPXLEV ): number of subdomains for each level of different
variables.

. NSDOGEOP: number of subdomains for each level of geopotential.

. NSDOTEMP : number of subdomains for each level of temperature.

. NSDOUMOM : number of subdomains for each levellsfvind component.
. NSDOVMOM : number of subdomains for each leveMafind component.

. NSDOSHUM : number of subdomains for each level of specific humidity.
. NSDORHUM : number of subdomains for each level of relative humidity.
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. NSDOVVEL : number of subdomains for each level of vertical velocity.
. NSDOLWAT : number of subdomains for each level of liquid water.
. NSDOSNOW: number of subdomains for each level of solid water.
. NSDOCLFR : number of subdomains for each level of cloud fraction.
. NSDOSCVA: number of subdomains for each level of passive scalars.
. NSDODIVE : number of subdomains for each level of divergence.
. NSDOVORT : number of subdomains for each level of relative vorticity.
. NSDOPSI: number of subdomains for each level of velocity potential.
. NSDOKHI : number of subdomains for each level of stream function.
. NSDOTETA : number of subdomains for each level of potential temperature.
. NSDOTHPW : number of subdomains for each levelBoiv
. NSDOWIND : number of subdomains for each level of wind velocity.
. NSDOEPTH : number of subdomains for each level of equivalent potential temperature.
. NSDOABSV : number of subdomains for each level of absolute vorticity.
. NSDOSTDF: number of subdomains for each level of stretching deformation.
. NSDOSHDF: number of subdomains for each level of shearing deformation.
. NSDOPOTV : number of subdomains for each level of potential vorticity.
. NSDOWEPV : number of subdomains for each level of wet potential vorticity.
. NSDOPRES: number of subdomains for each level of pressure.
. NSDOUAO1 to NSDOUA16: number of subdomains for each level of upper air fields nr 01
to 16.
. Arrays NSDP... (dimensioned with(NFPDOM,NFPXLEV) ): subdomains pointers for different
variables.
. NSDPGEOP: subdomains pointers for geopotential.
. NSDPTEMP : subdomains pointers for temperature.
. NSDPUMOM : subdomains pointers for U-wind component.

. NSDPVMOM : subdomains pointers for V-wind component.
. NSDPSHUM: : subdomains pointers for specific humidity.

. NSDPRHUM : subdomains pointers for relative humidity.

. NSDPVVEL : subdomains pointers for vertical velocity.

. NSDPLWAT : subdomains pointers for liquid water.

. NSDPSNOW: subdomains pointers for solid water.

. NSDPCLFR : subdomains pointers for cloud fraction.

. NSDPSCVA: subdomains pointers for passive scalars.

. NSDPDIVE : subdomains pointers for divergence.

. NSDPVORT : subdomains pointers for relative vorticity.

. NSDPPSI: subdomains pointers for velocity potential.

. NSDPKHI : subdomains pointers for stream function.

. NSDPTETA : subdomains pointers for potential temperature.
. NSDPTHPW : subdomains pointers f&' w

. NSDPWIND : subdomains pointers for wind velocity.

. NSDPEPTH: subdomains pointers for equivalent potential temperature.
. NSDPABSV: subdomains pointers for absolute vorticity.

. NSDPSTDF: subdomains pointers for stretching deformation.
. NSDPSHDF: subdomains pointers for shearing deformation.
. NSDPPOTV: subdomains pointers for potential vorticity.

. NSDPWEPYV : subdomains pointers for wet potential vorticity.
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. NSDPPRES: subdomains pointers for pressure.
. NSDPUAO1 to NSDPUA16: subdomains pointers for upper air fields nr 01 to 16.

Control variables for post-processing of 2D variables.

. LFIT2 : .T./.F. if 2D post-processed fields are fitted/not fitted.

. Logical variabled FP(XXX) : .T./.F. if post-processing/no post-processing (pp/no pp) of variable
(XXX)
. LFPMSLP : .T./.F. if pp/no pp of mean sea level pressure.
. LFPSP: .T./.F. if pp/no pp of surface pressure.
. LFPORO : .T./.F. if pp/no pp of orography in the model.
. LFPGM : .T./.F. if pp/no pp of mapping factor (grid-point only).
. LFPFOL : .T./.F. if pp/np pp of tropopause folding indicator (grid-point only).
. LFPSU1: .T./.F. if pp/no pp of surface field nr 1.
. LFPSU2: .T./.F. if pp/no pp of surface field nr 2.
. LFPSU3: .T./.F. if pp/no pp of surface field nr 3.
. LFPSU4: .T./.F. if pp/no pp of surface field nr 4.
. LFPSUS5: .T./.F. if pp/no pp of surface field nr 5.

. ScalardNSDO..: number of subdomains for different variables.
. NSDOMSLP : number of subdomains for mean sea level pressure.
. NSDOSP: number of subdomains for surface pressure.
. NSDOORO : number of subdomains for orography in the model.
. NSDOGM : number of subdomains for mapping factor.
. NSDOFOL : number of subdomains for tropopause folding indicator.
. NSDOSU1: number of subdomains for surface field nr 1.
. NSDOSU2: number of subdomains for surface field nr 2.
. NSDOSU3: number of subdomains for surface field nr 3.
. NSDOSU4: number of subdomains for surface field nr 4.
. NSDOSUS5: number of subdomains for surface field nr 5.
. ArraysNSDP...(dimensioned wittNFPDOM): subdomain pointers for different variables.
. NSDPMSLP : subdomain pointers for mean sea level pressure.
. NSDPSP: subdomain pointers for surface pressure.
. NSDPORO: subdomain pointers for orography in the model.
. NSDPGM : subdomain pointers for mapping factor.
. NSDPFOL : subdomain pointers for tropopause folding indicator.
. NSDPSU1: subdomain pointers for surface field nr 1.
. NSDPSU2: subdomain pointers for surface field nr 2.
. NSDPSU3: subdomain pointers for surface field nr 3.
. NSDPSU4: subdomain pointers for surface field nr 4.
. NSDPSUS5: subdomain pointers for surface field nr 5.

2.12.32 YOMWEFPB.

Contains buffer of working fields (indices, weights) for horizontal post-processing. Variables are initialised in setup
routinessetuf SUWFPBUF for buffer WFPBUF and setupfSUFPSC2Bfor other variables. No variable in
namelist.

List of variables:
. NLENWFPBL : length of buffer (DM-local).
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. WFPBUF : buffer containing working fields for horizontal interpolations (size of the box, indices,
weights, land/sea mask) (DM-local).
. NSTAWFPB : start adresses for post-processed packets of points within buffer (DM-local).

2.12.33 YOMWFPDS.

Description of working fields for horizontal post-processing. Variables are initialised in setup reetimESUW-
FPDS Variables are DM-global. No variable in namelist.

Field pointers:
. MBOX : for the size of the box.
. MILA : pointer for the array containing the nearest northern latitatlé 6f figure 5.2).
. MILON : pointer for the array containing the longitude index of the plindf figure 5.2 .
. MILOS : pointer for the array containing the longitude index of the piirdf figure 5.2 .
. MILONN : pointer for the array containing the longitude index of the pidrdf figure 5.2 .
. MILOSS: pointer for the array containing the longitude index of the pigrdf figure 5.2 .
. MWSTD : for the first weight without land-sea mask.
. MWLSM : for the first weight with land-sea mask for scalars.

Other variables:
. NWFPOS: total number of fields ilVFPBUF.

2.12.34 Additional namelists, containing local variables.

These namelists aldAMFPPHY (read in routinesetupfSUFPPHY), NAMFPDY2, NAMFPDYP, NAMFP-
DYH, NAMFPDYV, NAMFPDYT andNAMFPDYS (read in routinesetufd SUFPDYN). These namelists can be
used to make an accurate list of post-processed fields.

In ordinary case, at each post-processing time step, all the fields that are written in the ndAMKERC are post-
processed at all the levels and for all the output domains written in the naiARSEPC . However, it is possible

to get, at each post-processing time step, exactly the fields you wish, and nothing more: in that case, you have to
make other namelists file which will contain the selection of the fields you wish to get. First, you have to set in
NAMCTO the variable&CNPPATH as the directory where the selection files will be. Under this directory, the name

of a selection file must be xxtDDDDHHMM, where DDDDHHMM specifies the date/time of the post-processing
time step. Then a selection file must contain 7 new namelists (see above).

Namelist NAMFPPHY:

NamelistNAMFPPHY s for physical fields and fluxes; it contains the following DM-global parameters:

. CLPHY: names of selected physical fields; array of 16 characters.

. CLDPHY: names of selected subdomains, separated by “", for each selected physical field,;
characters array (example: 'DOM1:DOM2:DOM3").

. CLCFU: names of selected cumulated fluxes fields; array of 16 characters.

. CLDCFU: names of selected subdomains, separated by “", for each selected cumulated flux;
characters array (example : 'DOM1:DOM2:DOM3’).

. CLXFU : names of selected instantaneous fluxes fields; array of 16 characters.

. CLDXFU: names of selected subdomains, separated by “:", for each selected instantaneous flux;

characters array (example : 'DOM1:DOM2:DOM3’).
Namelist NAMFPDY?2:

NamelistNAMFPDY?2 is for 2D dynamical fields; it contains the following DM-global parameters:

129
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Part VI: ‘“Technical and computational procedures’

3

. CL2DF: names of selected fields; array of 16 characters.
. CLD2DF: names of selected subdomains, separated by “:", for each selected field; characters array
(example : 'DOM1:DOM2:DOM3").

Namelists NAMFPDYP, NAMFPDYH, NAMFPDYV, NAMFPDYT and NAMFPDYS:

These namelists are for fields post-processed respectively on pressure levels, height levels, potential vorticity lev-
els, isentropic levels and hybrid levels; they contain the same following DM-global parameters:

. CL3DF: names of selected fields; array of 16 characters.

. IL3DF: list of selected indexes of post-processing levels, for each selected field; integer array of 2
dimensions; first subscript is for selected post-processing level; second one is the local field index.

. CLD3DF: names of selected subdomains, separated by “", for each selected level and each

selected field; characters array of 2 dimensions; first subscript is the local index of the selected
level; second one is the local field index (example : 'DOM1:DOM2:DOM3’).

Note that all the fields or levels or domains written in a selection file should be included in the main nki&®list
FPC, otherwise the job will abort. Default value of namelist quantities is QEBDF and '’ for character quan-
tities.

2.12.35 Pointer variables to be known:
Pointer PTRFP4.

Contains pointers for FULL-POS on one-level-type dynamical fields. All variables are DM-global. Variables are
initialised in setup routineetupSU4FPOS

Horizontally post-processed dynamical array:
. NFLDFPD: field pointer. Array of dimensiohNFPDYNB.
. RLEVFPD: level value. Array of dimensioNFPDYNB.
. NBITFPD: number of bits when writing output file. Array of dimensiRPDYNB.
. NDOMFPD: number of subdomains for each field. Array of dimenB8lBRDYNB.
. NINDFPD: indexes of subdomains for each field. Array of dimenddFPDOM ,NFPDYNB).

Physics and fluxes:
. NFLDFPP: field pointer. Array of dimensioNFPPHYB.
. FPARITP: parity array (+1 for scalar; -1 for vector). Array of dimendigiPPHYB.
. NITMFPP: land-sea mask array for interpolation (0 if without; 1 if with). Array of dimension
NFPPHYB.
. NBITFPP: number of bits when writing output file. Array of dimensikRPPHYB.
. NDOMFPP: number of subdomains for each field. Array of dimenblE®PPHYB.
. NINDFPP: indexes of subdomains for each field. Array of dimendidéPDOM ,NFPPHYB).

Spectral arrays:
. NFLDAFP: field pointers irSPAFR Array of dimensiolNFPSPA
. NFLDDFP: field pointers irSPDFR Array of dimensiolNFPSPD
. RLEVAFP : level values irSPAFP Array of dimensioNFPSPA
. RLEVDFP: level values irSPDFP Array of dimensioNFPSPD

Grid point array:
. NFLDFPX: field pointers irGAUXBUF. Array of dimensioiNFPAUXB.
. RLEVFPX: level values irGAUXBUF. Array of dimensiofNFPAUXB.
. NBITFPX: number of bit when writing o BAUXBUF. Array of dimensioiNFPAUXB.
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Other variables:
. NC3FP: field pointers. Array of dimensiddFP3DF
. X3FP : level values per field. Array of dimensiadRPXLEV ,NFP3DF).
. NI3FP: subdomain index for each level of each field. Array of dimension
(NFPDOM,NFPXLEV,NFP3DF).

131
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Part VI: ‘“Technical and computational procedures’

3

132
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



IFS Documentation Cycle CY23r4

3

Part VI: T ECHNICAL AND COMPUTATIONAL PROCEDURES

CHAPTER 3 Parallel Implementation

Table of contents
3.1 Introduction
3.2 The parallel environment
3.3 Data independence
3.3.1 Grid point computations
3.3.2 Fourier transform.
3.3.3 Legendre transform
3.3.4 Spectral computations.
3.4 Data structures
3.4.1 Grid-point data
3.4.2 Grid-point blocking.
3.4.3 The NPROMA block
3.4.4 Fourier data
3.5 Data distribution
3.5.1 Grid-point calculations
3.5.2 Fourier-space calculations
3.6 Distributed vectors
3.6.1 Introduction
3.6.2 Using distributed vectors
3.6.3 Optimizing distributed vector code
3.6.4 Warnings
3.7 Semi-Lagrangian calculation
3.7.1 Introduction
3.7.2 SLCSET
3.7.3 SLRSET
3.7.4 SLCOMM
3.8 Program flow with the focus on distributed-memory details
3.8.1 Overview

3.8.2 Constraints

(Printed 19 September 2003)

133



Part VI: ‘“Technical and computational procedures’

3

3.8.3 Computer code organization

3.1 INTRODUCTION

In order to achieve efficient execution on computers with multiple processors and distributed memory, a message-
passing programming model has been adopted. This enforces a local view of data for each processor and requires
that data belonging to other processors be copied into the local memory before it can be read. This is accomplished
using messages which are communicated by means of message-passing library routines such as MPI.

Given a strong desire to protect the scientific code from details of the parallel implementatiosmosition strat-

egyis used to handle the distributed memory code. With this approach, the complete data required are redistributed
at various stages of a time step so that the arithmetic computations between two consecutive transpositions can be
performed without any interprocess communication. Such an approach is feasible because data dependencies in the
spectral tranform method exist within only one coordinate direction, this direction being different for each algo-
rithmic component. An overwhelming practical advantage of this technique is that the message-passing logic is lo-
calized in a few routines. It also turns out to be a very efficient method. The transpositions are executed prior to the
appropriate algorithmic stage, so that the computational routines (which constitute the vast bulk of the IFS source
code) need have no knowledge of this activity.

In each of the algorithmic stages the source code is similar on each processor but the data are distributed among
the processors. The distribution of data among the processors is determined during the setup phase of the IFS and
involves, in some cases, quite complex calculations to achieve load balancing of the work among the processors.
Care has been taken to be able to re-use the algorithms from the original serial code so that reproducible results are
retained. For example, it has been possible to keep much of the physics code untouched by allowing for a local or
a global view, respectively, when it is appropriate. The call to the physics routines just handles a set (vector) of grid-
point columns, in principle from anywhere on the globe. The setup phase makes sure that the proper Coriolis pa-
rameters, orography, etc. are correctly associated with each grid-point vector. The definitions of many of the vari-
ables used to describe the local data distributions will be descriBggbéndix A

For the purpose of further description of the parallel strategy, the algorithmic steps are referred to in the following
order:

1) grid-point computations

2) Fourier transforms

3) Legendre transforms

4) spectral computations

3.2 THE PARALLEL ENVIRONMENT

The forecast model (IFS configuration 1) is capable of executing in three modes, each suitable for a different ma-
chine environment:
1) serial, requiring no message passing whatsoever (LMESSP = FALSE)
2) distributed memory parallel, requiring the existence of a (suitable) message passing library
(LMESSP = TRUE)
3) shared memory parallel, requiring a shared memory ‘macrotasking’ interface such as that provided
by sgi/Cray on their parallel vector platforms (YMP, C90, J90) (LCRAYPVP = TRUE).

The parallel environment is initialized 81JJODMINIT by callingMPE_INIT.

Array NPRCIDS defines process identifiers in the range 1-NPROC for the complete parallel environment. MY-
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PROC is a scalar which identifies the current processor (one element out of NPRCIDS).

3.3 DATA INDEPENDENCE

The achievable parallelism within the IFS differs for each algorithmic step and depends primarily on the data in-
dependence within that step. For practical and efficiency reasons, not all of the available parallelism is exploited,
as discussed below.

3.3.1 Grid point computations

With the exception of theemi-Lagrangiaradvection and mixed fine/coarse grained radiation calculations, grid-
point computations contain only vertical dependencies. Thus, all grid columns can be considered to be independent
of each other, allowing an arbitrary distribution of columns to processors. There are 138346 columns in a
T 319L31 resolution model. An extreme decomposition of one grid point per processor would work but would suf-
fer from fine-grain granularity (high overheads in calling all the physics subroutines compared to useful work) and
from dynamic imbalance#\dditionally, performance on a computer with vector architecture would suffer greatly

due to short vector lengths.

The semi-Lagrangian advection requires access to data from columns in the upwind direction in order to compute
departure points. This is handled by means of additional messages in which the data (potentially) required as input
to this calculation are transferred prior to their need.

The coarse-grained radiation calculations are performed on a grid that is finer near the poles than towards the equa-
tor. Therefore, the calculations require a redistribution of columns to processors in order to achieve reasonable stat-
ic load balancing.

3.3.2 Fourier transform.

For the fast Fourier transforms (FFT), the Fourier coefficients are fully determined for each field from the grid-
point data on a latitude. The individual latitudes are all independent as are the vertical levels and the fields. In prac-
tice, independence across the fields is not exploited in the current code, so the quantity of exploitable parallelism
is limited to (number ofatitudes x levelg or 9920 for a T319L31 model. This approach allows an efficient serial

FFT routine to be used and precludes fine-grain parallelism which is unavoidable in parallel FFT implementations.
An additional performance constraint is imposed when running on a vector machine. Best performance is obtained
by using a vectorized FFT whereby the vector dimension is across multiple transforms. In the IFS the vector di-
mension is oveffield types) * (levels)so that any parallelism greater than the number of latitude rows (320) has

to be gained at the expense of vector performance.

3.3.3 Legendre transform

In the Legendre transforms, the zonal wave numlrersire dependent in the north—south direction, but are inde-
pendent of each other, of the vertical levels, and of the fields. As with FFTs, independence across fields is not ex-
ploited. Because of the triangular nature of the truncation, the work content of each transform is inversely
proportional to the value ah, so to achieve a good load balance, the zonal waves are coupled together in pairs.
This leaves parallelism of ordem(2 x levels= 4960). The reduction factor of 2 comes from pairing a long and
short wave number in order to achieve good load balance. Again, in practice, vector performance issues reduce this
somewhat. The transform is accomplished using a matrix product routine with the vector dimension maximized by
combining all fields to obtain a vector length @feld types) * (levels) Parallelism greater than 160 may be
achieved at the expense of vector performance.
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3.3.4 Spectral computations.

Computations in spectral space have different data dependencies in various phases. The horizontal diffusion calcu-
lations have no dependencies. The semi-implicit time-stepping scheme imposes a vertical coupling which means
that data independence is restricted to wave space)( However, if the stretched/rotated grid options are used,

then coupling exists again in thecomponents and th@ components. A similan dependency exists for some
semi-implicit schemes not used operationally at ECMWF. As a minimum, data independence is always available
over the zonal waves or total wave numben. For practical and communication efficiency reasons, horizontal
computations are performed with levels andvaves distributed as in the Legendre transforms. If the levels are
distributed among processors, a transposition is needed to bring all levels together for a subget,of)tectral
coefficients.

3.4 DATA STRUCTURES

There are several data structures utilized within the various computational phases of the IFS. Most belong to either
the grid-point, Fourier, or spectral domain. These are described in this section. Due to the transposition strategy
combined with the spectral-transform method, very few global data structures are required. The large majority of
data structures and variables define quantities for the subdomain belonging to the processor, i.e. the number of grid
columns on the processor, the number of local grid-point latitudes, and the number of spectral waves this processor
is responsible for.

3.4.1 Grid-point data

The fundamental data organization in grid space stores points so that, for a given field, neighbouring storage loca-
tions contain field values in a west—east direction. This storage order reflects the nature of the indexing in nearly
allinner DO loops of grid-point computational routines. A consequence is that the natural DO loop length is limited

to the number of points in each latitude circle. Since the ‘reduced grid’ (reference here) is in widespread use, this
leads to a performance penalty on vector based architectures, because the polar rows of a reduced grid would gen-
erate very short vector computation (typically only 18 grid points).

3.4.2 Grid-point blocking.

A solution to this performance problem is to introduce a ‘blocking’ mechanism whereby latitude rows are packed
into a ‘super-row’ buffer which is then treated computationally as a single entity. The size of the buffer can be de-
fined at run time by a namelist variable NPROMA and provides a way to trade memory for performance. The basic
grid-point data structure reflects this mechanism. We first describe the case LCRAYPVP = TRUE which was used
in the original (still functioning) IFS version used on Cray C90 and other shared memory computers. Here it is
required that complete latitudes plus three extra wrap-around points fit into the NPROMA buffer. So the minimum
NPROMA size is three more than the number of points on a latitude near the equator. Two extra points are required
at the end of each latitude because of the FFT routines, and one extra point at the start and two point at the end are
required by the semi-Lagrangian routines to simplify the interpolation routines. The three extra points are kept for
all grid-point and FFT arrays to simplify the code design.

An example of the contents of a block with 2 packed latitudes would be:
F[O, 1], F[1, 1]............ FINLOENG(1), 1], FINLOENG(1)+1, 1], F[NLOENG(1)+2, 1],
F[O, 2], F[1, 2]......... FINLOENG(2), 2], FINLOENG(2)+1, 2], F[INLOENG(2)+2, 2]
where NLOENG(lat) is the number of points in the (reduced) grid for latimide
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3.4.3 The NPROMA block

In general, the NPROMA block will contain an arbitrary number of complete latitudes for a given field, with some
unused space at the end.

NN

- NPROMA

Figure 3.1 Diagram of the NPROMA block.

NPROMA is contained in namelistAMDIM . There is a similar variable called NRPROMA which allows control
over buffering within the radiation sparse grid.

In the case where LMESSP = TRUE the grid-point arrays do not have wrap-around points, i.e. they only contain
the ‘real’ grid points on the globe. The distribution is also generalized so that a subset of latitudes can be kept in
the NPROMA buffer. NPROMA can have any value right down to 1. On a vector machine one benefits from choos-
ing as high a value as the memory constrains can afford. On a cache-based machine it is favourable to choose a
small value so cache re-utilization is maximized. The extra two points required for FFT calculations are only
present in local short-lived arrays used during the FFT. The three wrap-around points required for the semi-La-
grangian calculations are only present in the semi-Lagrangian buffer, and here in a generalized Bayt(ere

3.7 below) in order to cope with the more flexible grid-point distribution scheme utilized.

An NPROMA data block is followed in memory-storage order by a similar block from a different field or level.
This is described in Fortran terms by the declaration: REAL F(NPROMA,NFIELDS,NGPBLKS) where NFIELDS

is the total number of fields and levels, and NGPBLKS is the number of blocks necessary to hold a complete field.
Within the IFS, the data is structured in this way after conversion to grid-point space by the FFT routine and reor-
ganization by the transposition routine. Subsequently, the fields are passed to the computational routines block by
block, as subroutine arguments. Examples are the local arrays ZGTO0, ZGT1 and Z&EFSNAMDM.

3.4.4 Fourier data

In Fourier space, the data are organized for the convenience of the FFT routines. For LMESSP = FALSE each lat-
itude has ‘wrap-around’ points, one located before the first point, and two located after the last point. If LMESSP
= TRUE only two points at the end are present. Latitudes are located sequentially for a given field, in a buffer of
length NPROMAG.

The data layout used for input and output to the FFT routines is shotigir3.2. Note that since the values bf

are not the same for each latitude of a reduced grid, there is wasted space at the end of the short rows. Additionally,
when the data have been converted to Fourier waves there is again waste space, since there are always fewer waves
than grid-points for each latitude. This last extra space is required during the FFT, but to save memory a packed
version of this layout (GTOBUF) is used for long-term retention of data in Fourier space. In this case, each row
holds only the wave information appropriate for that latitude, the wave-number cut-off is defined by the array
NMEN.
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Figure 3.2 The data layout used for input and output to the FFT routines

The flow of data between these buffers is illustrateeign 3.3:

GTOBUF ZGTF Grid-point
Fourier packed Fourier TRLTOG blocked
transpositio

Figure 3.3 Data flow in the FFT routines.

3.5 DATA DISTRIBUTION

In order to ensure equal quantities of work for each processor flexibility in the data distribution algorithms is im-
portant. The goal is to achieve near perfect static work-load balance for any (reasonable) machine partition for any
model resolution.

The followingYOMCTO module variables are used to define the data distribution for a parallel execution (most are
also available as NAMELIST variables):
LMESSP = FALSE—for a serial execution or for a ‘macrotasked’ execution;
NPROC = n—total number of processors for the run (partition size);
LMESSP = TRUE, NPROC = 1—behaves identically to LMESSP = FALSE, except for increased
memory usage and the execution of distributed memory specific code;
NPRGPNS—Number of PRocessors for Grid-Point computations in North—-South direction;
NPRGPEW—Number of PRocessors for Grid-Point computations in East—West direction;
NPRTRW—Number of PRocessors for spectral TRansform computations in Wave number space,
NPRTRV—Number of PRocessors for spectral TRansform computations in vertical direction; and
LSPLIT—control various aspects of the data distribution.

Namelist defaults, the reading SAMPARQO, and interdependencies are handled in subro@inelPINI. SUMPO
readsNAMPAR1 and initializes other relevant variables for the parallel execution.

3.5.1 Grid-point calculations

A number of options are provided, controlled by namelist variables NPRGRRBGPEWand LSPLIT The sim-
plest distribution is achieved by setting:
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NPRGPEW =1
NPRGPNS = NPROC
LSPLIT = FALSE.

This option subdivides complete lines of latitude and complete sets of levels amongst available processors and
gives a good static load balance only for very specific values of NPROC for a particular model resolution. Its ad-
vantage lies in the fact that the data distribution is identical for the grid-point computations and for the Fourier
transforms, thus eliminating the need for a transposition between these algorithmic stages. Use of the reduced grid
with differing number of points for each latitude circle makes an even distribution of load particularly difficult.

Setting LSPLIT=TRUE allows a line of latitude to be split so that part of it is assigned to one processor and the
remainder is assigned to the next processor. This provides for a near perfect static work load distribution for grid-
point calculations, but the amount of parallelism remains limited by approximately 2/3 times the number of latitude
rows owing to the FFT and Legendre Transforms. There are also efficiency disadvantages in the semi-Lagrangian
message passing because relatively more data has to be communicated to and from neighbouring processors.

Another distribution type is achieved by setting:
NPRGPEW =n
NPRGPNS = m

where NPROC =n*m

It provides for considerable increased parallelism and allows the geographic area assigned to a processor to be more
‘square-shaped’, with consequent reduced communication volume in the semi-Lagrangian scheme. Data distribu-
tion is first carried out in the north—south direction over NPRGPNS processors. Each sub-area is then further split
in the east—west direction over NPRGPEW processord-{geeA.3 andA.4).

Because the static distribution employed is fully determined by the input namelist variables, all required informa-
tion about distributions and communication patterns can be calculated in the setup phase.

SUMPand its descenden®JMPLAT, SUSTAONLandSUSPLITLAT compute, among other things, the control
structures which define the grid-point distributiofs&JSTAONL is responsible for the grid-point distribution in
the east—west direction.

Scalars define the processor location (MYSETA, MYSETB) within the logical 2-dimensional processor grid de-
fined by NPRGPNS and NPRGPEW, where the A direction is north—south and the B direction is east—-west (see
Fig. A.1).

For each processor in the A direction, the NFRSTLAT and NLSTLAT arrays define the first and last latitude row
numbers allocated to that processor, and LSPLITLAT is TRUE for those latitudes which are split over 2 processors.
NPTRLAT points to the start of each latitude. (&&e A.2).

3.5.2 Fourier-space calculations

In order to retain good vector performance, it may be desirable to spread the latitudes over a different number of
processors than that chosen for grid-point space. For this reason, separate variables NPRTRNS and NPRTRV con-
trol the data distribution, under the restriction that

NPROC = NPRTRNS x NPRTRV.

Achieving an even distribution of work north—south is a similar problem to that in grid-point space since, with the
reduced grid option, the number of Fourier waves are reduced as the poles are approached. Fields and levels are
combined together to create the vector dimension for the multiple FFT packa@@%2 used. Splitting this di-

mension across multiple processors is achieved by setting NPRTRV > 1. This will result in shorter vectors, but may
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be required when many processors are used. For cache-based computers the performance will not be affected by
this splitting. Note that, if NPRGPEW is not 1, a transposition has to be performed in order to gather together the
distributed portions of each latitude row needed as input to each FFT. This is also the case if LSPLIT=TRUE. If
NPRTRNS is not the same as NPRGPNS, the north—south distribution of rows or partial rows differs between grid-
point computations and Fourier computations, resulting in a more complex transposition.

SubroutineSUMPLAT computes the Fourier-space data distribution. (SgeA.2).

Array NULTPP—defines the number of latitudes for each processor in the north—south direction.

Array NPTRLS—points to the first (global) latitude that each processor handles.

Array NPROCL—defines which processor computes the FFTs of that latitude.

Array NGPSET—contains the number of grid points which the processor owns, both in grid space

and in Fourier space.

Array NPTRLL(1: NPRTRV) points to the first level and NUMLL contains the number of levels owned by each
processor in the vertical decomposition.

3.6 DISTRIBUTED VECTORS

3.6.1 Introduction

Distributed vectors are widely used by subroutines which manipulate the analysis control vector, including much
of the analysis and the Hessian singular vector code. They provide a convenient way to parallelize code which ma-
nipulates entire vectors rather than accessing individual elements. Their main advantage is that they hide message
passing from the user.

The basis of the parallelization method is the introduction into the IFS of a fortran 90 derived type called a
‘distributed_vector’. Variables of this type may be thought of as a pointers to one dimensional arrays whose con-
tents are spread over the available processors.

Fortran 90 allows the programmer to define what is meant by assignment, the arithmetic operators, and generic
functions, when they are applied to derived types. This feature has been used to allow distributed vectors to appear
in expressions and as arguments to the dot product routine. For example, if d1 and d2 are distributed vectors of
(say) 10000 elements each, and rl is a one-dimensional array real array, also of 10000 elements, then the following
are legal fortran 90 statements:

ri(:)=di

d1 = (3.0*d1 -5.5) / DOT_PRODUCT(d1,d2)
What is not immediately obvious is that both statements perform message passing. The first statement copies all
the elements of d1 into the array rl. Since many elements of d1 are stored on other processors, they must be sent
to the local processor. Similarly, the generic DOT_PRODUCT subroutine has been extended to allow one or both
arguments to be distributed vectors, in which case a parallel algorithm is used.

The second statement above illustrates another feature of distributed vector syntax. The arithmetic operations are
written as if they apply to the whole vector. However, each processor will perform operations only on the locally
held part of the vector, thereby distributing the work.

3.6.2 Using distributed vectors

The following statement declares d1 and d2 to be distributed vectors:
TYPE (distributed_vector) :: d1,d2
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(Note that any of the usual qualifiers (INTENT, DIMENSION, ALLOCATABLE, etc.) may appear in the type
statement.)

As with any pointer, we must allocate space for the data before we use a distributed vector, and remember to deal-
locate the space when we have finished with it. The following statements allocate and then deallocate a distributed
vector of 10000 elements:

CALL allocate_vector (d1,10000)

CALL deallocate_vector (d1)
Once allocated, distributed vectors may appear in arithmetic expressions with other distributed vectors, with real
scalars, or with one dimensional real arrays which are either of the same length as the full vector, or of the same
length as the part of the vector which is held on the local processor. The result of such an expression is a real array
of the size of the locally held part of the vector.

A distributed vector may appear on either side of an assignment statement. If it appears on the left hand side, then
the right hand side must evaluate to a real scalar, to another distributed vector of the same length, to a one dimen-
sional real array of the same length as the full vector, or to a one dimensional array of the same length as the part
of the vector which is held locally. If the right hand side of an assignment statement is a distributed vector, then the
left hand side must be either another distributed vector, or a real one dimensional array of the same length as the
full vector.

A distributed vector may appear as one argument of the DOT_PRODUCT function. The other argument must be
either another distributed vector of the same length, or a real array of the same length as the full vector. The func-
tions SUM and MAXVAL may also be called with distributed vector arguments.

A sub-vector may be extracted from a distributed vector into a local array using the function dvsection:

r(i;j) = dvsection (d1,i,j)
The routines gather_vector and scatter_vector may be used to copy between distributed vectors and arrays which
are defined on a single processor (for example the 10 processor). For examples of the use of these subroutines, see
GETMINI andSAVMINI .

3.6.3 Optimizing distributed vector code

The overloaded assignment and arithmetic operators are intended to make it easy to convert existing code, and to
make the parallelized code easy to read. However, it should be noted that each assignment and each arithmetic op-
eration results in a subroutine call. This is potentially expensive and inhibits some compiler optimizations. For this
reason, an alternative syntax may be used to code frequently executed expressions involving distributed vectors.
This syntax is less elegant, but is more efficient. It is illustrated by the following example.

Consider the following statement, where d1 and d2 are distributed vectors of 10000 elements each, and where rl1
is a one dimensional real array, also of 10000 elements:

dl=d2+rl()
This statement results in two subroutine calls: one for the addition and one for the assignment. The following
statement is equivalent, but does not result in subroutine calls:

d1%local(:) = d2%local(:) + r1(d1%local_start:d1%local_end)

The notation is explained as follows. Each distributed vector is a structure containing a pointer to the locally held
part of the vector, and three integers holding the full length of the vector and the indices of the first and last elements
of the locally held part. As illustrated in the example above, the components of a distributed vector are accessible
using the "%" notation as (respectively) %local, %global_length, %local_start and %local_end.
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3.6.4 Warnings

There is an implicit assumption that statements involving distributed vectors will be executed by all PEs. Be par-
ticularly careful in parallelizing IF statements. Care should also be taken in coding loops which use a mixture of
distributed vectors and real arrays. It is easy to generate large amounts of message passing by frequent copying
between arrays and distributed vectors.

Another potential danger is a DOT_PRODUCT statement whose arguments are both expressions. For example:
dot = DOT_PRODUCT (d1+5.0, d2-2.0)

This will not work as expected. Both "d1+5.0" and "d2-2.0" will evaluate to real arrays of the length of the locally

held part of d1 and d2. Each processor will apply the standard DOT_PRODUCT routine to its local part of

"d1+5.0" and "d2-2.0" and each will calculate a different value for "dot".

This problem arises from the fact that the result of an expression involving a distributed vector is a real array rather
than a distributed vector. Unfortunately, it is not possible to make such expressions return distributed vectors. The
reason is rather subtle. Consider the following statement, where d1, d2 and d3 are distributed vectors:

dl = (d2+d3)*d1 + (d2+d3)
The compiler will recognize that (d2+d3) is a common expression, and will generate code of the form:

temp = d2+d3

d1 = dtemp*dl + temp

If arithmetic operations on distributed vectors returned distributed vectors, then the compiler-generated temporary
vector temp would also be a distributed vector. Unfortunately, there is no way in fortran 90 to tell the compiler that
allocate_vector and deallocate_vector must be called when temp is created and destroyed. (It would be possible to
do this in an object-oriented language, such as C++.)

3.7 FEMI-LAGRANGIAN CALCULATION

3.7.1 Introduction

The semi-Lagrangian calculation in the IFS consists of two parts: the computation of a trajectory from a grid point
backwards in time to determine the departure point; and the interpolation of various quantities at the departure point
and at the mid point of the trajectory.

The issue for distributed memory computer systems is that both these parts require access to grid-point data held
on neighbouring processors. For shared memory systems this issue can be resolved by processors simply accessing
data in the shared memory while, for distributed-memory systems, message passing is required to obtain these data.

The grid-column data that could potentially be required on a processor from neighbouring processors (called the
halo) is, in the present implementation, calculated assuming a conservative estimate of the global maximum wind
likely to be encountered (VMAX2 (m sép) and the model time step TSTEP (s). Typical values for VMAX2 are
150-200 m set The advantage of using a fixed (large) VMAX2 is that semi-Lagrangian communication tables
can be calculated once and for all during the setup phase after the distribution of grid columns to processors has
been defined. This pre-fixed pattern then allows for efficient block transfers of halo data between processors. De-
bugging is also easier than in a dynamic scheme. The disadvantage is that a large amount of the halo data commu-
nicated may not really be required because the wind speed may be much lower than VMAX2. The wind may also
blow from the core region towards the edges of this processors domain, i.e. the departure point is within the proc-
essor’s core region. The semi-Lagrangian communication tables are calculated by the suBtdr8ie called

from SLCSETwithin SUSC2
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When LMESSP is FALSE, the distribution of grid-point space to processors is done in partitions of contiguous
equally spaced latitudes, which allows the halo to be compute&(iIBCJ simply as a number of latitudes
(NSLWIDE) north and/or south of each processor partition.

However, when LMESSP is TRUE, the distribution of grid-point space is more general, supporting both north—
south and east—west partitioning—in general a processor can have any continuous block of grid columns on the
sphere (seEigs. A.6 andA.7). As aresult, a processor’s halo cannot be expressed just by NSLWIDE. In this case
SLCSETis called on each processor to calculate the halo of grid-point columns required by itself, based on
(VMAX2, TSTEP) and on the additional stencil requirements of the semi-Lagrangian interpolation method. Once
this is done, SLRSETis called to exchange this halo information with other processors so that each processor
knows what data need to be sent and received and which processors to communicate with. All this is done only
once at initialization time.

Then during each model time step the SL halo is constructed by célliagoMM to perform the message passing
andSLEXTPOLto initialize those halo grid points that only require to be copied from other grid points held on
the local processor. To simplify the interpolation routines, halo points are cyclically mirrored for complete latitudes
in the east—west direction, and mirror-extended near the poles.

3.7.2 SLCSET

SLCSETis called mainly to determine the SL halo for the local processor. This halo is described by array variables
NSLSTA, NSLONL and NSLOFF, which are dimensioned by the number of latitudes that cover the halo and core
region (seé-ig. A.7) and are, briefly,
NSLSTA(IJN)—starting (most westerly) grid point (relative to Greenwich) for halo on relative
latitude JN (is negative if the area starts west of Greenwich)
NSLONL(JN)—number of halo and core (i.e. belonging to this processor) grid points on relative
latitude JN
NSLOFF(JIJN)—offset from beginning of SL buffer to first halo grid point on relative latitude JN

The semi-Lagrangian buffer SLBUF1 contains the variables needed for semi-Lagrangian interpolation. It has a 1-
dimensional data structure representing the latitude fractions for each latitude within this processor’s core plus halo
region. The storage is organized from north towards south. The total size is calcul@e@$ETand called
NASLBL1. To improve vector efficiency and cache performance the ‘horizontal’ collapsed dimension is the inner-
most loop in the semi-Lagrangian buffer. NASLB1 is just the container size and it may be increased slightly in
SLCSETto avoid bank conflicts on vector machines. The second dimension represents the fields in the semi-La-
grangian buffer and will vary according to the chosen semi-Lagrangian configuration. This strategy makes it simple
to add new fields to the semi-Lagrangian buffer—no changes in the message-passing routines are needed.

The calculation of the halo is done as follows:

For each latitude,

1) the minimum (i.e. most westerly) and maximum (i.e. most easterly) angles on the sphere are
determined for the local processor’s core region by considering NSLWIDE latitudes to the north
and south.

2) the angular distance a particle can travel on the sphere (given the maximum wind speed VMAX2
and timestep TSTEP) is then subtracted and added respectively from the above minimum and
maximum angles.

3) the angular distances are converted to grid points and at the same time a further grid point is added
to satisfy the requirements of the interpolation method used. For more complex interpolation
methods more points are required.
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4) NSLSTA, NSLONL and NSLOFF are then updated for this latitude, such that the number of grid
points required for the halo and core region is never greater than the number of grid points on the
whole latitude plus the extra points (IPERIOD) required for the interpolation. In addition, the
NSLWIDE latitudes at the north and south poles are forced to require full latitudes to simplify the
design.

To aid debugging, space is also reserved on each latitude for NSLPAD grid points east and west of the halo. As
these points are initialized to huge(), any attempt to use this data in an interpolation routine will result in an imme-
diate floating point exception, which can simplify the detection of programming errors in SL interpolation routines.
NSLPAD is 0 by default.

Once the halo has been determin@dCSETthen initializes NSLCORE to contain the position of each core point
in the SL buffer. This data structure is used during the semi-Lagrangian calculations every time step.

Finally NSLEXT is initialized, which is used to simplify a SL buffer (lat, lon) offset calculationASCAW. This
reduces an ‘IF TEST’ (to account for phase change over poles) and a ‘modulo function’, to a simple array access.
As a resulL ASCAW becomes more efficient and more maintainable.

3.7.3 SLRSET

SLRSETis called bySLCSETat initialization time to determine the detailed send- and receive-list information
that will be used later bsL COMM during model execution. This is achieved by a global communication where
send and receive lists are exchanged in terms of global (LAT, LON) coordinates.

The data structures initialized By RSETare as follows (sefeig. A.7):
NSLPROCS is a scalar which defines the number of processors that the local processor has to
communicate with during SL halo communication.
Array NSLCOMM contains the list of processors that the local processor has to communicate with,
and is dimensioned 1: NSLPROCS.
Arrays NSENDNUM, NRECVNUM contain the number of send and receive (lat, lon) pairs that the
local processor has to communicate. The difference between elements (N) and (N+1) contain the
number of entries that apply to processor N.
Arrays NRLSTLAT, NRLSTLON describe the global latitude and longitude of the grid-point
columns to be received during SL halo communication. Columns to be received from processor N
start at entry NRECVNUM(N) in these arrays.
Arrays NSLSTLAT, NSLSTLON describe the global latitude and longitude of the grid-point
columns to be sent during SL halo communication. Columns to be sent to processor N start at entry
NSENDNUM(N) in these arrays.

3.7.4 SLCOMM

SLCOMM is called at each model time step to obtain grid-point halo data from neighbouring processors. As the
data volume for these communications can be very large, a strategy is used to control the amount of memory needed
for the message-passing mailbox. This is done by blocking the data to be sent and controlling how many such
blocks can be queued in a processors mailbox. Control is achieved by recognising that processor pairs involved in
SL communication send and receive a similar amounts of data, and by only sending the next block of data to a proc-
essor when a corresponding block has been received from that processor. With this approach we avoid waiting for
messages from processors that are still computing and use a probe function to detect if a message has arrived before
issuing a receive for it. In this protocol, it is possible for 2 blocks to be queued at a destination processor from an-
other processor. At initialization tim&(RSET) we compute the maximum number of processors that any proc-
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essor has to communicate with (NSLPROCSMX), which is simply the maximum of NSLPROCS. Given
NCOMBFLEN is the maximum number of words that we want to use at any processors mailbox and NSLPROC-
SMX we can compute the maximum block size by NSLMPBUFSZ = NCOMBFLEN/(3*NSLPROCSMX-1).
Note that the factor 2*NSLPROCSMX corresponds to the maximum number of blocks that can be queued at a
processor’s mailbox for SL communication. The extra factor NSLPROCSMX-1 is needed to take into account
mailbox fragmentation.

3.8 PROGRAM FLOW WITH THE FOCUS ON DISTRIBUTED -MEMORY DETAILS

3.8.1 Overview

The state variable of the model consists of the spectral components of the pseudo-divergence, pseudo-vorticity and
surface pressure (or its logarithm) which gives 2*NFLEV+1 horizontal fields. In addition, wephtharmody-

namic variables and dynamically-passive scalar variables. In the 1997 ECMWF operational nodel, (R *

virtual temperature). Specific humidity is usually kept in grid-point space, where also three prognostic cloud fields
are used. No passive scalar variables are used in the model.

The size of the dynamical part of the state variable of the model is then:
(NSMAX+1)*(NSMAX+2)*((2+p+q)*NFLEV +1), where NSMAX is the degree of the truncation
and NFLEV the number of levels.

3.8.2 Constraints

The IFS has been designed to the following constraints:

1) it supports a direct integration, and also an adjoint and tangent-linear integration with associated
management of the trajectory—de facto there are three models in one;

2) it supports two- and three-time-level Lagrangian advection schemes and an Eulerian advection
scheme;

3) it supports a variable-resolution (reduced) grid;

4) the post-processing is built in;

5) possibility of a restart which gives the same result;

6) a normal-mode initialization process is included,;

7 the Legendre functions and the normal modes are recomputed for each experiment (essential since
the geometry may vary);

8) coding conventions—DOCTOR norms are used;

9) message passing and macro-tasking with reproducibility;

10) flexible placement in memory during grid-point calculations and transforms, in order to avoid
memory bank conflicts;

11) message passing and macro-tasking intended to be performed at high level;

12) language—fixed format FORTRAN 90;

13) unification of the vertical interpolation routines;

14) the collocation grid is independent of the truncation.

The tangent-linear model and its adjoint are provided by coding the tangent linear and the adjoint of each subrou-
tine. This is not the most efficient solution in terms of CPU but it is much easier to debug since it can be done routine
by routine and the maintenance will obviously be greatly simplified.

Implicit in the following is the fact that we have three grid-point arraysi( andt+dt, with only the fields, and
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with the fields plus their horizontal derivatives). For the integration of the model alone, we need only one spectral
array (for the state variable), even considering the post-processing time steps. However during NMI and the adjoint
integration, we need a second one.

3.8.3 Computer code organization

Note: The physical package is taken in this part as a ‘black box'. Its input are fields dftandt2 and its output
are fields at the same timésandt2, only those at tim& being modified.

Here follows a description of the data and control flow. The displacement of the routine name and the number in
square brackets indicate the nesting level within IFS.
. MAIN
. cnt0
. suOyoma
. sumpini
Read namelistAMPARO.

Determine if distributed-memory version or shared-memory version is used (LMESSP). If LMESSP is TRUE
NMESS is defined to be 1, otherwise it is set to 0. NMESS is used to dimension some arrays used only in the dis-
tributed-memory version.

Processors are logically divided in a 2D decompositdRRGPNS*NPRGPEWfor grid-point calculations and
NPRTRW*NPRTRV for Fourier and Legendre transforms). It is possible to supply SROC = (NPRG—
PNS*NPRGPEW andNPRTRW*NPRTRYV) and let the code decide how to make the 2D decomposition.

NPROCK is the number of processors to be used simultaneously to ekiidMiEF Kalman filter forecasts.

Decide the amount of diagnostic output (NOUTPUT and LMPDIAG)

. suO0dminit

. mpe_init
Initialize Message Passing Interface (MPI),
Determine MYPROC, A-set (MYSETA) and B-set (MYSETB)
. sulun

. sumpout
Based on NOUPUT determine which PE’s are writing diagnostics, the other PE’'s do not write because
LOUTPUT = FALSE, or output data is dumped to /dev/null

. suarg
Read command line arguments and GRIB headers
. suctO

Define variables fixed at level zero. If LMESSP = TRUE we disable Cray macro-tasking and the use of ‘out-of-
core’ work files (LCRAYPVP = FALSE, LMLTSK = FALSE, LIOXXX = FALSE)

. sumpO
Set defaults forNAMPAR1 variables. These control the layout of data distribution (LSPLIT, LAPPLE,
NAPLAT), tuning communication for specific architectures (LSLSYNC, LBIDIR, NPHASE, NCOMBFLEN,
NLAGA, NLAGB, NVALAG, NCOSTLAG, NLAGBDY), control of I/O (NINSTR1, NINSTR2, NSTRIN,
NSTROUT, NFLDIN, NFLDOUT, LSPLITIN, LSPLITOUT), and for debugging semi-Lagrangian code
(NSLPAD)

Read NAMPAR1 namelist and initialize timing arrays
. sutag
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Set up separate communication tag ranges to be able to distinguish communication performed by different
message passing routines

. sumpi
Set up MPI identifiers (MINTET, MREALT, MLOGIT, MCHART).
. sudim

Calculate NFLEVL, NPSURF(), NPSP, NFLEVMX and NUMLL(), based on NFLEVG and NPROCB.
NPROMA is allowed to be any value greater than zero if LMESSP = TRUE
. suallo
Allocate arrays. At this point only distributed memory arrays based on NPROCA, NPROCB and NFLEVL can be
allocated.
. suOyomb
. sugemla
Defines data structures for lat-long geometry that are independent of distributed memory configuration. Mainly
NLOENG(NDGSAG: NDGENG) and NMENG(NDGSAG: NDGENG).
. sump
Master initialization routine for message-passing related data structures. Data distributions in grid-point space,
Fourier space and spectral space are defined.
. sualmpl
Allocate data structures to be definedsimmp. The data distributions are not yet defined, so only NPROCA/B and
NFLEVL can be used to determine dimensions.
. suwavedi
Determines partitioning of zonal wave numbers to PEs for all truncations involved (NSMAX, NCMAX, NTMAX
and NXMAX). Derived quantities are also calculated here (NASMO(:), NSPOLEGL, NPROCM(:), NUMPP(:),
NSPEC, NSPEC2, NSPEC2MX, NPOSSP and IMYMS(2))

Back insumpNUMP is defined. Each PE calculates Legendre polynomials for a subset of latitudes in the northern
hemisphere. The latitude distribution is determined here.

. sumplat
Calculate latitude distribution in grid-point space and Fourier space. Define a number of related data structures.
. sustaonl

Define the grid-point columns that belong to this processor. This is most complex if NPROCB >1 where a
splitting in east—west direction is applied. The splitting depends on the LAPPLE and NAPLAT values. The grid-
point column distribution on all other processors are communicated via message passing to this PE. This
information is stored in NSTA(: , :) and NONL(: , ).

. susplitlat
Defines variables that control the handling of the latitude split among A-set (LSNDS, LSNDN, LRCVS, LRCVN,
NSNDS, NSNDN).

. sumpretr
Calculates MYSENDA(:) and MYRECVAC(:) for recursive A-set transposition case. Values depend on NPHASE
. subidir
Calculates MYSENDA(:) and MYRECVAC(:) for bi-directional communication case
. suallt
If it is a variational job allocate trajectory arrays, most dimensioned using NSPEC2.
. cnt3
. opdis
Generate an operator display. Only processor 1 writes statusifie $ted file
. sualspa
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Allocate SPA3(:, :, :) in case NCONF=1
. reresf
Read restart files if they are available. Fields are read in on processor 1 and the proper parts are distributed to other
processors. Both spectral fields, surface fields and upper-air grid-point fields are treated
. csta
. suinif
Read initial data files if restart files are not available
*[8] suspec

Initialize spectral fields

*[9] suspech
Initialize 2D-model versions

*[9] suspecg
Initialize 3D-model versions. Spectral GRIB files are (usually) read on PE1 and decoded using the GRIBEX
subroutine. The correct spectral subsets are distributed to the other processors using MPE_SEND and
MPE_RECV

* [10] gribex
GRIB decoding
* [10] suspgpg

If required some spectral fields (e.g. humidity) are transformed from spectral to grid point space because they are
represented in grid point space in the state vector

*[9] suorog
Initialize grid-point orography and derivatives of orography from spectral-input orography. This is optional
because a grid-point orography might be available.

*[8] specrt

Calculate spectral coefficients of ‘TV’ (TV defined as RfyRased on humidity and, if available, cloud liquid/ice
properties. Calculation for distributed memory version is done in the dm-code version.

*[9] specrtdm
Perform transforms of field to grid point space where RT$Ralculated.

* [11] gprep
Calculates explicit normal modes (SPHBUF(:), HOUBUF(:)) for the zonal wave numbers treated by this
processor, and frequencies required for tidal-wave initialization (FREQ(: , :), FREQZ2(: , :)) for all NXPECG zonal
wave numbers.
. sumode3l|

Calculate logical arrays defining Rossby and gravity modes LTYPGR(: , :), diabatic subset LTYPDB(: , :) , tidal
wave subset LTYPTD (:, :). They are dimensioned using the global NXPECG.

Optional writing of normal modes on external files (which is not done if LMESS = TRUE).

. sumode3i
Calculates implicit normal modes (RPINBUF(:) with dimensioning based on the local NCPEC).
. surinc
Initialize incremental variational job variables. No dependencies on distributed memory.
. sulcz
Initialize Lanczos common variables. No dependencies on distributed memory.
. sujbcov
Setup of the background error constratNo dependencies on distributed memory.
. cntl
. cnt2
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. suallt
If it is a variational job allocate trajectory arrays, most dimensioned using NSPEC2.
. cnt3
. opdis
Generate an operator display. Only processor 1 writes statusifie gt file
. sualspa
Allocate SPA3(:, :, :) in case NCONF=L1.
. reresf

Read restart files if they are available. Fields are read in on processor 1 and the proper parts are distributed to other
processors. Both spectral fields, surface fields and upper air grid point fields are treated.
. csta
. uinif
Read initial data files if restart files are not available.
*[8] suspec
Initialize spectral fields.
*[9] suspech
Initialize 2D-model versions.
*[9] suspecg
Initialize 3D-model versions. Spectral GRIB files are (usually) read on PE1 and decoded using the GRIBEX
subroutine. The correct spectral subsets are distributed to the other processorsMsngGEND and
MPE_RECV.
* [10] gribex
* [10] suspgpg
If required some spectral fields (e.g. humidity) are transformed from spectral to grid-point space because they are
represented in grid-point space in the state vector.
*[9] suorog
Initialize grid-point orography and derivatives of orography from spectral-input orography. This is optional
because a grid-point orography might be available.
*[8] specrt
Calculate spectral coefficients of ‘TV' (TV defined as RfyRased on humidity and, if available, cloud liquid/ice
properties. Calculation for distributed memory version is done in the dm-code version.
* [10] specrtdm
Perform transforms of field to grid-point space where RT¢Ralculated.
* [11] gprep
* [10] gprep
Calculate R based on humidity and, if available, cloud liquid/ice properties.
. spnorm
Calculate spectral norm diagnostics. Partial norm contributions are calculated on each PE and communicated to
PE1 (using the subroutim@mmspnorf On PE1 the global norms are calculated in a reproducible manner.

. cnmi
Normal-mode initialization.

. cmac

. fltmode
Projection onto subsets of normal modes.

. fltrg
Hough filter of increments

. edfi
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Controls integration for digital filter

. dealnmi
Deallocates arrays used in normal-mode calculations

. cnt4
Integration at level 4

. stepo
Basic time-stepping flow control
*[8] ltinvh
Inverse Legendre transforms
*[9] Itinvm
* [10] ltinv

* [11] asrel

Recombine symmetric and antisymmetric parts
* [12] asrelb
*[9] trmtol
Transposition from wave to Fourier space
*[8] scanzh
Multitasking interface to SCAN2M
*[9] scan2m
Computations in grid-point space
* [10] ftinvh

Control routine for inverse FFTs

* [11] ftinv
Inverse Fourier-transform driver

* [12] fft99

Fourier transform

* [11] trltog
Transposition from Fourier to grid-point space

*[10] cpg

Control of grid-point computations

* [11] gpxyb
Computes auxiliary arrays

[11] gprh
Computes Eand RH from T and Q

* [11] lacdyn

Computation ot andt - dt at grid points
* [11] cpcuddh
DDH accumulation
* [11] cpdyddh
Calculation of variables and dynamical flux-tendency diagnostics for DDH
*[11] gprcp
Computes g R and R/@ from Q
* [10] slcomm
Semi-Lagrangian halo communications
* [10] raddrv
Control of radiation calculations
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* [10] cpglag
Lagged grid-point computations
* [11] lapine
Interface for Semi-Lagrangian interpolations
* [11] callpar
Interface for ECMWF Physics package
* [11] postphy
Post Physics computations
* [11] gpendtr
Final memory transfers icpglag
* [11] gppref
Compute full-level pressure
* [11] sc2rdg
Copy grid-point arrays from buffer
* [10] ftdirh
Control for Fourier transforms
* [11] trgtol
Transposition from grid-point to Fourier space

«[8] Itdirh
Control for direct Legendre transforms
*[9] trltom
Transposition from Fourier to spectral wave space
*[9] ltdirm
* [10] Itdir
Legendre transforms
*[8] spch

Control spectral-space calculations

* [10] trmtos
Transposition from horizontal to vertical spectral coefficients

* [10] trstom
Transposition from vertical to horizontal spectral coefficients

. spnorm
Compute spectral norms
. comtim

Parallel-processing timing.

APPENDIX A DESCRIPTIONS OF DATA STRUCTURES

Extensive use is made in the code of a set of scalar integers held in méd@&IP. These are used to assist the
description of the data partitioning across processors and are based on the strategy of first partitioning in the north—
south direction (NPRGPNS) and then further subpartitioning east—west, according to the value of NPRGPEW. The
subdivision in each dimension is called a SET, leading to:

MYSETA: subdivision of latitudes in N-S direction, where MYSETA = 1..NPRGPNS

MYSETB: subdivision of latitudes in E-W direction, where MYSETB = 1..NPRGPEW

Similarly, for the wave-space partitioning:
MYSETW: subdivision of meridional waves, where MYSETW = 1..NPRTRW
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MYSETV: subdivision of vertical levels ,where MYSETV = 1..NPRTRV

FFT Grid point
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Figure A.1 : An example of a grid-point data distribution

The NPROC PEs are logically distributed in a 2-dimensional processor grid NPRGPNS * NPRGPEW. Due to the
transposition method, most communication takes place along a column or a row in the logical grid. Each processor
set of rows and columns can communicate independently of other sets.

Each processor has two logical set coordinates: MYSETA and MYSETB and a logical processor id MYPROC. A
number of data structures describe which other PEs belong to the A-set and B-set of a PE. This is used to control
communication in the A and B direction. Global communication is defined by the arrays

MYSENDG(1: NPROC-1) and

MYRECVG(1: NPROC-1)

152
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 3 ‘Parallel Implementation’

3

Logical processor distribution
Data structures controlling communication

NPRGPEW =4
1 2 3 4
MYSETA=1 | MYSETA=1 MYSETA=1 MYSETA=1
MYSETB=1 | MYSETB=2 MYSETB=3 MYSETB=4
MYPROC=1| MYPROC=6 | MYPROC=11| MYPROC=16
MYSETA=2 | MYSETA=2 MYSETA=2 MYSETA=2
MYSETB=1 | MYSETB=2 MYSETB=3 MYSETB=4
MYPROC=2| MYPROC=7 | MYPROC=12 | MYPROC=17
MYSETA=3 | MYSETA=3 MYSETA=3 MYSETA=3
MYSETB=1 | MYSETB=2 MYSETB=3 MYSETB=4
MYPROC=3| MYPROC=8 | MYPROC=13 | MYPROC=18
o) MYSETA=4 YSETA=4 MYSETA=4
! MYSETB=2 SETB=3 MYSETB=4
8 MYPROC=9 | MYPROC=14 | MYPROC=19
o
E = MYSETA=5 MYSETASS MYSETA=5
z = MYSETB=2 MYSETB= MYSETB=4
MYPROC=5| MYPROC=10| MYPROC=15\ MYPROC=20

NPROC=NPRGPNS*NPRGPEW=5*4= 0

MYSETA=3 MYSETB=2 MYPROC =38
MYSENDA(1:NPRGPNS-1) = /9, 10, 6, 7/
MYRECVA(1:NPRGPNS-1) = /7, 6, 10, 9/
MYSENDSETA(1:NPRGPNS-1) = /4, 5, 1, 2/
MYRECVSETA(1:NPRGPNS-1) = /2, 1, 5, 4/
MYSENDB(1:NPRGPEW-1) =/13, 18, 3/
MYRECVB(1:NPRGPEW-1) = /3, 18, 13/
MYSENDSETB(1:NPRGPEW-1) =/3, 4, 1/
MYRECVSETB(1:NPRGPEW-1) =/1, 4, 3/
MYSENDG(1:NPROC-1) = /9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 1, 2,3, 4,5, 6, 7/
MYRECVG(1:NPROC-1) =/7, 6,5, 4, 3, 2, 1, 20,
19, 18, 17, 16, 15, 14, 13, 12, 11, 10, 9/

Figure A.2 : Distribution of grid-point and Fourier latitudes among processors

The example irFig. A.2shows NPRGPNS = NPRWMR =3 ,NPRGPEW = NPRTRV = 1, for processor 2 (PE 2).
Most variables are uniquely associated with each PE, but some like NPROCL(:) are linked to the latitudes on the
globe.

Grid-points and Fourier latitudes are disributed among PEs from north to south. The total number of (Gaussian)
latitudes is called NDGLG. The array NPROCL((1: NDGLG) contains the (logical) number of the PE responsible
for the Fourier transform calculations of each latitude, i.e. PE2 is responsible for latitudes 12 to 22. Since FFT cal-
culations require all grid points on a latitude, complete latitudes are distributed among processors. The variable
NDGLL is the number of Fourier latitudes on th& P= 11). This information is also available for all NPRTRW
processors in the array NULTPP(1: NPRTRW). Thus, NDGLL = NULTPP(2). An array NPTRLS(1: NPRTRW)
contains integer pointers to the first latitude (in global numbering) within the Fourier latitude range of a PE. For
PE2 the value is 12. It is assumed that a latitude range from North to South is associated with one PE. The
NULTPP(;) and NPTRLS(:) information from other PEs are used in the transposition routines to and from Fourier
space.

The right hand side of the diagram describes variables and data structures associated with grid point calculations.
Due to the spectral transform method, there are only vertical dependencies for grid point calculations in IFS, with
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the exception of the semi-Lagrangian calculations, described in s&fiohhis makes it possible simply to split
latitudes in any convenient way to achieve load balance, i.e. equal amounts of grid point calculation cost on each
PE. If the logical variable LSPLIT = TRUE , each PR is assigned the same number of grid points (+ or - 1). This
achieves a fairly good load balance on partitions of up to several hundred PEs. The choice LSPLIT = FALSE is
convenient for debugging purposes and for when (new) code portions have not yet been generalized to cope with
split latitudes. The array LSPLITLAT(1: NDGLG) records if a latitude is split between 2 of the NPRGPNS PEs.
The number of PEs used for the east-west grid splitting (NPRGPEW) does not influence any of the variables in
A2.

Data structure used to address NSTA( ) and NONL() arrays
North

pe7 |1

o
m
i

NPTRFRSTLAT(1) =1 PEL

[EnY

PE—set 1

NPTRLAT(1:11)

ook WN

NPTRLSTLAT(1) =11 11 =NPTRFLOFF

NPTRFRSTLAT(1) = 12

PE—set 2

NPTRLAT(12:22)

NPTRLSTLAT(2) = 23
NPTRFRSTLAT(3) = 24

PE—set 3

NPTRLST-

Shuth

Figure A.3 : Discription of grid point distribution of data columns

PE2 has both the first and last latitude split. The number of latitudes from which PE2 has grid columns is NDGENL
(=12). The consecutive latitude range goes from MYFRSTACTLAT ( = 11) to MYLSTACTI(A 22). This
latitude range information for all NPRGPNS PEs is required for the transpositions to and from grid point space. It
is defined in NFRSTLAT(1: NPRGPNS) and NLSTLAT(1: NPRGPNS) with respectively the first and last grid
point latitude on each PE. As special cases, we have MYFRSTACTLAT = NFRSTLAT(2) and MYLSTACTLAT=
NLSTLAT(2). The offset to the first grid point latitude of the PE is frequently used and stored in NFRSTLOFF ( =
MYFRSTACTLAT-1).

The array MYLATS(1: NDGENL) links the local grid point latitude numbering to the actual latitude number on
the globe. In the example, MYLATS(1) = 11.

The arrays NSTA(NDGLG+NPRGPNS-1, NPRGPEW) and NONL(NDGLG+NPRGPNS-1, NPRGPEW) de-
scribe how grid columns are distributed among processors. A latitude is split into a number of consecutive strips,
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the number depending on NPRGPEW and LSPLIT. Each latitude strip is uniquely determined by the starting point
measured from Greenwich (NSTA) and the number of points on that latitude belonging to the processor (NONL).

Split latitudes complicate the picture because a physical latitude (latitude 11 in the example) is split among several
PEs. So latitude 11 in the example has to be represented twice in the NSTA and NONL data structures. This ex-
plains the over-dimensioning of the two arrays. The variablésdnA.3 are used to control the proper handling

of NSTA and NONL array references on different processor sets, as indic&igdAn4 .

NPTRLSTLAT(1) =11

PE4

PE7

NPTRFRSTLAT(2) =12

NPTRFRSTLAT(2) + 1
NPTRFRSTLAT(2) + 2
(NPTRFRSTLAT(2) + 3)

~

PE2

/4

Global
Latitude
number

11 =NPTRFLOFF
11

NONL(: , 3)

>NSTA(: ,3)

PE5 |:PE8 N NONL(: , 2)

V4

NPTRFRSTLAT(2) +22-1 +1
NPTRFRSTLAT(3) =4

PE6

PE9

22
22

Figure A.4 : Layout of NSTA and NONL arrays
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T21L19 view on PE2 if NPROCB = 3

- NPTRLL(1) = 1

2
1 NUMLL(1) =7

3 NPSURF(1) =0
;‘r NBSETLEV(1: 7) =1
6

” 7

0 , 8 MYLEVS(L) = 8 NPTRLL(2) = 8

LlJ -

% 9 MYLEVS(2) = 9 NBSETLEV(8: 13) = 2

E 10 MYLEVS(3) = 10 NPSURF(2)=0 NPSP =0
11 MYLEVS(4) = 11 NFLEVL = 6 = NUMLL(2)
12 MYLEVS(5) = 12
13 MYLEVS(6) = 13
7 NPTRLL(3) = 14

3 15 NPSURF(3) = 1

6 NUMLL(3) = 6
17 NBSETLEV(14: 19) = 3
18
19

Surface fields are on NPTRLL(4) = 20

PE’s with MT =3

NBSETSP = 3 (the B-set that treats surface fields)

Figure A.5 : Parallelism by distributing vertical levels

When a high level of parallelism is required, it is necessary to distribute vertical levels among PEs for Fourier and
Legendre transform calculations. NPRTRYV is the number of PEs among which the vertical levels are distributed.
In the diagram example, 19 levels are distributed among 3 PEs. The levels are always distributed as equally as pos-
sible in consecutive blocks. Fig. A.5, PE2 is responsible for the 6 levels from 8 to 13. The variables NFLEVL
(=6) and MYLEVS(1: NFLEVL) hold this information. The array NUMLL(1: NPRTRV) contains the number of
levels each of the NPRTRV PEs are responsible for. As a special case, NFLEVL = NUMLL(2).

The integer pointer array NPTRLL(1: NPRTRV) points to the actual first level on each processor, so
NPTRLL(2)=8. To simplify code design, we define NPTRLL(NPRTRV+1) = NFLEVG + 1.

A help array NBSETLEV (1: NFLEVG) records which PE-set is responsible for the calculation of each vertical
level, i.e. NBSETLEV(10) = 2. These help arrays are required to control the vertical transposition, and in cases
where global vertical gathering of data is needed.

The surface pressure and other surface fields taking part in the spectral transform are typically assigned to the last
PE in the NPRTRV set. The variable NPSP=1 on this set and 0 on all other sets. An additional help array NP-
SURF(1:NPRTRV) contains the NPSP value for each of the NPRTRV processor sets. It is necessary to have this
information in order to perform vertical transpositions.
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Grid point
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Figure A.6 : Semi-Lagrangian halos

The shaded areas ig. A.6 show the so-called halo regions for PE2 for a simple configuration using 3 PEs. The
halo region contains the grid columns required by PE2 from neighbouring PEs in order to calculate semi-Lagrang-
ian departure points for all grid columns owned by this PE.

Fig. A.7 shows the semi-Lagrangian core and halo regions in the most general configuration where the PEs (here
PE11) have a 2-dimensional irregular shape with many neighbour PEs. For the data structures associated with halo
communication, see thgubsections 3.7.3LCSETSubsection 3.7.83LRSET description.

The spectral wave numbers are distributed in a round-robin fashion among the NPRTRW PEs so as to create a good
load balance. Iirig. A.8, using a T21 resolution, the waves are distributed among 3 PEs. The contents of the var-
iables reflect the view seen from PE2. NBM = 7 ) is thenumber of spectral waves treated by PE2. The array
MYMS(1: NPRTRW) contains the list of the actual wave numbers on PE2. The transposition routines use the array
NUMPP(1: NPRTRW) containing the number of wave numbers on each of the NPRTRW PEs.

The number of real spectral coefficients on the PE is NSPEC (= 68) and, likewise, the number of complex spectral
coefficients NSPEC2 (=168 ). The NSPEC values will usually vary among PEs. The maximum number of spectral
coefficients over the NPRTRW PEs is called NSPEC2MX ( =170 ) and is required for the dimensioning of arrays.
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PE 7 North PE 8 PE 9
Halo |

Core / t NSLWIDE

Area sent to
PE11 flom PE9

wW E
PE 12

PE

/ y s

PE 13

NSLST

NASLB1 @ Number of columns in halo and core regioa

NASLB1 is used to dimension SLBUF1
NS- NGPTOT : Number of columns in core region

NSLCORE(1: NGPTOT Position of core points within SLBUF1

Figure A.7 : Semi-Lagrangian core and halo regions: some of the data structures involved.

NPROCM(0: NSMAX) defines which PE set is responsible for the calculation of each spectral wave. The NSPEC2
spectral coefficients are stored as a 1-dimensional data structure. NASMO(0: NSMAX) has the starting position of
the NUMP waves on this PE. Only NUMP values in the range 0: NSMAX are assigned positive meaningful values.

NASMO(:) is widely used throughout the code when calculations for specific zonal wave humbers are required.

The semi-implicit spectral calculations have only vertical dependencies so spectral coefficient columns can be dis-
tributed without constraints amoung the NPRTRV PEs (EgeA.9). To achieve good load balance, zonal waves

are usually cut in the middle (see wave number 4 above). For some configurations, there are dependencies among
the total waves (n) within a zonal wave number and for these cases, splitting in the middle of a wavenumber is not
possible. This restricts the load-balanced parallelism to one half of the spectral truncation.
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Figure A.9 T21 semi-implicit spectral calculations: view on PE2 if NPROCB
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NPTRMS(1: NPROCA) =/1, 8, 15/ (Points to the first wavenumber from
each PE)

Zonal wavenumber, m

NALLMS(1: 22) = /0, 5, 6, 11, 12, 17,18, 1,4,7,10,13,16,19, 2,3,8,9,
14, 15, 20, 21/  (Global ordering of wavenumbers)
NPOSSP(1: NPROCA) =/1, 171, 339/ (Pointer to start position of data from
each PE in global array)
NDIMOG(0: 21) = /1, 171, 339, 379, 213, 45, 79, 249, 417, 445, 279, 111, 133,
303, 471, 487/ (Start position of each wavenumber)

Figure A.10 Global representation of T21 spectral triangle (used for distribution of initial data and gathering cost
function contributions).

In almost all parts of IFS, it is sufficient to have a subset of the spectral coefficients, namely the subset this PE is
responsible for (seEig. A.8). However, a global view is required when initial data is read, when post processed
spectral fields are gathered, and when spectral cost function contributions are accumulated. The global spectral data
structure (se€ig. A.10) is designed so that local parts from each PE (in processor order) within an A-set are stored
next to each other. To avoid memory waste, the data are stored in a one-dimensional structure. An index to the spec-
tral zonal waves in the global data structure is defined by an array NALLMS(1:NSMAX+1). The array
ND1MOG(0:NSMAX) points to the first spectral coefficient for each spectral wave within the one-dimensional
structure. Finally, the array NPOSSP(1: NPRTRW) records where the spectral coefficients from each A-set start
within the global one-dimensional structure.
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	1.1 Introduction
	This chapter describes the high level technical structure of IFS, how it can be supplied with ini...
	1) Configurations
	2) Initial data
	3) Command line options
	4) Namelist control
	5) Post processing
	6) Restart capability
	7) Mass conservation

	1.2 Configurations
	Table 1.1
	0-99
	CNT1
	Integration
	100-199
	CVA1
	Variational analysis
	200-299
	CNT1
	2-D integration
	300-399
	COV1
	Kalman filter or predictability model
	400-499
	CAD1
	Test of the adjoint
	500-599
	CTL1
	Test of the tangent linear model
	600-699
	CUN1
	Eigenvalue/vector solvers for unstable modes
	700-799
	CAN1
	CANARI Optimal interpolation
	800-899
	CGR1
	Sensitivity
	900-999
	CORMASS,
	INCLI0,
	NOEUD,
	EN0ED,
	CPREP1,
	CPREP2,
	CPREP3,
	CPREP5
	Preparation of initial conditions/interpolations
	The IFS contains many different functions within a single high level program structure. For any s...
	The values of NCONF are divided into ranges which are handled by different high level control rou...
	Within these broad bands, certain values of NCONF have been defined specifically. In Table 1.2, s...

	Table 1.2
	1
	3-D primitive equation model
	O
	2
	NCONF=1 & comparison with observations (LOBSC1=.TRUE.)
	O
	99
	Dummy GPC (Identity)
	101
	4-D var with 3-D P.E. model
	111
	4-D var with 3-D P.E. tangent linear model
	121
	4-D var with shallow water model
	122
	4-D var with vorticity equation model
	123
	4-D var with linear gravity wave model
	131
	Incremental 3-D/4-D var
	O
	151
	3-D var
	199
	4-D var with dummy GPC
	201
	Shallow water model
	R
	202
	Vorticity equation model
	203
	Linear gravity wave model
	301
	Kalman filter with 3-D P.E. model
	321
	Kalman filter with shallow water model
	322
	Kalman filter with vorticity equation model
	323
	Kalman filter with linear gravity wave model
	351
	Local predictability with 3-D P.E. model
	371
	Local predictability with shallow water model
	372
	Local predictability with vorticity equation model
	373
	Local predictability with linear gravity wave model
	399
	Kalman filter with dummy GPC
	401
	Test of adjoint with 3-D P.E. model
	R
	421
	Test of adjoint with shallow water model
	R
	422
	Test of adjoint with vorticity equation model
	423
	Test of adjoint with linear gravity wave model
	499
	Test of adjoint with dummy GPC
	501
	Test of tangent linear with 3-D P.E. model
	R
	521
	Test of tangent linear with shallow water model
	R
	522
	Test of tangent linear with vorticity equation model
	523
	Test of tangent linear with linear gravity wave model
	599
	Test of tangent linear with dummy GPC
	601
	Eigenvalue/vector solver (singular vector comp.)
	O
	701
	Optimal interpolation with CANARI
	801
	Sensitivity with 3-D P.E. model
	O
	821
	Sensitivity with shallow water model
	923
	Initialisation of climatological fields
	926
	Change of geometry
	951
	Difference between 2 model states (CPREP2)
	952
	Compute wind and gridpoint fields (CPREP3)
	953
	Compute gridpoint gradient fields (CPREPAD)


	1.3 Configuration control
	Within subroutines STEPO, STEPOAD and STEPOTL, extensive use is made of a character string CDCONF...
	Table 1.3
	1
	IOPACK
	IO handling
	2
	LTINV
	Inverse Legendre transform
	3
	FTINV
	Inverse Fourier transform
	4
	CPG
	Grid point computations
	5
	POS
	Post processing
	6
	OBS
	Comparison with observations
	7
	FTDIR
	Direct Fourier transform
	8
	LTDIR
	Direct Legendre transform
	9
	SPC
	Spectral space computations
	The characters used to represent each function are specified as follows, where a ‘null’ or ‘blank...
	iopack (CDCONF(1:1)):

	Table 1.4
	A
	Write out model level post-processed data
	B
	Retrieve trajectory information
	C
	Write out pressure level post-processed data
	I
	Store/write out increment (incremental 3D/4D-var)
	J
	Read increment (incremental 3D/4D-var)
	R
	Read restart file
	T
	Store trajectory
	L
	Lagged model level post-processing
	V
	Read in the inputs for sensitivity job
	F
	“A” + “R”
	E
	FullPos
	U
	FullPos
	Y
	FullPos
	M
	FullPos
	Z
	FullPos
	Inverse Legendre Transform (CDCONF(2:2)):

	Table 1.5 Spectral data
	Fourier data T0
	A
	G
	B
	H
	C
	I
	Fourier data T5
	D
	J
	E
	K
	F
	L
	CDCONF(2:2) = P is used by FullPos
	Inverse Fourier Transform(CDCONF(3:3)):

	Table 1.6 Gridpoint Data
	Fourier data T0
	A
	B
	I
	Fourier data T5
	C
	D
	CDCONF(3:3) = P is used by FullPos
	Grid-point calculations for the model (CDCONF(4:4)):

	Table 1.7
	A
	“Normal “timestep
	B
	Additional computations for post-processing surface fields
	E or F
	Adiabatic NNMI iteration
	M or X
	NNMI iteration or initial fluxes
	Post-processing (CDCONF(5:5)): —If vertical part of FullPos or “old style” p.p. (LLVFP=true)
	:

	Table 1.8
	A
	Pressure level post-processing
	H
	Height (above orography) level post-processing
	T
	Potential temperature level post-processing
	V
	Potential vorticity level post-processing
	M
	Model level post-processing
	S
	Eta level post-processing
	L
	End of vertical post-processing
	Gridpoint computations for analyses (CDCONF(6:6)):

	Table 1.9
	A
	Add squares of gridpoint values (analyses error calc.)
	B
	Subtract squares of point values (analyses error calc.)
	Y
	Modifies the background errors to have a
	prescribed global mean profile and (optionally) to be separable
	Z
	Generate background errors of humidity
	G or W
	Normalization by standard deviations of background error
	X
	Multiplication by standard deviations of background error (inverse of above)
	I
	Grid point calculations for CANARI
	C or V
	Computation of observation equivalents (GOM-arrays)
	Direct Fourier transform (CDCONF(7:7)):

	Table 1.10
	A
	Standard transform
	B
	Pressure level post-processing
	C
	Model level post-processing step
	P
	FullPos
	Direct Legendre Transform (CDCONF(8:8)):

	Table 1.11
	A
	Standard transform
	B
	Pressure level post-processing
	C
	Model level post-processing step
	P
	FullPos
	T
	Tendencies (result in SPT.. arrays)
	G
	Like A but goes from vorticity and divergence in Fourier space
	to spectral space, instead of starting from wind components
	Spectral Space Computations (CDCONF(9:9)::

	Table 1.12
	P
	Filtering of Full-Pos fields
	A
	Semi-implicit + horisontal diffusion
	F
	Filtering of spectral fields
	I
	Only semi-implicit (for NMI)


	1.4 Initial data
	The starting conditions are supplied to the IFS in a number of files which follow a specific nami...
	1.4.1 Forecast model, NCONF=1
	The initial fields are supplied in GRIB format and contained in the files ICMSHxxidINIT, ICMGGxxi...

	1.4.1 (a) ICMSHxxidINIT
	This contains upper-air spectral format fields on model levels.
	.

	Table 1.13
	129
	NGRBZ
	Geopotential
	1
	not LGPOROG
	152
	NGRBLNSP
	Log surface pressure
	1
	130
	NGRBT
	Temperature
	NFLEV
	133
	NGRBQ
	Specific humidity
	NFLEV
	LSPQ or LGPQ and not LGPQIN
	138
	NGRBVO
	Vorticity (relative)
	NFLEV
	155
	NGRBD
	Divergence
	NFLEV
	Notes:
	• LGPOROG=false (default) if input orography is spectral
	• LSPQ=true to keep humidity as a spectral variable (default=false)
	• LGPQ=true to keep humidity as a grid-point variable (default=true)
	• LGPQIN=true if humidity is input in grid-point space

	1.4.1 (b) ICMGGxxidINIT.
	This contains surface fields on the model Gaussian grid.

	Table 1.14
	129
	NGRBZ
	Geopotential (at the surface orography)
	If not provided as spectral field
	139
	NGRBSTL1
	Surface temperature level 1
	140
	NGRBSWL1
	Soil wetness level 1
	141
	NGRBSD
	Snow depth
	160
	NGRBSDOR
	Standard deviation of orography
	161
	NGRBISOR
	Anisotropy of subgrid scale orography
	162
	NGRBANOR
	Angle of subgrid scale orography
	163
	NGRBSLOR
	Slope of subgrid scale orography
	170
	NGRBSTL2
	Soil temperature level 2
	171
	NGRBSWL2
	Soil wetness level 2
	172
	NGRBLSM
	Land/sea mask
	173
	NGRBSR
	Surface roughness
	174
	NGRBAL
	Albedo
	183
	NGRBSTL3
	Soil temperature level 3
	184
	NGRBSWL3
	Soil wetness level 3
	198
	NGRBSRC
	Skin reservoir content
	199
	NGRBVEG
	Percentage of vegetation
	148
	NGRBCHAR
	Charnock parameter
	LWCOU and LWCOU2W (coupled wave model)
	233
	NGRBASQ
	Apparent surface humiidity
	234
	NGRBLSRH
	Logarithm of surface roughness length for heat
	235
	NGRBSKT
	Skin temperature
	236
	NGRBSTL4
	Soil temperature level 4
	237
	NGRBSWL4
	Soil wetness level 4

	1.4.1 (c) ICMGGxxidINIUA
	This contains upper air fields in grid point space.

	Table 1.15
	133
	NGRBQ
	Specific humidity
	NFLEV
	LGPQIN=true
	246
	NGRBCLWC
	Cloud liquid water content
	NFLEV
	LCLDPIN=true
	247
	NGRBCIWC
	Cloud ice water content
	NFLEV
	LCLDPIN=true
	248
	NGRBCC
	Cloud cover
	NFLEV
	LCLDPIN=true
	203
	NGRBO3
	Ozone mixing ratio
	(EC prognostic ozone)
	NFLEV
	LGPO3=true
	Notes:
	• Specific humidity can be input in spectral form (LGPQIN=false) even when LGPQ=true
	• If the cloud parameters (246,247,248) are not input (LCLDPIN=false), they are initialised to zero
	• LGPO3=true for ozone as a prognostic variable (grid-point field).

	1.4.1 (d) ICMCLxxidINIT.
	Climate fields.
	Contains surface fields, in the model Gaussian grid, to be used in ‘perfect surface’ long integra...
	Note that the fields below have to follow a pattern, otherwise the model fails in the first time ...

	Table 1.16
	139
	NCLIGC(1)
	Surface temperature layer 1
	LMCCEC .and.
	.NOT.LMCC04
	174
	NCLIGC(2)
	Albedo
	LMCCEC .and.
	.NOT.LMCC04


	1.5 Command line option
	The primary way to control options within IFS is the namelist input file. However, since there ar...
	e.g. MASTER -e abcd -v ecmwf -t 900 -f d10 -a sli
	The available flags and their mappings on to namelist variables are as follows:
	Table 1.17
	-c
	NCONF
	Job configuration
	-v
	LECMWF
	Model version: ecmwf or meteo
	-e
	CNMEXP
	Experiment identifier (no more than 4 characters)
	-t
	TSTEP
	Time step (seconds)
	default set according to model resolution and advection scheme
	-f
	NSTOP
	Forecast length:
	dxxxxx - run for xxxxx days
	hxxxxx - xxxxx hours
	txxxxx - xxxxx timesteps
	-a
	LSLAG
	LVENIN
	Advection scheme -
	eul : Eulerian
	sli : interpolating semi-Lagrangian
	slni : non-interpolating in the vertical, semi-Lagrangian
	-m
	LUELAM
	Model type:
	arpifs: ARPEGE/IFS
	aladin : ALADIN
	Notes:
	• If the forecast length is specified in units other than timesteps, then the value of the timest...
	• Command line arguments override any namelist switches that are set.
	• Either both options -v and -e must be used together, or neither must be used.


	1.6 Namelist control
	Namelist input is provided in a text file fort.4. Within this file, the namelists can be in any o...
	&NAME1
	keyword=value,
	..
	/
	&NAME2
	/
	All namelists must always be present in fort.4. It is not necessary, however, for a namelist to h...
	1.6.1 Index of Namelists
	Table 1.18
	nacobs
	CANARI
	defrun
	nactdo
	CANARI
	not used
	nactex
	CANARI
	canali
	nacveg
	CANARI
	canali
	naephy
	ECMWF physics
	su0phy
	naerad
	ECMWF radiation
	suecrad
	naimpo
	CANARI
	canali
	nalori
	CANARI
	canali
	nam926
	Change of orography
	su926
	nam_distributed_vectors
	Initialize chunksize for
	Distributed Vectors
	sumpini
	namafn
	Full-Pos
	suafn
	namana
	CANARI
	canali:defrun
	namcfu
	Flux accumulation control
	sucfu
	namchk
	Gridpoint evolution diagnostics
	suechk
	namcla
	incli0
	namclb
	incli0
	namclc
	incli0
	namcli
	incli0
	namclo
	incli0
	namclp
	incli0
	namclr
	incli0
	namcls
	incli0
	namclt
	incli0
	namclw
	incli0
	namcok
	CANARI
	canali
	namcos
	General cost function control
	not used
	namct0
	Control parameters, constant during model run
	suct0:sumpini
	namct1
	Overiding control switches
	su1yom
	namcva
	General variational analysis control
	sualctv
	namddh
	Diagnostic (horizontal domain)
	sunddh
	namdfi
	Digital filtering control
	suedfi
	namdif
	Difference two model states
	sudif
	namdim
	Dimension/truncation
	sudim
	namdmsp
	Satellite data descriptor
	getsatid
	namdphy
	Physics dimension
	sudim
	namdyn
	Dynamics and hyperdiffusion
	sudyn
	namfft
	FFT
	sufft
	namfpc
	Full-Pos
	sufpc
	namfpd
	Full-Pos
	sufpd
	namfpdyh
	Full-Pos
	sufpdyn
	namfpdyp
	Full-Pos
	sufpdyn
	namfpdys
	Full-Pos
	sufpdyn
	namfpdyt
	Full-Pos
	sufpdyn
	namfpdyv
	Full-Pos
	sufpdyn
	namfpf
	Full-Pos
	sufpf
	namfpg
	Full-Pos
	sufpg1
	namfpios
	Full-Pos
	sufpios
	namfpphy
	Full-Pos
	sufpphy
	namfpsc2
	Full-Pos
	sufpsc2
	namgem
	Transformed sphere (geometry/coordinate definition)
	sugem1a:inclib
	namgms
	Satellite data descriptor
	getsatid
	namgoes
	Satellite data descriptor
	getsatid
	namgrib
	GRIB coding descriptor
	sugrib
	namini
	Overriding switches for initialization
	sueini
	namiomi
	Minimisation i/o scheme
	suiomi
	namios
	I/O control
	suios
	namjg
	Assimilation, first guess constraint
	sujb
	namjo
	Jo control
	defrun
	namkal
	Kalman filter
	sufkal
	namkap
	Kalman filter
	sufkap
	namlcz
	Lanczos eigensystem
	sulcz
	namleg
	Legendre polynomials
	suleg
	namlfi
	LFI description (Arpege)
	sulfi
	nammars
	Conversion from grib to ARPEGE file
	cprep1
	nammcc
	Climate version
	sumcc:sudim
	nammeteosat
	Satellite data descriptor
	getsatid
	nammtt
	Cray specific,diagnostic
	sumtth
	nammul
	Multi-tasking control
	sumul
	namnmi
	Normal mode initialisation
	sunmi
	namnud
	Nudging
	sunud
	namobs
	observation control
	defrun
	namoph
	Permanent file information
	suoph
	nampar0
	Parallel version control
	sumpini
	nampar1
	Parallel version control
	sump0
	namphy0
	Arpege atmospheric physical parameters
	suphy0
	namphy1
	Arpege ground physics parameters
	suphy1
	namphy2
	Arpege vertical physics definition
	suphy2
	namphy3
	Arpege radiation physical constants
	suphy3
	namphyds
	Physics fields setup
	suphyds
	namphy
	not used
	nampm3d
	3D Local Predictability Model
	supm3a:canali
	namppc
	Post-processing control
	supp
	nampre
	CANARI
	canami
	namrad15
	Arpege climate version of ECMWF radiation
	suecrad15
	namrcf
	Restart control file
	reresf:wrresf
	namres
	Restart time parameters
	sures
	namrgri
	Reduced grid description
	surgri
	namrinc
	Incremental variational description
	surinc
	namrip
	Real time parameters
	surip
	namscc
	observation screening control
	defrun
	namsens
	Sensitivity job
	suvar
	namsimphl
	Arpege linear physics parameterization
	su0phy
	namskf
	Simplified Kalman Filter
	suskf
	namstoph
	Parameterisation top limits /
	mesospheric drag parameters
	surand1
	namtoph
	Mesospheric drag parameterization (Arpege)
	sutoph
	namtovs
	Satellite data descriptor
	getsatid
	namtrajp
	ECMWF linear physics
	su0phy
	namvar
	Variational assimilation
	suvar
	namvdoz
	Arpege physics
	suphy1
	namvfp
	Variable LARCHFP
	suvar
	namvrtl
	Switches for variational assimilation
	suvar
	namvv1
	vertical co-ordinate descriptor
	suvert
	namvwrk
	IO-scheme for trajectory
	suvwrk
	namxfu
	Instantaneous flux control
	suxfu
	namzdi
	Zonal diagnostic
	suzdi
	naphlc
	Switches for simple physics
	su0phy
	The following tables describe namelist parameters which can be controlled by utilising the above ...

	Table 1.19 NAEPHY: ECMWF physics
	LAGPHY
	L
	Call physics package in lagged mode
	LEAERO
	L
	Climatological aerosols
	LECOND
	L
	Large scale condensation
	LECUMF
	L
	Mass-flux convection scheme
	LEDCLD
	L
	Diagnostic cloud scheme
	LEDYNT
	L
	Use dynamical tendencies as input to physics
	LEDBUG
	L
	Debugging prints
	LEEVAP
	L
	Evaporation of precipitation
	LEGWDG
	L
	Gravity wave drag
	LEOZOC
	L
	Climatological ozone
	LEO3CH
	L
	ozone chemistry
	LEPCLD
	L
	Prognostic cloud scheme
	LEPHYS
	L
	ECMWF physics
	LEQNGT
	L
	Negative humidity fixer
	LERADC
	L
	Interpolation scheme for radiation
	LERADI
	L
	Radiation scheme
	LERADS
	L
	Interactive surface radiative properties
	LESHCV
	L
	Shallow convection
	LESICE
	L
	Interactive sea ice temperature
	LESURF
	L
	Interactive surface processes
	LEVDIF
	L
	Vertical diffusion
	LEZERO
	L
	Pure T-DT inputs within all physics routines
	LWCOU
	L
	Coupled wave model
	LWCOU2W
	L
	Coupled wave model with 2-way interaction

	Table 1.20 NAERAD: ECMWF Radiation
	LECSRAD
	L
	Clear-sky radiation diagnostics
	FALSE
	LEPO3RA
	L
	Pass the prognostic ozone to radiation code
	FALSE
	LERAD6H
	L
	Radiative computations every 1 hour
	during the first 6 hours
	TRUE
	LERADHS
	L
	Radiation is computedon a coarser sampled grid
	TRUE
	LLGEOSE
	L
	Simulate LW window channel radiance
	in GOES-E geometry
	FALSE
	LLGEOSW
	L
	Simulate LW window channel radiance
	in GOES-W geometry
	FALSE
	LLGMS
	L
	Simulate LW window channel radiance
	in GMS geometry
	FALSE
	LLINDSA
	L
	Simulate LW window channel radiance
	in INSAT geometry
	FALSE
	LLMTO
	L
	Simulate LW window channel radiance
	in METEOSAT geometry
	FALSE
	LOIEBCU
	L
	Ice cloud optical properties from Ebert–Curry
	TRUE
	LOIOULI
	L
	Ice cloud optical properties from Ou-Liou
	FALSE
	LOISUSH
	L
	Ice cloud optical properties from Sun-Shine
	FALSE
	LONEWSW
	L
	New style of cloud optical properties
	TRUE
	LOWCAS
	L
	Water cloud optical properties from Slingo
	FALSE
	LOWCYF
	L
	Water cloud optical properties from Fouquart
	TRUE
	LRADLB
	L
	Radiation coarse grid to be load balanced
	(when NRINT > 1)
	TRUE
	IGEO
	I
	Number of geostationary satellites
	to be simulated
	0
	NAER
	I
	Aerosol radiative effects (on=1, off=0)
	1
	NCSRADF
	I
	If LECSRAD true, accumulated
	or instantaneous flux (1 or 2)
	1
	NLW
	I
	Number of LW spectral intervals
	6
	NMODE
	I
	Radiation code configuration:
	flux=0, radiance=1
	0
	NOVLP
	I
	Cloud overlap index: 1=max-ran,
	2=maximum, 3=random
	1
	NOZOCL
	I
	Ozone climatotogy 0=Geleyn,
	1=Fortuin-Langematz
	1
	NRADC2F
	I
	Coarse-to-fine interpolation
	2
	NRADF2C
	I
	Fine-to-coarse interpolation
	2
	NRADFR
	I
	Frequency of full radiation, < in hours, >
	in time-steps
	-3
	NRADPFR
	I
	Ffrequency of radiation diagnostic listing prints
	0
	NRADPLA
	I
	Listing print output every
	NRADPLA latitude lines
	15
	NRINT
	I
	Interpolation distance
	(in points along a latitude line)
	4
	NRPROMA
	I
	Vector length for radiation calculations
	NSW
	I
	Number of SW spectral intervals
	2

	Table 1.21 NAMCT0: Control parameters, constant during model run
	CFCLASS
	C*2
	Class for use by fields database
	FALSE
	CFDIRLST
	C*120
	Path of postprocessing listing file
	TRUE
	CFPATH
	C*200
	Prefix for trajectory spectral data filename
	CFPNCF
	C*6
	Name of Full-POS control file (configuration 927)
	CNDISPP
	C*120
	Directory for display files (‘ifs.stat’ and ‘ifs.disp’)
	CNMEXP
	C*16
	Name of the experiment
	CNPPATH
	C*120
	Directory of postprocessing namelist files
	CTYPE
	C*2
	Type for use by fields database
	LADJORO
	L
	Initialise increments
	LAGHIS
	L
	Lagged physics output on history files
	LAPRXPK
	L
	Approximate definition of full levels
	LARPEGEF
	L
	Use ARPEGE files
	FALSE
	LCANARI
	L
	Controls CANARI optimal interpolation
	LCOORD
	L
	Model coordinates written on trajectory files
	LCVROSS
	L
	Restirct contributions to gradient
	to that of Rossby modes
	LECMWF
	L
	Use model version of ECMWF
	TRUE
	LELAM
	L
	Controls ALADIN geometry
	LFBDAP
	L
	Diagnostics written on trajectory files
	LFDBOP
	L
	Write post-processed output fields
	to fields database
	TRUE
	LFPOS
	L
	Use Full-POS
	LFROG
	L
	Use leapfrog scheme, otherwise Matsuno
	LGRAV
	L
	Control of gravity waves included
	LGRBOP
	L
	Output in GRIB
	LGUESS
	L
	Term of first guess included
	LHDCDIV
	L
	LHDCHV
	L
	LHDCSV
	L
	LHDCVOR
	L
	LIOCFU
	L
	Work file for cumulative diagnostics
	LIODTND
	L
	Work file for diabatic tendencies in NMI
	LIOFOU1
	L
	Work file for first/second scan Fourier data
	LIOFOU15
	L
	Work file for first/second scan Fourier data
	in trajectory
	LIOFOU2
	L
	Work file for second/third scan Fourier data
	LIOGAUX
	L
	Work file for unfitted full-POS data
	LIOGP5
	L
	Work file for surface fields in trajectory
	LIOGPP
	L
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	NFRDHP
	I
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	NMTRA
	I
	Memory allowed for the descent algorithm
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	Table 1.22 NAMDIM:Dimension/truncation parameters
	NDGL
	I
	Number of Gaussian latitudes
	NDLON
	I
	Number of points in a latitude row
	NFLEV
	I
	Number of vertical levels
	NFTHER
	I
	Number of thermodynamics variables
	NFPASS
	I
	Number of passive scalar variables
	NFAUX
	I
	Number of auxillary variables in t+dt array
	NFD2D
	I
	Number of 2d fields in the dynamics
	NFC2D
	I
	Number of 2d fields in the boundaries
	NPMAX
	I
	Post-processing truncation
	NSMAX
	I
	Truncation order
	NMSMAX
	I
	Truncation order in longitude
	NSMIN
	I
	Lower truncature for configurations 911 and 912
	NCMAX
	I
	Truncation order
	NXMAX
	I
	Truncation order
	NTMAX
	I
	Truncation order for tendencies (on n, m<= NSMAX)
	NPROMA
	I
	Working dimension for grid-point computations
	NFPP3M
	I
	Maximum number of extra 3-D fields in post-processing
	NRLEVX
	I
	Dimesnion of NVAUTF in YOMGEM

	Table 1.23 NAMDYN:Dynamics and diffusion
	BETADT
	R
	Coefficient for semi-implicit scheme for divergence/temperature
	BETAZQ
	R
	Coefficient for semi-implicit treatment of vorticity and humidity
	FLCCRI
	R
	Critical value of CFL criterion
	FRANDH
	R
	Threshold for the wavenumber dependency
	FRANDHC
	R
	Threshold for the wavenumber dependency
	HDIRDIV
	R
	Diffusion of divergence
	HDIRQ
	R
	Diffusion of humidity
	HDIRSP
	R
	Diffusion of Diffusion of surface pressure
	HDIRSV
	R
	Diffusion of Diffusion of passive scalars
	HDIRT
	R
	Diffusion of temperature
	HDIRVOR
	R
	Diffusion of vorticity
	LFREIN
	L
	Spectral “enhanced diffusion”
	LVADL
	L
	Vertical derivatives in non-interpolating SL scheme
	LVADRES
	L
	Residual vertical advection in non-interpolating SL scheme
	NDLNPR
	I
	Formulation of delta used in non hydrostatic model
	NEXPDH
	I
	Exponent for the diffusion wavenumber dependency
	NEXPDHC
	I
	Exponent for the diffusion wavenumber dependency
	NITMP
	I
	Number of iterations to compute medium point
	NLOSP
	I
	Surface pressure representation
	NORMV
	I
	Scaling of vertical eigenmodes
	NQLAG
	I
	Formulation or discretisation of moisture equation
	NSREFDH
	I
	Threshold for the truncation dependency
	NTHDHC
	I
	Threshold truncature for wavenumber dependency
	NTLAG
	I
	Formulation or discretisation of temperature equation
	NVINTSL
	I
	Vertical extrapolations
	NVLAG
	I
	Formulation or discretisation of continuity equation
	REFGEO
	R
	Value of reference geopotential
	REPS1
	R
	Time-filter constant applied at t-1
	REPS2
	R
	Time-filter constant applied at t+1
	REPSP1
	R
	Timefiltering constant applied to t-1 for all surface fields
	RFREIN
	R
	Constant for spectral “enhanced diffusion”
	RKROMA
	R
	Leap-frog or Matsuno timesheme
	SIPR
	R
	Reference surface pressure
	SIQR
	R
	Reference humidity
	SITR
	R
	Reference temperature
	SLEVDH
	R
	First threshold for the pressure dependency
	SLEVDH2
	R
	Second threshold for the pressure dependency
	TSTEP
	R
	Time step in seconds
	VESL
	R
	Decentering factor for semi-implicit scheme
	and averages along SL trajectory
	VMAX1
	R
	Warning threshold V > VMAX1
	VMAX2
	R
	Abort threshold V > VMAX2
	VMXPLA
	R
	Maximum velocity for additional horizontal diffusion
	VNORM
	R
	Constant for new scaling semi-implicit scheme
	:

	Table 1.24 NAMGRIB:GRIB coding descriptors
	NBITSGG
	I
	Number of bits for packing grid-point data
	NBITSSH
	I
	Number of bits for packing spectral coefficients
	NENSFNB
	I
	Ensemble forecast number
	NLOCGRB
	I
	ECMWF local usage identifier
	NSMAXNP
	I
	Sub-truncation for complex packing
	of spectral coefficients
	NTOTENS
	I
	Total number of forecasts in ensemble

	Table 1.25 NAMIOS: I/O control
	CCPCCGL
	C*120
	Name of file which holds the preconditioner
	CEVCGL
	C*120
	Name of file to which eigenvectors are written
	CFRCF
	C*120
	Pathname for restart control fil
	CIOCFU
	C*120
	CIODDHRF
	C*120
	Pathname for DDH restart file
	CIODTND
	C*120
	Pathname of work file
	CIOFOU1
	C*120
	Pathname for first/second scan Fourier data
	CIOFOU15
	C*120
	Pathname for first/second scan Fourier data
	CIOFURF
	C*120
	Pathname for accumulated fluxes restart file
	CIOGAUX
	C*120
	CIOGPP
	C*120
	CIOGPUA
	C*120
	Pathname for grid-point work file
	CIOGP5
	C*120
	CIOGUARF
	C*120
	Pathname for T grid-point restart file
	CIOHOU
	C*120
	Pathname for spectral to Hough space matrix file
	CIOLPOL
	C*120
	Pathname for Legendre polynomial work file
	CIOPIN
	C*120
	Pathname for file containing partially imlicit help arrays
	CIOSCF
	C*120
	Pathname for cumulated fluxes file
	CIOSPBUF
	C*120
	CIOSPEC
	C*120
	CIOSPH
	C*120
	Pathname for spectral to Hough space matrix file
	CIOSPRF
	C*120
	Pathname for spectral restart file
	CIOSSU
	C*120
	Pathname for surface file
	CIOSUA
	C*120
	CIOSURF
	C*120
	Pathname for surface fields restart file
	CIOSXF
	C*120
	CIOTMDT
	C*120
	Pathname for T-dT work file
	CIOTMRF
	C*120
	Pathname for T-dT restart file
	CIOXFU
	C*120
	CIOXURF
	C*120
	Pathname for accumulated fluxes restart file
	NEXPBCF
	I
	Number of bits for exponent when packing
	NEXPBGP
	I
	Number of bits for exponent when packing
	NEXPBGP5
	I
	Number of bits for exponent when packing
	NEXPBGU
	I
	Number of bits for exponent when packing
	NEXPBGX
	I
	Number of bits for exponent when packing
	NEXPBXF
	I
	Number of bits for exponent when packing
	NIOBFDT
	I
	Number of buffers for I/O
	NIOBFIT
	I
	Number of buffers for I/O
	NIOBFIT5
	I
	Number of buffers for I/O
	NPCKFCF
	I
	Packing factor
	NPCKFGP
	I
	Packing factor
	NPCKFGP5
	I
	Packing factor
	NPCKFGU
	I
	Packing factor
	NPCKFGX
	I
	Packing factor
	NPCKFT9
	I
	Packing factor
	NPCKFXF
	I
	Packing factor

	Table 1.26 NAMMCC: Climate version
	LMCCEC
	L
	The lower boundary are updated from “climate files”
	FALSE
	LMCCIEC
	L
	The lower boundary conditions are interpolated in time
	TRUE
	LMCC04
	L
	SST coupling
	FALSE

	Table 1.27 NAMNMI: Normal mode initialisation
	FILTPRD
	R
	Period below which diabatic tendencies will not be considered
	FILTR
	R
	Cut-off array of frequencies defining Rossby modes
	LCOIMP
	L
	Compute the IMPLICIT NMI help arrays
	LCONMO
	L
	Compute normal modes
	LCOTYDB
	L
	Subset of diabatic components index must be computed
	LCOTYGR
	L
	Subset of Gravity/Rossby index must be computed
	LCOTYTD
	L
	Subset of tidal components index must be computed
	LEULNMI
	L
	Eulerian tendencies are used in “Machenhauer” steps
	LEXTIDE
	L
	Exclude atmospheric tide from initialisation
	LGPROJ
	L
	Projection of fields onto inertia-gravity modes
	LICONV
	L
	Perform a (dummy) iteration to test convergence
	LNLNMI
	L
	Non-linear normal mode initialisation required
	LNMI
	L
	Linear normal mode initialisation required
	LNMIDB
	L
	Diabatic initialization
	LNMIFF
	L
	frequency filtering is used in initialization
	LNMIPR
	L
	Print frequencies of explicit mode
	LNMIRQ
	L
	Normal mode initialisation required
	LNPROJ
	L
	Projection of fields onto normal modes
	LRGENE
	L
	Normal mode initialisation diagnostics
	LRPIMP
	L
	Partially implicit initialisation
	LRPROJ
	L
	Projection of fields onto Rossby modes
	LRSPSL
	L
	Restore surface pressure after all but last iteration
	LSPNDG
	L
	NMI spectral diagnostics
	LSTDNMI
	L
	Standard NMI
	LTIDCEP
	L
	The CEPMMT scheme is required
	LTIDEME
	L
	The Arpege EMERAUDE (Geleyn et al.) scheme is required
	LTRANS
	L
	NMI required on TRANSFORMED sphere
	NACUMTF
	I
	Time step at which to finish accumulating diabatic tendencies
	NACUMTS
	I
	Time step from which to start accumulating diabatic tendencies
	NFILTM
	I
	Maximum zonal wavenumber for inclusion of diabatic tendencies
	NFILTN
	I
	Maximum total wavenumber for inclusion of diabatic tendencies
	NFILTV
	I
	Subset of vertical modes for projections of diabatic tendencies
	NITNMI
	I
	Number of iterations of non-linear NMI
	NLEX
	I
	Total wave number beyond which NMI is done
	NOPTDIA
	I
	Options for diabatic scheme
	NOPTEME
	I
	Filtering if the diabatic scheme of EMERAUDE is used
	NOPTMAR
	II
	Definition of tidal waves
	NTIDL
	I
	Number of meridional wavenumbers used in tidal file
	NTIDMAX
	I
	Maximum length of tidal file
	NTIDMIN
	I
	Minimum length of tidal file for which tidal are really excluded
	NVMOD
	I
	Number of vertical modes
	NVMODF
	I
	Hough modes association usage
	NVMODF1
	I
	Projection amplitudes for vertical modes
	NVMODF2
	I
	Projection amplitudes at NVMODF2 and beyond are set to zero
	NVMODT
	I
	Number of vertical modes in tidal file
	RTACUMT
	I
	Time step during which diabatic tendenciesare accumulated

	Table 1.28 NAMPAR0:Distributed memory configuration
	LMESSP
	L
	Distributed memory message passing version
	LMPDIAG
	L
	Extensive message passing diagnostic output
	NOUTPUT
	I
	Controls diagnostic output
	NPRGPEW
	I
	Number of processors used during grid-point phase in East-West
	NPRGPNS
	I
	Number of processors used during grid-point phase in North-South
	NPROC
	I
	Total number of processors requested for this run
	NPROCK
	I
	Number of processors to be used simultaneously for Kalman filter forecasts
	NPRTRV
	I
	Number of processors used during transform phase in vertical
	NPRTRW
	I
	Number of processors used during transform phase in wave space

	Table 1.29 NAMPAR1:layout of distribution
	LAPPLE
	L
	Grid point decomposition style
	LBIDIR
	L
	Bi-directional transpositions
	LOCKIO
	L
	I/O to be done in locked regions
	LSLSYNC
	L
	SL communication reads/writes synchronised
	LSPLIT
	L
	Latitude sharing between A-sets
	LPPTSF
	L
	Control of post processing file contents in terms of timesteps
	NAPLAT
	I
	Number of apple latitudes at the poles
	NCOMBFLEN
	I
	Size of communication buffer
	NCOSTLAG
	I
	Lagging factor for cost function gathering
	NFLDIN
	I
	Number of input fields to be buffered during distribution
	NFLDOUT
	I
	Number of output fields to be buffered during gathering
	NINTYPE
	I
	Type of input I/O processing
	NLAGA
	I
	Lagging factor for transpositions in a-direction
	NLAGB
	I
	Lagging factor for transpositions in b-direction
	NLAGBDY
	I
	Lagging factor for forecast error gatherin
	NOUTTYPE
	I
	Type of output (post) processing
	NPPBUFLEN
	I
	Size in integer words of a single pp file buffer
	NPPFILES
	I
	Maximum number of pp file buffers
	NSLPAD
	I
	Number of pad words at either side of the sl halo
	NSTRIN
	I
	Number of processors required to perform input processing
	NSTROUT
	I
	Number of processors required to perform output processing
	NVALAG
	I
	Lagging factor for spectral array gathering

	Table 1.30 NAMRES:Restart time
	LSDHM
	L
	Time stamp control
	NFRRES
	I
	Restart file interval
	NUMRFS
	I
	Number of concurrent restart files before deletion
	NRESTS
	I
	List of restart times

	Table 1.31 NAMTRAJP: ECMWF linear physics
	LECOND2
	L
	Linear large scale condensation scheme
	FALSE
	LECUBM2
	L
	Linear adjustment convection scheme
	FALSE
	LECUMF2
	L
	Linear mass-flux convection scheme
	FALSE
	LEDCLD2
	L
	Linear diagnostic cloud scheme
	FALSE
	LEGWDG2
	L
	Linear subgrid-scale orography scheme
	FALSE
	LEKPERT
	L
	Perturbation of exchange coefficients
	FALSE
	LEQNGT2
	L
	Linear negative humidity fixer
	FALSE
	LERADI2
	L
	Linear radiation scheme
	FALSE
	LERADS2
	L
	Interactive surface radiative properties
	FALSE
	LESURF2
	L
	Linear land surface scheme
	FALSE
	LETRAJP
	L
	Storage of the trajectory t-dt
	FALSE
	LEVDIF2
	L
	Linear vertical diffusion scheme
	FALSE
	LIOTRPH
	L
	Trajectory stored on file
	FALSE
	NEXPBT95
	I
	Packing exponent for trajectory t-dt
	6
	NG2D95
	I
	Number of 2D fields to be stored
	15
	NG3D95
	I
	Number of 3D fields (full levels) to be stored
	9
	NG3P95
	I
	Number of 3D fields (half levels) to be stored
	2
	NG3S95
	I
	Number of 3D fields (soil) to be stored
	2
	NPCKFT95
	I
	Packing parameter for trajectory t-dt
	1


	1.7 Post processing
	This is described in Chapter 2 ‘FULL-POS post-processing and interpolation’ .

	1.8 Restart capability
	The restart option is designed so that long-running IFS executions (typically configuration 1 wit...
	1) by predefining the timesteps at which the files should be written. This is achieved using the ...
	2) by sending a signal to the running job.
	Signal 1 means “write restart files and continue”.
	Signal 2 means “write restart files and stop”
	The files written and their contents are described in the following tables. All file names may be...
	Table 1.32 Restart files
	CIOSPRF
	srf
	Upper air 3D and surface 2D spectral fields
	CIOTMRF
	tmrf
	T-dt 3D grid-point data
	CIOSURF
	surf
	Surface grid-point data
	CIOGUARF
	guarf
	Upper air grid-point data at time T
	CIOFURF
	furf
	Cumulated and instantaneous fluxes grid-point data
	LCUMFU = TRUE
	CIOXURF
	xurf
	LXFU = TRUE
	CIODDHRF
	ddhrf
	DDH data
	LSDDH = TRUE
	CFRCF
	rcf
	Namelist NAMRCF:
	   CSTEP-character*8 : time step number
	   CTIME-character*8: forecast time as ‘DDDDHHMM’
	   NSTEPLPP-integer array: for time range fields, last step number
	                        when each GRIB code was post-processed.
	   GMASSI-real: mass at start of integration
	   GMASS0-real: �mass at current timestep
	  GMASS9-real: mass at previous timestep


	1.9 Mass conservation
	A global mass-conservation scheme can be invoked at any desired time steps using namelist NAMCT0 ...

	Part VI: Technical and computational procedures

	CHAPTER 2 FULL-POS post-processing and interpolation
	This documentation describes the FULL-POS functionality of ARPEGE/IFS .
	Table of contents
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	2.1.4 Additional surface physical fields (PHYSOL) used only at ECMWF.
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	2.1 Post-processable fields.
	Post-processing can be made on pressure levels, height levels, potential vorticity levels, potent...
	2.1.1 3D dynamical fields (DYN3D).
	• 01) Geopotential .
	• 02) Temperature .
	• 03 and 04) Horizontal wind components and .
	• 05) Specific humidity (moisture) .
	• 06) Relative humidity .
	• 07) Ice content .
	• 08) Pressure coordinate vertical velocity .
	• 09) Relative vorticity .
	• 10) Divergence .
	• 11) Potential temperature .
	• 12) Velocity potential (has to be fitted).
	• 13) Stream function (has to be fitted).
	• 14) Liquid water content .
	• 15) Moist (irreversible) pseudo-adiabatic potential temperature .
	• 16) Cloud fraction .
	• 17) Wind velocity.
	• 18) Equivalent potential temperature .
	• 19) Absolute vorticity .
	• 20) Stretching deformation .
	• 21) Shearing deformation .
	• 22) Potential vorticity .
	• 23) Wet potential vorticity .
	• 24 to 26) Passive scalars (maximum of three).
	• 27) Pressure .
	• 28 to 30) Possibility to post-process three additional free upper air fields nr 1 to 3 (METEO- ...
	• 31 to 43) Possibility to post-process 13 additional free upper air fields nr 4 to 16 (ECMWF only).

	2.1.2 2D dynamical fields (DYN2D).
	• 01) Surface pressure .
	• 02) Mean sea level pressure .
	• 03) Interpolated (spectral) model orography.
	• 04) Mapping factor .
	• 05) Tropopause folding indicator of the iso-2 PVU surface.
	• 06) ICAO jet zonal component of wind.
	• 07) ICAO jet meridian component of wind.
	• 08) Position of ICAO jet in pressure vertical coordinate.
	• 09) Position of ICAO tropopause in pressure vertical coordinate.
	• 10) ICAO tropopause temperature.
	• 11) Logarithm of surface pressure (at ECMWF only).
	Remark about fields 06) to 10): at ECMWF they are replaced by some optional surface fields.

	2.1.3 Surface physical fields (PHYSOL) used both at METEO-FRANCE and ECMWF.
	• 01) Land/sea mask.
	• 02) (Output grid-point orography).
	• 03) Surface temperature.
	• 04) Deep soil temperature.
	• 05) Interpolated surface temperature.
	• 06) Surface soil wetness.
	• 07) Deep soil wetness.
	• 08) Relaxation deep soil wetness.
	• 09) Climatological relative surface soil wetness.
	• 10) Climatological relative deep soil wetness.
	• 11) Snow depth.
	• 12) (Surface roughness).
	• 13) (Roughness length of bare surface).
	• 14) Albedo.
	• 15) Emissivity.
	• 16) (Standard deviation of orography).
	• 17) Percentage of vegetation.
	• 18) Percentage of land.
	• 19) Anisotropy coefficient of topography.
	• 20) Direction of main axis of topography.

	2.1.4 Additional surface physical fields (PHYSOL) used only at ECMWF.
	• 21) Soil first level temperature.
	• 22) Soil first level wetness.
	• 23) Soil second level temperature.
	• 24) Soil second level wetness.
	• 25) Soil third level temperature.
	• 26) Soil third level wetness.
	• 27) Soil fourth level temperature.
	• 28) Soil fourth level wetness.
	• 29) Temperature of snow layer.
	• 30) Anisotropy of surface orography.
	• 31) Angle of surface orography.
	• 32) Slope of surface orography.
	• 33) Logarithm of surface roughness.
	• 34) Skin temperature.
	• 35) Apparent surface humidity.
	• 36) Skin wetness.
	• 37 to 79) Diagnostic fields (not detailed, some of them are present in the CFU and XFU list).
	• 80 to 109) Additional optional fields.

	2.1.5 Surface cumulated fluxes (CFU).
	• 01) Large scale precipitation.
	• 02) Convective precipitation.
	• 03) Large scale snow fall.
	• 04) Convective snow fall.
	• 05) -stress.
	• 06) -stress.
	• 07) Surface sensible heat flux.
	• 08) Surface latent heat flux.
	• 09) Tendency of surface pressure.
	• 10) Total cloud cover.
	• 11) Boundary layer dissipation.
	• 12) Surface solar radiation.
	• 13) Surface thermal radiation.
	• 14) Top solar radiation.
	• 15) Top thermal radiation.
	• 16) Convective cloud cover.
	• 17) High cloud cover.
	• 18) Medium cloud cover.
	• 19) Low cloud cover.
	• 20) -gravity-wave stress.
	• 21) -gravity-wave stress.
	• 22) Water evaporation.
	• 23) Snow sublimation.
	• 24) Latent heat evaporation.
	• 25) Latent heat sublimation.
	• 26) Cloudiness.
	• 27) Soil moisture.
	• 28) Snow mass.
	• 29) Total precipitable water.
	• 30) Total ozone.
	• 31) Top mesospheric enthalpy.
	• 32) Solid specific moisture.
	• 33) Liquid specific moisture.
	• 34) Contribution of convection to .
	• 35) Contribution of convection to .
	• 36) Contribution of convection to .
	• 37) Contribution of convection to .
	• 38) Contribution of turbulence to .
	• 39) Contribution of turbulence to .
	• 40) Clear sky shortwave radiative flux.
	• 41) Clear sky longwave radiative flux.
	• 42) Surface parallel solar flux.
	• 43) Top parallel solar flux.
	• 44) Surface down solar flux.
	• 45) Surface down thermic flux.
	• 46) Melt snow.
	• 47) Heat flux in soil.
	• 48) Water flux in soil.
	• 49) Surface soil runoff.
	• 50) Deep soil runoff.
	• 51) Interception soil layer runoff.
	• 52) Evapotranspiration flux.
	• 53) Transpiration flux.

	2.1.6 Surface instantaneous fluxes (XFU).
	• 01) Total cloud cover.
	• 02) -component of wind at 10 meters (pbl).
	• 03) -component of wind at 10 meters (pbl).
	• 04) Temperature at 2 meters (pbl).
	• 05) Specific humidity at 2 meters (pbl).
	• 06) Relative humidity at 2 meters (pbl).
	• 07) Convective cloud cover.
	• 08) High cloud cover.
	• 09) Medium cloud cover.
	• 10) Low cloud cover.
	• 11) Maximum temperature at 2 meters.
	• 12) Minimum temperature at 2 meters.
	• 13) Cloudiness.
	• 14) Contribution of convection to .
	• 15) Contribution of convection to .
	• 16) Contribution of convection to .
	• 17) Contribution of convection to .
	• 18) Contribution of turbulence to .
	• 19) Contribution of turbulence to .
	• 20) Contribution of turbulence to .
	• 21) Contribution of turbulence to .
	• 22) Contribution of gravity wave drag to .
	• 23) Contribution of gravity wave drag to .
	• 24) Large scale precipitation.
	• 25) Convective precipitation.
	• 26) Large scale snow fall.
	• 27) Convective snow fall.
	• 28) Surface solar radiation.
	• 29) Surface thermal radiation.
	• 30) Top solar radiation.
	• 31) Top thermal radiation.
	• 32) U at bottom level.
	• 33) V at bottom level.
	• 34) Temperature at bottom level.
	• 35) Specific humidity at bottom level.
	• 36) Geopotential at bottom level.
	• 37) Surface temperature.
	• 38) Deep soil temperature.
	• 39) Surface water content.
	• 40) Deep soil water content.
	• 41) Snow mass.


	2.2 Other notations.
	• : number of layers of the model.
	• : standard atmosphere vertical gradient of the temperature in the troposphere (0.0065 ).
	• : dry air constant.
	• : gravity acceleration.

	2.3 Horizontal interpolations.
	Horizontal interpolations can be bilinear interpolations or 12 points cubic interpolations. No na...
	2.3.1 Bilinear horizontal interpolations.
	Horizontal interpolation grid and weights for bilinear interpolations.
	A 16 points horizontal grid is defined as is shown in Fig. 2.1 . The interpolation point O is bet...
	• zonal weight number 1:
	• zonal weight number 2:
	• meridian weight:
	Figure 2.1 Interpolation horizontal grid for bilinear interpolations.
	Bilinear interpolation.
	For a quantity X, are computed successively:
	• a linear interpolation on the longitude number 1:
	.
	• a linear interpolation on the longitude number 2:
	.
	• a meridian linear interpolation:
	.
	In the FULL-POS code the weights are pre-computed in routines SUHOW2 and SUHOWLSM, so the separat...

	2.3.2 12 points horizontal interpolations.
	Horizontal interpolation grid and weights for 12 points cubic interpolations.
	A 16 points horizontal grid is defined as shown in Fig. 2.2 . The interpolation point O is betwee...
	• zonal weight number 0:
	• zonal weight number 1:
	• zonal weight number 2:
	• zonal weight number 3:
	• meridian weights:
	Figure 2.2 Interpolation horizontal grid for 12 point interpolation.
	Horizontal 12 points interpolation.
	Let us define:
	•
	•
	•
	For a quantity X, are computed successively:
	• a linear interpolation on the longitude number 0:
	.
	• a cubic 4 points interpolation on the longitude number 1:
	.
	• a cubic 4 points interpolation on the longitude number 2:
	.
	• a linear interpolation on the longitude number 3:
	.
	• a meridian cubic 4 points interpolation:
	.
	In the FULL-POS code the weights are pre-computed in routines SUHOW2 and SUHOWLSM, so the separat...

	2.3.3 Location of computations.
	Once the coordinates of the interpolation points known:
	• The “north-western" model grid point coordinates are computed in the routine SUHOW1. This is th...
	• The weights not modified by the land-sea mask are computed in routine SUHOW1.
	• The weights modified by the land-sea mask are computed in routine SUHOWLSM. This is equivalent ...
	• The horizontal 12 points interpolations are done by routines FPAERO (variables linked to aerona...
	•
	Additional modifications can be done in the interpolation routines after interpolations (principa...

	2.3.4 Plane geometry (ALADIN).
	All previous formulae for weight computation can be used for an irregular latitude spacing and a ...


	2.4 Vertical interpolations and extrapolations.
	2.4.1 General considerations.
	For 3D variables to be vertically interpolated, vertical interpolations are generally linear inte...
	The ‘OLD’ versions of routines when available are used at ECMWF (switch LOLDPP=.T.). METEO-FRANCE...

	2.4.2 More details for 3D dynamical variables.
	Wind components, wind velocity.
	Way of interpolating if LOLDPP=.T. (routine PPUV_OLD):
	• Linear interpolation between the layer 2 and the lower layer.
	• The coordinate used for linear interpolation is the logarithm of the pressure.
	• Quadratic interpolation between the layer 1 and the layer 2 using the values of the layers 1, 2...
	• Quadratic interpolation between the top and the layer 1 using the values of the top, layers 1 a...
	• The coordinate used for quadratic interpolation is the logarithm of the pressure.
	• Extrapolation below the middle of the lower layer and below the surface assumes that the quanti...
	Way of interpolating if LOLDPP=.F. (routine PPUV):
	• The same as for LOLDPP=.T. but quadratic interpolations are replaced by linear interpolations.
	Temperature.
	Applies to temperature if the vertical coordinate of post-processing is not the potential vortici...
	Way of interpolating if LOLDPP=.F. (routine PPT):
	• Quadratic interpolation between the middles of the upper and lower layers.
	• Quadratic interpolation between the top and the middle of the upper layer: the top value of the...
	• The coordinate used for quadratic interpolation is the logarithm of pressure. For more details ...
	• A surface temperature \TSURF is computed as follows:
	(2.1)
	• Extrapolation below the middle of the lower layer and the surface is a linear interpolation bet...
	• Extrapolation under the surface is made according a more complicated algorithm:
	(2.2)
	where:
	(2.3)
	If ; if the expression for is more complicated:
	(2.4)
	if :
	(2.5)
	• and : is computed by a linear interpolation (coordinate of interpolation is ) between the two v...
	Way of interpolating if LOLDPP=.T. (routine PPT_OLD):
	• Linear interpolation (between the upper and the lower layer).
	• The coordinate used for linear interpolation is the pressure.
	• Extrapolation above the middle of the upper layer assumes that the quantity is constant.
	• Extrapolation below the middle of the lower layer and the surface is a linear interpolation bet...
	• Extrapolation under the surface is made according the same algorithm as in PPT (code of part 1....
	Geopotential.
	Applies to geopotential if the vertical coordinate of post-processing is not the potential vortic...
	Way of interpolating if LOLDPP=.T. (routine PPGEOP_OLD):
	• The variable interpolated is a geopotential departure from a reference defined by a standard at...
	• Linear interpolation between the layer 2 and the surface.
	• The coordinate used for linear interpolation is the logarithm of the pressure.
	• Quadratic interpolation between the layer 1 and the layer 2 using the values of the layers 1, 2...
	• Quadratic interpolation between the top and the layer 1 using the values of the top, layers 1 a...
	• The coordinate used for quadratic interpolation is the logarithm of the pressure.
	• Extrapolation below surface uses the surface temperatur of Eq. (2.1).
	(2.6)
	• where is defined by formula (2.3) with in all cases.
	• For more details about this algorithm, see (Andersson and Courtier, 1992) which is still valid ...
	Way of interpolating if LOLDPP=.F. (routine PPGEOP):
	• The variable interpolated is a geopotential departure from a reference defined by a standard at...
	• Quadratic interpolation between the middles of the upper and lower layers.
	• Quadratic interpolation between the top and the middle of the upper layer.
	• The coordinate used for quadratic interpolation is the logarithm of pressure. The quadratic int...
	• Linear interpolation between the lower layer and the surface, as for LOLDPP=.T. .
	• Extrapolation below surface uses the same algorithm as for LOLDPP=.T. .

	2.4.2 (a) Variables interpolated using routine PP2DINT.
	List of variables:
	• Geopotential if vertical coordinate is potential vorticity.
	• Temperature if vertical coordinate is potential vorticity.
	• Relative vorticity .
	• Divergence .
	• Potential temperature if vertical coordinate is not potential temperature.
	• Velocity potential .
	• Stream function .
	• Equivalent potential temperature .
	• Absolute vorticity .
	• Stretching deformation .
	• Shearing deformation .
	• Potential vorticity .
	• Wet potential vorticity (not yet coded).
	Way of interpolating:
	• Linear interpolation (between the upper and the lower layer for quantities defined on the middl...
	• The coordinate used for linear interpolation is the pressure.
	• Extrapolation above the middle of the upper layer assumes that the quantity is constant.
	• Extrapolation below the middle of the lower layer and below the surface assumes that the quanti...
	Moisture, liquid water, solid water, cloud fraction, passive scalars: variables using routine PPQ.
	Way of interpolating (routine PPQ):
	• Linear interpolation (between the upper and the lower layer).
	• The coordinate used for linear interpolation is the pressure.
	• Extrapolation above the middle of the upper layer assumes that the quantity is constant.
	• Extrapolation below the middle of the lower layer and below the surface assumes that the quanti...
	Relative humidity (routine PPRH).
	Way of interpolating (routine PPRH):
	• Linear interpolation (between the upper and the lower layer).
	• The coordinate used for linear interpolation is the pressure.
	• Extrapolation above the middle of the upper layer assumes that the quantity is constant.
	• Extrapolation below the middle of the lower layer and below the surface assumes that the quanti...
	Pressure coordinate vertical velocity (routine PPVVEL).
	Way of interpolating (routine PPVVEL):
	• Linear interpolation (between the upper and the lower layer).
	• The coordinate used for linear interpolation is the pressure.
	• Extrapolation above the middle of the upper layer is a linear interpolation between a zero valu...
	• Extrapolation between the middle of the lower layer and the surface assumes that the quantity i...
	• Extrapolation below the surface assumes that the quantity is zero.
	Moist (irreversible) pseudo-adiabatic potential temperature (routine PPTHPW.
	Routine PPTHPW is a diagnostic one. It takes as input the vertically post-processed pressure, tem...

	2.4.3 2D dynamical variables which need extrapolations.
	Mean sea level pressure (routine PPPMER).
	If is lower than 0.001 the mean sea level pressure is set to the surface pressure. In the other c...
	• One computes the surface temperature of Eq. (2.1) and the ‘mean sea level’ temperature
	.
	• To avoid extrapolation of too low pressures over high and warm surfaces the following modificat...
	• if and , is defined by:
	(2.7)
	• if and , is set to 0, is modified and set to .
	• To avoid extrapolation of too high pressures over cold surfaces the following modifications are...
	• In the other cases is set to .
	• Mean sea level pressure is computed as follows:
	(2.8)
	where:
	(2.9)


	2.5 Filtering in spectral space.
	2.5.1 General considerations.
	Three filterings are successively applied:
	• 1) A “THX" filter on derivatives in ARPEGE, or a bell-shaped filter on derivatives for ALADIN.
	• 2) A bell-shaped filter on all fields (derivatives and not derivatives).
	• 3) A “THX" filter on all fields.
	Filtering is done in routine pp_obs/SPOS (pp_obs/ESPOS for ALADIN).

	2.5.2 ‘THX’ (ARPEGE) or bell-shaped (ALADIN) filtering on derivatives.
	Cases where this filtering is used:
	This filtering applies in the spectral space to absolute vorticity, relative vorticity, divergenc...
	• CFPFMT is not ‘MODEL’ in namelist NAMFPC.
	• LFPFIL=.TRUE. in namelist NAMFPF for ARPEGE, or LFPBED=.TRUE. in namelist NAMFPF for ALADIN.
	• Variable NFMAX is smaller than the ‘equivalent unstretched sphere’ truncation (in practical is ...
	If you wish to keep these fields unfiltered, then just set LFPFIL=.FALSE. in ARPEGE/IFS, or LFPBE...
	Function of filtering:
	In ARPEGE/IFS, this function looks like a smoothed step function; for a given total wavenumber n ...
	(2.10)
	(The use of the function hyperbolic tangent is the reason of the nickname ‘THX’ for this filter)....
	Tunable parameters in the previous function:
	and are tunable parameters:
	• is in the variable . If CFPFMT=’GAUSS’ or ’MODEL’ in namelist NAMFPC, the default value is ; el...
	• is defined as follows:
	(2.11)
	where and are percentages. This means that: on times the width of the spectrum, the function will...
	Operations done in SPOS for this filtering:
	One assumes that CFPFMT is not ’MODEL’.
	• LFPFIL=.T. and : the previous function is computed in the ‘equivalent unstretched sphere’ of tr...
	• LFPFIL=.T. and \Ns = \Nc : identity \Ns = \Nc is satisfied if the model resolution has no stret...
	• LFPFIL=.F.: no filtering, simple copy of SPDFP in SPBFP.
	ALADIN:
	In ALADIN, this filter is a ‘bell-shaped’ function and is done in the computational geometry. For...
	(2.12)
	where is the model truncation (NSMAX) and a tunable variable. is in variable RFPBED of namelist N...

	2.5.3 ‘Bell-shaped’ filtering on non-derivative fields.
	Way of filtering:
	It is also possible to filter the non-derivative post-processed fields through “bell-shaped" filt...
	(2.13)
	where is the model truncation (NSMAX) and a tunable variable. In SPOS, the bell-shaped filtering ...
	Variables controlling bell-shaped filtering:
	• Switches LFPBEG for geopotential, LFPBET for temperature, LFPBEH for relative humidity, LFPBEP ...
	• Variables RFPBEG for geopotential, RFPBET for temperature, RFPBEH for relative humidity, RFPBEP...

	2.5.4 Additional ‘THX’ filtering on all fields.
	Way of filtering:
	Filtering is still made according the formula (2.10): the threshold is now the variable NPMAX and...


	2.6 Post-processing files.
	• Departure file ( ICMSH[code]INIT ) is read on logical unit number 81.
	• If FULL-POS configurations are not of the type 927 (LFPSPEC=.F.) post-processing fields are wri...
	• If FULL-POS configurations are of the type 927 (LFPSPEC=.T.) post-processing fields are written...
	• Departure geometry climatology is read on logical unit 10 (file Const.Clim).
	• Arrival geometry climatology is read on logical unit 54 (file Const.Clim.DDDDDD).

	2.7 Organigram
	When not precised, directory is pp_obs (except for LFI... routines which are in the auxiliary lib...
	Routines ending by SM (ex. SPECFITASM, SPECFITGSM, SCAN2MSM, SPEREESM, REESPESM, UVSPESM, SPECRTS...
	2.7.1 Setup routines and arborescence above STEPO.
	General architecture under CNT0:
	Only features concerning FULL-POS are mentioned.
	control/CNT0
	• setup/SU0YOMA
	• setup/SUCT0
	• setup/SUAFN
	• setup/SUAFN1
	• setup/SUAFN2
	• setup/SUFPC
	• setup/SUDIM setup/SUFPDIM
	• setup/SUFPDYN setup/SUFPDOM
	• setup/SUFPCONF
	• transform/UPDVPOS setup/SUVPOS
	• setup/SUFPFIT
	• pp_obs/CPVPOSPR
	• setup/SUFPD utility/EGGX
	• utility/EGGRVS
	• ALADIN routine EGGMLT
	• setup/SUCFU setup/SUCFUFP
	• setup/SUXFU setup/SUXFUFP
	• setup/SUGPPRP pp_obs/FPINIPHY
	• setup/SUAFPOS
	• setup/SURFPDS
	• setup/SUWFPDS
	• setup/SUAFPDS
	• setup/SUALLO setup/SUALFPOS
	• setup/SU0YOMB
	• setup/SUMP
	• setup/SUALMP2
	• some other routines which do not contain any FULL-POS feature.
	• setup/SUFPG
	• setup/SUFPG1
	• setup/DFLTVV1
	• setup/SUGAW (arborescence is not described in detail).
	• setup/SUNMEN
	• setup/SUFPG2
	• utility/EGGX utility/EGGRVS and ALADIN routine EGGMLT
	• transform/TRACARE
	• setup/SUGENORD
	• utility/EGGDIR
	• utility/EGGRVS
	• transform/TRARECA
	• setup/SUSC2
	• setup/SUSIZBUF
	• ARPEGE: setup/SUFPCSET setup/SUFPRSET processor communication routines MPE_SEND and MPE_RECV.
	• Some multitasking routines.
	• Some transposition routines (do not touch FULL-POS).
	• Some MIO... routines (do not touch FULL-POS).
	• setup/SUBFPOS
	• setup/SUFPF
	• setup/SUFPOPH setup/SUFRAME FACADE (or SUEFRAME if plane geometry, or SUFPGRIB if GRIB files).
	• setup/SUFPSC2
	• setup/SUFPIOS MIOOPEN
	• setup/SUFPSC2B
	• control/CNT1 (see below arborescence under CNT1).
	General architecture under CNT1:
	Only features concerning FULL-POS are mentioned. For arborescence under transform/REESPESM, trans...
	• setup/SU1YOM
	• setup/SUINIF
	• pp_obs/SPECFITASM
	• utility/CHIEN (or the ALADIN routine CCHIEN if ALADIN).
	• LFI... and FA... routines.
	• transform/REESPESM (ARPEGE) or transform/EREESPE (ALADIN)
	• transform/SPEREESM (ARPEGE) or transform/ESPEREE (ALADIN)
	• transform/UVSPESM
	• pp_obs/SPECFITADM
	• utility/CHIEN or utility/CCHIEN
	• LFI... and FA... routines.
	• processor communication routines parallel/DISGRID, parallel/ DIWRGRID, parallel/DIWRSPE, parall...
	• transform/REESPESM (ARPEGE) or transform/EREESPEDM (ALADIN)
	• transform/SPEREESM (ARPEGE) or transform/ESPEREEDM (ALADIN)
	• transform/UVSPESM
	• pp_obs/SPECFITGSM (GRIB version of SPECFITASM, arborescence not detailed)
	• pp_obs/SPECFITGDM (GRIB version of SPECFITADM, arborescence not detailed)
	• setup/SUSPEC, setup/SUGRIDF, setup/SUGRIDU, adiab/SPECRTSM, adiab/ SPECRTDM, setup/SUGRCFU, set...
	• other routines without any relationship with FULL-POS.
	• control/CNT2 control/CNT3 (see below arborescence under CNT3).
	General architecture under CNT3:
	Only features concerning FULL-POS are mentioned. control/CNT3
	• setup/SU3FPOS
	• ARPEGE: setup/SUHOW1
	• setup/SURFPBUF
	• pp_obs/CPCLIMO
	• ARPEGE: setup/SUHOW2
	• pp_obs/FPSCAW
	• utility/SC2RDG utility/EMPTB and “MIO" routines.
	• parallel/FPADD3P (DM)
	• parallel/FPWRIT (DM) processor communication routine MPE_SEND.
	• parallel/FPREAD (DM) processor communication routine MPE_RECV.
	• parallel/FPEXTPOL (DM)
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• pp_obs/FPINT12
	• “MIO" routines.
	• c9xx/RDCLIMO utility/CHIEN, “LFI" end “FA" routines.
	• c9xx/RDECCLIMO (GRIB version of RDCLIMO) GRIB routines.
	• utility/SC2WRG utility/FILLB
	• processor communication routines parallel/FPSENDTOPROC1, parallel/ FPDISPTOPROC1, which call MP...
	• processor communication routines parallel/OSNDGPFFP, parallel/ORCVGPFFP, parallel/ISNDGPFFP, pa...
	• setup/SUWFPBUF
	• pp_obs/CPCLIMI
	• pp_obs/FPSCAW
	• utility/SC2RDG utility/EMPTB and “MIO" routines.
	• parallel/FPADD3P (DM)
	• parallel/FPWRIT (DM) processor communication routine MPE_SEND.
	• parallel/FPREAD (DM) processor communication routine MPE_RECV.
	• parallel/FPEXTPOL (DM)
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• “MIO" routines.
	• pp_obs/CPCLIMO
	• ARPEGE: setup/SUHOW2
	• pp_obs/FPSCAW
	• utility/SC2RDG utility/EMPTB and “MIO" routines.
	• parallel/FPADD3P (DM)
	• parallel/FPWRIT (DM) processor communication routine MPE_SEND.
	• parallel/FPREAD (DM) processor communication routine MPE_RECV.
	• parallel/FPEXTPOL (DM)
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• pp_obs/FPINT12
	• “MIO" routines.
	• utility/EXTGPF (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• c9xx/RDCLIMO utility/CHIEN, “LFI" end “FA" routines.
	• c9xx/RDECCLIMO (GRIB version of RDCLIMO) GRIB routines.
	• processor communication routine parallel/FPDISPTOPROC1, which calls MPE_SEND and MPE_RECV for c...
	• processor communication routines parallel/ISNDGPFFP, parallel/IRCVGPFFP, which call MPE_SEND an...
	• ARPEGE: setup/SUHOW2
	• ARPEGE: setup/SUHOWLSM
	• “MIO" routines.
	• utility/SC2WRG utility/FILLB
	• pp_obs/FPFILTER
	• control/CNT4 (see below arborescence under CNT4).
	• setup/SU4FPOS
	• pp_obs/PPREQ
	• setup/SUFPPHY setup/SUFPDOM
	• setup/SUFPDYN setup/SUFPDOM
	• control/CPREP4 (see below arborescence under CPREP4).
	Remark: SU4FPOS and CPREP4 are also called by var/ARCHFP when using FULL-POS mode 927 to truncate...
	General architecture under CNT4:
	Only features concerning FULL-POS are mentioned. control/CNT4
	• setup/SU4FPOS
	• pp_obs/PPREQ
	• setup/SUFPPHY setup/SUFPDOM
	• setup/SUFPDYN setup/SUFPDOM
	• pp_obs/GRIDFPOS (see below arborescence under GRIDFPOS).
	• pp_obs/DYNFPOS (see below arborescence under DYNFPOS).
	• control/CPREP4 (see below arborescence under CPREP4).
	General architecture under GRIDFPOS:
	Only features concerning FULL-POS are mentioned. pp_obs/GRIDFPOS
	• utility/CPGRIDF
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• some “MIO" routines.
	• utility/PKGRIDA (or PKGRIDG if use of GRIB files, not described in detail)
	• some “FA" and “LFI" routines.
	• processor communication routines parallel/FPSENDTOPROC2, parallel/ FPDISPTOPROC2, which call MP...
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• utility/EXTGPF (no DM) (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• utility/INCGPF (no DM)
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• some “MIO" routines.
	• pp_obs/FPMODCFU pp_obs/FPMODPREC
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• utility/EXTGPF (no DM) (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• utility/INCGPF (no DM)
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• some “MIO" routines.
	• parallel/FPADD3P (DM)
	• parallel/FPREAD (DM) processor communication routine MPE_RECV.
	• parallel/FPWRIT (DM) processor communication routine MPE_SEND.
	• parallel/FPEXTPOL (DM)
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• pp_obs/FPSCAW2
	• pp_obs/FPOLIS
	• some “MIO" routines.
	• pp_obs/FPMODXFU pp_obs/FPMODPREC
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• utility/EXTGPF (no DM) (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• utility/INCGPF (no DM)
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• some “MIO" routines.
	• parallel/FPADD3P (DM)
	• parallel/FPREAD (DM) processor communication routine MPE_RECV.
	• parallel/FPWRIT (DM) processor communication routine MPE_SEND.
	• parallel/FPEXTPOL (DM)
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• pp_obs/FPSCAW2
	• pp_obs/FPOLIS
	• some “MIO" routines.
	• utility/MAXGPFV
	• processor communication routines parallel/FPSENDTOPROC2, parallel/ FPDISPVECTOR, which call MPE...
	• processor communication routines parallel/OSNDGPF, parallel/ORCVGPF which call MPE_SEND and MPE...
	• utility/SC2RDG utility/EMPTB
	• utility/EXTGPF (no DM) (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• control/SCAN2H control/SCAN2MSM (SM) or control/SCAN2MDM (DM) (see below arborescence under CPR...
	• dia/WRHFP (WRMLFPL or WRMLFP if use of GRIB files, not described in detail)
	• some “FA" and “LFI" routines.
	• utility/EXTFPF (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• processor communication routines parallel/FPSENDTOPROC1, which calls MPE_SEND and MPE_RECV (doe...
	• pp_obs/FPBIPER library routines ESPLIN, ESMOOTH and ESHFT.
	• dia/FPNORM
	General architecture under DYNFPOS:
	Only features concerning FULL-POS are mentioned.
	pp_obs/DYNFPOS
	• setup/SUFPCONF
	• setup/SUVFPOS
	• transform/UPDVPOS setup/SUVPOS
	• setup/SUFPFIT
	• pp_obs/CPVPOSPR
	• setup/CPFPDS setup/FPFINDS setup/SUFPDS
	• setup/SUVFPOSL
	• control/STEPO (see below arborescence under STEPO).
	General architecture under CPREP4:
	Only features concerning FULL-POS are mentioned. CPREP4 is divided in two parts calling the same ...
	control/CPREP4
	• control/STEPO (see below arborescence under STEPO).
	• pp_obs/GRIDFPOS (see above arborescence under GRIDFPOS).
	• pp_obs/DYNFPOS (see above arborescence under DYNFPOS).
	• utility/ENDIOS several “MIO" routines and library routine HPSHRINK
	• utility/MATCLOSE “LFI" routine LFIFER.
	• utility/FREEMEM several utility/DEAL... routines (DEALLO, DEALFPOS, DEALDDH, DEALCOS, DEALCTV, ...
	• control/CNT0 (see above arborescence under CNT0).
	General architecture under STEPO:
	Only features concerning FULL-POS are mentioned.
	control/STEPO
	• Gestion of IO: utility/IOPACK (see below arborescence under IOPACK).
	• Inverse Legendre transforms: transform/LTINVH
	• utility/CPGRIDF
	• utility/SC2RDG utility/EMPTB
	• utility/SC2WRG utility/FILLB
	• some “MIO" routines.
	• Inverse Fourier transforms + grid point computations + direct Fourier transforms: control/ SCAN...
	• Direct Legendre transforms: transform/LTDIRH
	• Spectral computations: control/SPCH (see below).
	General architecture under IOPACK:
	Part 6 of IOPACK concerns FULL-POS.
	utility/IOPACK
	• dia/WRPLFP for GRIB files, not described in detail.
	• dia/WRPVLFP for GRIB files, not described in detail.
	• dia/WRTHLFP for GRIB files, not described in detail.
	• dia/WRMLFP for GRIB files, not described in detail.
	• dia/ESPFP (for ALADIN)
	• dia/WRSFP
	• “LFI" and “FA" routines.
	• processor communication routine parallel/DIWRSPE, parallel/FPSENDTOPROC2, which call MPE_SEND a...
	• dia/SPNORMBL for ARPEGE (arborescence not described in detail)
	• dia/SPNORMAVE for ARPEGE (arborescence not described in detail)
	• dia/ESPNORMBL for ALADIN (arborescence not described in detail)
	• utility/SC2RDG utility/EMPTB
	• utility/EXTGPF (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• dia/WRSFPMIO
	• “LFI" and “FA" routines.
	• dia/SPNORMBL (arborescence not described in detail)
	• dia/SPNORMAVE (arborescence not described in detail)
	• transform/SPEREESM (arborescence not described in detail, see documentation about spectral tran...
	• transform/REESPESM (arborescence not described in detail, see documentation about spectral tran...
	• utility/EXTGPF (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• utility/FILLB
	• utility/WRSPBUF “MIO" routines.
	• “MIO" routines.
	• dia/WRHFP
	• some “FA" and “LFI" routines.
	• processor communication routine parallel/FPSENDTOPROC1, which calls MPE_SEND and MPE_RECV.
	• utility/EXTFPF (utility/SC2RDG utility/EMPTB) and “MIO" routines.
	• pp_obs/FPBIPER library routines ESPLIN, ESMOOTH and ESHFT.
	• dia/FPNORM

	2.7.2 Grid-point computations.
	General architecture of SCAN2MSM (shared memory) and SCAN2MDM (distributed memory):
	control/SCAN2H control/SCAN2MSM (SM) or control/SCAN2MDM (DM) :
	• Inverse Fourier transforms: transform/FTINVH.
	• Some memory transfers and pointer computations before grid-point computations.
	• Comparison with observations (non-lagged part, then information communication between processor...
	• Model grid-point computations (non-lagged part, then information communication between processo...
	• Post-processing (grid-point part, see below for more details).
	• Grid-point computations for analysis.
	• Direct Fourier transforms: transform/FTDIRH.
	General architecture concerning FULL-POS in SCAN2MSM and SCAN2MDM:
	FULL-POS under control/SCAN2MSM or control/SCAN2MDM includes:
	• Vertical interpolations. VPOS
	• utility/SC2RDG utility/EMPTB
	• CPVPOSR
	• POS (see below).
	• utility/SC2WRG utility/FILLB
	• GPOS adiab/GPPRE and CTSTAR.
	• Non lagged part of horizontal interpolations. HPOS
	• Function utility/MGETBUF
	• utility/SC2RDG utility/EMPTB
	• adiab/EXTMERB (no DM)
	• adiab/INIPEX (no DM)
	• adiab/EXTPOLB (no DM)
	• For distributed memory, some routines doing halo constitution and communications between proces...
	• parallel/FPADD3P
	• parallel/FPWRIT processor communication routine MPE_SEND.
	• parallel/FPREAD processor communication routine MPE_RECV.
	• parallel/FPEXTPOL
	• Lagged part of horizontal interpolations and some vertical interpolations made after horizontal...
	• Function utility/MFINDBUF
	• FPOSHOR (see below)
	• Function utility/MDONEBUF
	• Diagnostic of the post-processable variables which are computed from the post-processed model v...
	• utility/SC2RDG utility/EMPTB
	• CPVPOSPR
	• ENDPOS
	• Several adiab/GP... routines: GPRCP, GPPREH, GPXYB, GPPREF, GPGEO, GPRH, GPTET, GPEPT.
	• PPTHPW
	• utility/SC2WRG utility/FILLB
	Organigram of POS:
	• Several adiab/GP... routines: GPRCP, GPPREH, GPXYB, GPPREF, GPGEO, GPPVO, GPEPT.
	• CTSTAR
	*** A series of routines computing intermediate quantities and weights for vertical interpolations.
	• PPINITZ
	• PPZHLEV
	• PPPS PPINTZ and EXPBESU
	• PPLTP
	• PPLTETA
	• PPLETA adiab/GPPREH, adiab/GPXYB and adiab/GPPREF
	• PPINIT
	• PPFLEV
	*** A series of interpolation routines.
	• PPUV
	• PPUV_OLD PPINTP and PPITPQ
	• PPINTP
	• (PPITPQ) (currently commented).
	• PPT
	• PPT_OLD PPINTP
	• PPSTA
	• PPINTP
	• PPQ PPINTP
	• c9xx/APACHE (see below)
	• PPGEOP
	• PPGEOP_OLD PPSTA, adiab/GPGEO, PPITPQ and PPINTP.
	• PPSTA
	• adiab/GPGEO
	• PP2DINT
	• PPRH adiab/GPRH and PPINTP
	• adiab/GPRH
	• PPVVEL adiab/GPCTY and PPINTP
	• adiab/GPCTY
	• PPPMER
	• PPLTP
	• PPTHPW
	• POAERO
	• TJQUD
	• TJCUBI
	• TJQUAA
	• Storage of post-processed fields.
	Organigram of FPOSHOR:
	• utility/SC2RDG utility/EMPTB
	• FPSCAW
	• FPSURF FPINT12
	• FPINTDYN FPINT12, FPHOR12 and FPAERO
	• FPINTPHY FPINT12 and FPMIMAX
	• FPGEO
	• FPVERT
	• CPVPOSPR
	• FPPS
	• adiab/GPRCP
	• adiab/GPPREH, adiab/GPXYB and adiab/GPPREF
	• adiab/GPGEO
	• PPINITZ
	• PPZHLEV
	• PPPS PPINTZ and EXPBESU
	• adiab/GPPRE
	• c9xx/APACHE (see below)
	• utility/SC2WRG utility/FILLB
	• utility/SC2WRG utility/FILLB
	Organigram of c9xx/APACHE:
	• Several adiab/GP... routines: GPPREH, GPXYB, GPPREF, GPRCP and GPPRE
	• PPINIT
	• c9xx/VEINE adiab/GPGEO, CTSTAR, PPPMER, adiab/GPPREH, adiab/GPXYB and adiab/GPPREF
	• c9xx/AVAL
	• CTSTAR
	• PPFLEV
	• PPT
	• PPT_OLD PPINTP
	• PPSTA
	• PPINTP
	• PPQ PPINTP
	• PPRH adiab/GPRH and PPINTP
	• PPUV
	• PPUV_OLD PPINTP and PPITPQ
	• PPINTP
	• (PPITPQ) (currently commented).
	• PPGEOP
	• PPGEOP_OLD PPSTA, adiab/GPGEO, PPITPQ and PPINTP.
	• PPSTA
	• adiab/GPGEO
	• Several adiab/GP... routines: GPPREH, GPXYB, GPPREF and GPRCP
	• c9xx/BOB PPINTP

	2.7.3 Spectral transforms.
	See documentation about spectral transforms of model fields. There are additional routines to tre...

	2.7.4 Spectral computations.
	control/STEPO
	• control/SPCH control/SPCM pp_obs/SPOS utility/MXMAOP.

	2.7.5 Action and brief description of each routine.
	• Expression “full level" is synonym of “middle of layer".
	• Expression “half level" is synonym of “interlayer".
	• For meaning of [L5] see section “Sequences of calls of post-processing".
	• Expression “DM-local" for a quantity means “local to the couple of processors (proca,procb)": e...
	• Expression “DM-global" for a quantity means that it has a unic value available in all the proce...
	• In a routine description the mention “For distributed memory computations are DM-local" means t...
	• Expression “main" processor currently refers to the processor number 1: (proca,procb)=(1,1).
	Grid-point and spectral routines of directory “adiab":
	• EXTMERB: computes fields for extra-longitudes 0, NLOENG(jgl+1) and NLOENG(jgl+2). This routine ...
	• EXTPOLB: computes fields for extra-polar latitudes. This routine is used only for shared memory.
	• GP... routines computing some dynamical grid-point quantities; for distributed memory computati...
	• GPCTY: computes quantities linked to vertical velocities at half levels.
	• GPEPT: computes the equivalent potential temperature at full levels. Is currently in directory ...
	• GPGEO: computes geopotential at half and full levels.
	• GPPRE: computes hydrostatic pressures at half and full levels.
	• GPPREF: computes hydrostatic pressures at full levels.
	• GPPREH: computes hydrostatic pressures at half levels.
	• GPPVO: computes potential vorticity and potential temperature at full levels.
	• GPRCP: computes cp, R and \frac Rcp at full levels.
	• GPRH: computes saturation vapour pressure and relative humidity from temperature and specific h...
	• GPTET: computes potential temperature at full levels.
	• GPXYB: computes auxiliary quantities related to the hybrid cooordinate, for example pressure de...
	• INIPEX: computes intermediate quantities for call to EXTPOLB (extra-polar latitudes indices whe...
	• SPECRTSM: spectral space conversions between real temperature and virtual temperature for share...
	• SPECRTDM: spectral space conversions between real temperature and virtual temperature for distr...
	Routines of directory “c9xx".
	• APACHE: interface routine for some vertical interpolations, called if post-processing on height...
	• AVAL: inner interface routine for some vertical interpolations. For distributed memory computat...
	• BOB: vertical interpolation of the B-coefficients of the vertical hybrid coordinate, to the lev...
	• RDCLIMO (RDECCLIMO at ECMWF if GRIB files used): opens output climatology files and reads the n...
	• VEINE: vertical interpolations linked to difference of orographies between two systems. For dis...
	Control routines of directory “control":
	• CNT0: controls integration job at level 0.
	• CNT1: controls integration job at level 1.
	• CNT2: controls integration job at level 2.
	• CNT3: controls integration job at level 3.
	• CNT4: controls integration job at level 4.
	• CPREP4: control routine called only if post-processing needs a change of horizontal geometry an...
	• SCAN2H: control routine for grid-point computations.
	• SCAN2MSM: multitasking interface for grid-point computations for shared memory calculations.
	• SCAN2MDM: interface for grid-point computations for distributed memory calculations.
	• SPCH: control routine for spectral computations.
	• SPCM: multitasking interface for spectral computations.
	• STEPO: control routine for one time integration step.
	Routines of directory “dia".
	• ESPFP: ALADIN routine writing vertical post-processed data on a FA file, equivalent of WRSFP.
	• ESPNORMBL: ALADIN version of routine (SPNORMBL+SPNORMAVE).
	• FPNORM: writes out norms on the horizontally post-processed fields (including mean value and ex...
	• SPNORMAVE: computes the average of norms in spectral space for each level and for all levels, u...
	• SPNORMBL: computes norms in spectral space, multitasking interface. For distributed memory this...
	• WRHFP: writes out the horizontally post-processed fields, sorts out the output points for each ...
	• WRHFPG: GRIB version of WRHFP. No longer used in cycle 18.
	• WRMLFP: GRIB routine used instead of WRHFPG in some cases (especially in FULL-POS configuration...
	• WRPLFP: GRIB routine used instead of WRHFPG in some cases (especially in FULL-POS configuration...
	• WRPVLFP: GRIB routine. Writes data on potential vorticity layers.
	• WRSFP: writes out the vertically post-processed dynamical fields to ARPEGE/ALADIN file. Spectra...
	• WRSFPG: GRIB version of WRSFP. No longer called in cycle 18.
	• WRSFPMIO: writes out the vertically post-processed dynamical fields at the target resolution on...
	• WRTHLFP: GRIB routine. Writes data on potential temperature layers.
	Distributed memory environment routines (directory “parallel"):
	• FPADD3P: memory transfer routine which adds extra-longitudes points: one assumes that there are...
	• FPDISPTOPROC1: communication between processors; dispatches data of several fields stored in a ...
	• FPDISPTOPROC2: communication between processors; particular case of FPDISPTOPROC1 when the numb...
	• FPDISPVECTOR: communication between processors; communicates a scalar or a vector to all proces...
	• FPEXTPOL: fills the halo of width band NFPWIDE for non polar extra-polar latitudes. Equivalent ...
	• FPREAD: communication between processors; receives data from the other processors to constitute...
	• FPSENDTOPROC1: communication between processors; sends data of several fields stored in a DM-lo...
	• FPSENDTOPROC2: communication between processors; particular case of FPSENDTOPROC1 when the numb...
	• FPWRIT: communication between processors; sends data to the other processors to constitute the ...
	• IRCVGPF: routine to receive a distributed model grid point field from another processor. DM- lo...
	• IRCVGPFFP: routine to receive a distributed FULL-POS grid point field from another processor. D...
	• ISNDGPF: routine to send a distributed model grid point field to other processors. DM-local fie...
	• ISNDGPFFP: routine to send a distributed FULL-POS grid point field to other processors. DM- loc...
	• MPE_BARRIER: auxiliary library routine for communication between processors: waits for the end ...
	• MPE_RECV: auxiliary library routine for communication between processors: reception of data fro...
	• MPE_SEND: auxiliary library routine for communication between processors: sends data to other p...
	• SUFPTRDIR: initialise data structures for transposition of grid point data from column structur...
	• SUFPTRINV: initialise data structures for transposition of grid point data from latitudinal str...
	Remark: routines FPDISPTOPROC1, FPDISPTOPROC2, FPDISPVECTOR, FPSENDTOPROC1 and FPSENDTOPROC2 are ...
	Routines of directory “pp_obs".
	• CPCLIMI: fills interpolation buffers with some surface fields (land-sea mask) previous to compu...
	• CPCLIMO: computes output climatology from input one (orography and land-sea mask): extracts fie...
	• CPVPOSPR: computes field pointers for vertical post-processing. Computes the pointers of the po...
	• CTSTAR: computes the standard surface temperature and the surface temperature to be used for ex...
	• DYNFPOS: interface routine managing vertical then horizontal interpolations for post-processing...
	• ENDPOS: finish post-processing calculations for output height levels or -levels. For distribute...
	• ENDVPOS: interface routine managing all post-processing computations which can be done only aft...
	• EXPBESU: extrapolates pressure below surface. For distributed memory computations are DM- local.
	• FPAERO: 12 points horizontal interpolations or taking nearest available value if data are missi...
	• FPBIPER: FULL-POS interface for double periodicisation (ALADIN). Calls the following library ex...
	• FPFILTER: set-up routine which computes a matrical operator which is a product of a transformat...
	• filtering in spectral space activated, LFPFIL=.TRUE. (if ARPEGE) or LFPBED=.TRUE. (if ALADIN) i...
	• the geometry where the spectral fit is done is a stretched one: for example the initial geometr...
	• post-processing for any variable if potential vorticity vertical coordinate.
	• post-processing of horizontal derivatives (vorticity, divergence, vertical velocity, deformatio...
	For distributed memory computations are DM-global.
	• FPGEO: transforms the post-processed fields into the output geometry. For distributed memory co...
	• FPHOR12: 12-points horizontal interpolations for derivatives: interpolations are done subdomain...
	• FPINIPHY: controls that the pointers of physical fields to be post-processed are defined.
	• FPINTDYN: interface for 12-points horizontal interpolations, for fields coming from the dynamic...
	• FPINTPHY: interface for 12-points horizontal interpolations, for fields coming from the physics...
	• FPINT12: 12 points horizontal interpolations, with different options: after the 12 points horiz...
	• LDAMLY=.TRUE.: add to the interpolated field the value of another (already computed) field spec...
	• (KORR2,KORR)=(1,1): interpolated value is bounded over zero if land, is reset to zero if sea. O...
	• (KORR2,KORR)=(1,2): interpolated value is bounded between PMIN and PMAX. Option used for soil w...
	• (KORR2,KORR)=(2,1): interpolated value is replaced by a pre-defined value over seas; then all i...
	• (KORR2,KORR)=(2,2): interpolated value is filtered in order to remain above zero; then it is re...
	• (KORR2,KORR)=(2,3): interpolated value is filtered in order to remain between PMIN and PMAX; th...
	• (KORR2,KORR)=(2,4): interpolated value is filtered in order to remain above PMIN. Option used f...
	• (KORR2,KORR)=(2,5): interpolated value is reset to 0 if lower than 0.5, and 1 if above 0.5. Opt...
	• (KORR2,KORR)=(2,6): interpolated value is filtered in order to remain between PMIN and PMAX. Op...
	• (KORR2,KORR)=(2,7): add a monotonic constraint to avoid overshoots and undershoots; interpolate...
	For distributed memory computations are DM-local.
	• FPMIMAX: 12 points interpolation, search for the nearest point. Used to interpolate the maximum...
	• FPMODCFU: preliminary modification of cumulated fluxes for post-processing: prepares input fiel...
	• FPMODPREC: to modify precipitation fields before horizontal post-processing: to avoid enlargeme...
	• FPMODXFU: preliminary modification of instantaneous fluxes for post-processing: prepares input ...
	• FPOLIS: routine modifying some zero values by negative values according to the positive values ...
	• FPOSHOR: inner interface routine managing lagged part of horizontal interpolations. For distrib...
	• FPPS: interface to PPPS, to compute pressures corresponding to heights levels or -levels of pos...
	• FPSCAW: for horizontal interpolations of FULL-POS, finds the indices in interpolation buffers w...
	• FPSCAW2: particular case of FPSCAW, where the interpolation points are the grid-points themselv...
	• FPSURF: 12 points horizontal interpolations, then altitude correction if necessary. Applied to ...
	• FPVERT: interface to APACHE, to perform vertical post-processing from model levels to height or...
	• GPOS: saves in grid-point arrays the spectral fields that will be needed for post-processing on...
	• GRIDFPOS: interface routine managing post-processing of grid point fields. Performs horizontal ...
	• HPOS: interface routine managing non lagged part of horizontal interpolations. Works like the s...
	• HPOSLAG: interface routine managing lagged part of horizontal interpolations and some vertical ...
	• POAERO: post-processing of jet and tropopause heights. For distributed memory computations are ...
	• POS: inner interface for vertical post-processing. For distributed memory computations are DM- ...
	• PPFLEV: finds full or half levels under specified pressures. Called if post-processing on press...
	• PPGEOP: vertical interpolations on pressure levels for geopotential. For distributed memory com...
	• PPGEOP_OLD: old version of routine PPGEOP used at ECMWF. For distributed memory computations ar...
	• PPINIT: computes intermediate quantities connected with full levels and half levels pressures, ...
	• PPINITZ: computes intermediate quantities connected with full levels and half levels geopotenti...
	• PPINTP: vertical linear interpolation on pressure levels. For distributed memory computations a...
	• PPINTZ: vertical linear interpolation on height levels. For distributed memory computations are...
	• PPITPQ: vertical quadratic 3 points interpolation. For distributed memory computations are DM- ...
	• PPLETA: computes the pressures of post-processing on -levels. Called if post-processing on - le...
	• PPLTETA: computes the pressures of post-processing on -levels. Called if post-processing on pot...
	• PPLTP: computes the pressures of post-processing on potential vorticity levels. Called if post-...
	• PPPMER: computes mean sea level pressure. For distributed memory computations are DM-local.
	• PPPS: computes surface pressure at a given height, called if post-processing on height levels (...
	• PPQ: vertical interpolations on pressure levels for humidity, liquid water, ice, cloudiness, pa...
	• PPREQ: search for a suitable post-processing namelist file and reads it.
	• PPRH: vertical interpolations on pressure levels or height levels for relative humidity. For di...
	• PPSTA: integrates standard atmosphere for geopotential. For distributed memory computations are...
	• PPT: vertical interpolations on pressure levels for temperature. For distributed memory computa...
	• PPT_OLD: old version of routine PPT used at ECMWF. For distributed memory computations are DM-l...
	• PPTHPW: computation of the moist irreversible adiabatic potential temperature, vertical interpo...
	• PPUV: vertical interpolations on pressure levels for wind components. For distributed memory co...
	• PPUV_OLD: old version of routine PPUV used at ECMWF. For distributed memory computations are DM...
	• PPVVEL: vertical interpolations on pressure levels or height levels for variables linked to ver...
	• PPZHLEV: finds full or half levels under specified geopotential heights. Called if post-process...
	• PP2DINT: vertical linear interpolation (on pressure levels or height levels): used for potentia...
	• SPECFITASM: spectral transformation of model fields (except wind components) and surface orogra...
	• SPECFITADM: distributed memory version of SPECFITASM.
	• SPECFITGSM: GRIB version of SPECFITASM.
	• SPECFITGDM: distributed memory version of SPECFITGSM.
	• SPOS: filters some spectral quantities in model spectral space.
	• TJCUBI: post-processing of jet and tropopause: finds coefficients of a cubic expression. For di...
	• TJQUAA: post-processing of jet and tropopause: performs the least square fit by a quadratic fun...
	• TJQUD: post-processing of jet and tropopause: finds coefficients of a quadratic expression. For...
	• VPOS: interface routine managing all vertical interpolations which can be done before horizonta...
	Set-up routines of directory “setup":
	• CPFPDS: initialises the list of fields to be post-processed. For distributed memory computation...
	• DFLTVV1: initialises default values of functions A and B of hybrid vertical coordinate of the a...
	• FPFINDS: computes full post-processing descriptors of dynamics. For distributed memory computat...
	• SUAFN: initialises ARPEGE field descriptors. Reads namelist NAMAFN, initialises YOMAFN. For dis...
	• SUAFN1: initialises ARPEGE field descriptors: part of calculations done before the namelist rea...
	• SUAFN2: initialises ARPEGE field descriptors: part of calculations done after the namelist read...
	• SUAFPDS: initialise pointers of the basic fields which have been horizontally then vertically p...
	• SUAFPOS: interface routine, initialise relative pointers and descriptors for post-processing he...
	• SUALFPOS: memory allocation for FULL-POS arrays.
	• SUALLO: memory allocation: general interface routine.
	• SUALMP2: allocation of arrays used for distributed memory; includes quantities used in the dist...
	• SUBFPOS: interface routine, initialise some commons/modules:
	• YOMFPF which describes the spectral filter to be applied.
	• YOMFPOP which contains post-processing file-handling parameters.
	• YOMFPSC2 which contains the control arrays for horizontal post-processing rows.
	• YOMFPIOS which contains the parameters for IO scheme on post-processing buffers.
	• YOMFPSC2B which contains the control arrays for horizontal post-processing sub-rows.
	• initialise start address of each row within every input/output post-processing buffer.
	• SUCFU: initialises the control of cumulated fluxes.
	• SUCFUFP: initialises cumulated fluxes switches for FULL-POS. For distributed memory computation...
	• SUCT0: routine to initialize level 0 control common.
	• SUDIM: initialises dimensioning quantities, reads namelist NAMDIM, initialises YOMDIM.
	• SUFPC: initialises FULL-POS post-processing scientific and technical options, reads namelist NA...
	• SUFPCONF: initialise FULL-POS configuration letters for STEPO. Initialise for each scan the con...
	• SUFPCSET: initialises parallel environment for FULL-POS necessary for horizontal interpolations...
	• SUFPD: initialise FULL-POS horizontal subdomains. Computes total number of output points (inclu...
	• SUFPDIM: initialise dimensioning quantities for FULL-POS. Computes number of derived/ underived...
	• SUFPDOM: initialise list of FULL-POS post-processing subdomains. To read the list of subdomains...
	• SUFPDS: set up FULL-POS descriptors for dynamics. For distributed memory computations are DM-gl...
	• SUFPDYN: initialise dynamical part of YOMFP4 and PTRFP4, which contains the requests on post-pr...
	• SUFPF: initialises the profile of the spectral post-processing filter. Reads namelist NAMFPF an...
	• SUFPFIT: initialise spectral fit option for post-processing. Initialises for each scan the logi...
	• SUFPG1: initialise output geometry: sets default values, then reads namelist NAMFPG and checks ...
	• SUFPG2: initialise output geometry: computes DM-global quantities containing the coordinates of...
	• SUFPG: initialise output geometry: calls SUFPG1 and SUFPG2, makes some additional tests then co...
	• SUFPIOS: set-up for using work files on post-processing buffers. To set-up YOMFPIOS which conta...
	• SUFPOPH: initialise post-processing file-handling parameters (YOMFPOP). For distributed memory ...
	• SUFPPHY: initialise physical part of YOMFP4 and PTRFP4, which contain the requests on post- pro...
	• SUFPRSET: initialises parallel environment for FULL-POS necessary for horizontal interpolations...
	• SUFPSC2: reads namelist NAMFPSC2 and sets-up YOMFPSC2 which contains the control parameters and...
	• SUFPSC2B: computes start address of each row within every input/output post-processing buffer. ...
	• SUFRAME (or SUEFRAME if plane geometry, or SUFPGRIB if GRIB files): sets-up the frame of ARPEGE...
	• SUGAW: initialises the Gaussian/Lobatto latitudes and weights for the geometry of FULL-POS grid...
	• SUGENORD: computes the rotation matrix to find the geographical north, from grid-points of a co...
	• SUGPPRP: initialises relative pointers for physics arrays. For distributed memory computations ...
	• SUGRCFU: reads the cumulated fluxes on ARPEGE files. For distributed memory computations are DM...
	• SUGRXFU: reads the instantaneous fluxes on ARPEGE files. For distributed memory computations ar...
	• SUGRIDF: interface for reading the surface grid point fields of the departure files. For distri...
	• SUGRIDU: interface for reading the upper air grid point fields of the departure files. For dist...
	• SUHOW1 (SUEHOW1 for ALADIN): initialises the coordinates of the nearest model grid point of the...
	• SUHOW2 (SUEHOW2 for ALADIN): computes weights without land-sea mask and surface temperature for...
	• SUHOWLSM (SUEHOWLSM for ALADIN): computes weights for bilinear or 12 points horizontal interpol...
	• SUINIF: interface routine for reading the departure files.
	• SUMP: initialises quantities and arrays controling distributed memory.
	• SUNMEN: initialises array NFPMEN which contains for each Gaussian/Lobatto latitude of the FULL-...
	• SURFPBUF: initialise buffer RFPBUF of YOMRFPB, which contains the output climatology and geometry.
	• If variable NFPCLI is 1,2 or 3 the output geometry climatology is read on a file by routine RDC...
	• If variable NFPCLI is 0 the output geometry is interpolated from the input geometry by routine ...
	• Output geometry is stored in the array ZFIELD for orography, mapping factor, local repere (nort...
	• These data are stored on a MIO file or in the buffer array RFPBUF according to the value of LIO...
	• Remark: for distributed memory, all computations are DM-local (each processor treats its interp...
	• SURFPDS: initialises the descriptors of the auxiliary fields needed for horizontal post-process...
	• SUSC2: initialises some control variables required in routine SCAN2MSM and SCAN2MDM: interpolat...
	• SUSIZBUF: initialises the number of buffers required to store some quantities from the non-lagg...
	• SUSPEC: interface for reading the spectral fields of the departure files.
	• SUVFPOS: initialises and sorts the list of the dynamical fields to post-process for a given lev...
	• SUVFPOSL: initialises YOMFP4L which contains the working variables and arrays to write out the ...
	• SUVPOS: initialises YOMVPOS which contains control variables for vertical post-processing.
	• SUWFPBUF: initialises buffer WFPBUF of YOMWFPB, which contains the working fields for horizonta...
	• Fills interpolation buffers containing the model grid-point land-sea mask and surface temperatu...
	• Fills the output geometry land-sea mask and surface temperature (currently surface temperature ...
	• Computes weights for horizontal interpolations: a set of weights without land-sea mask and a se...
	• Stores the weights on an MIO file or in the buffer WFPBUF according to the value of LIOFPW. Som...
	• Remark: for distributed memory, all computations are DM-local (each processor treats its interp...
	• SUWFPDS: initialises the FULL-POS working fields descriptors needed for horizontal post- proces...
	• SUXFU: initialises the control of instantaneous fluxes.
	• SUXFUFP: initialises instantaneous fluxes switches for FULL-POS. For distributed memory computa...
	• SU0YOMA: 0-level interface routine for set-up: first part.
	• SU0YOMB: 0-level interface routine for set-up: second part.
	• SU1YOM: 1-level interface routine for set-up.
	• SU3FPOS: 3-level interface routine for set-up of FULL-POS features. Initialises buffers RFPBUF ...
	• SU4FPOS: 4-level interface routine for set-up of FULL-POS features. Initialises blocks YOM4FPOS...
	Routines of directory “transform".
	See documentation about spectral transforms, only specific FULL-POS routines are here described.
	• FTDIRH: interface routine for direct Fourier transforms.
	• FTINVH: interface routine for inverse Fourier transforms.
	• LTDIRH: interface routine for direct Legendre transforms.
	• LTINVH: interface routine for inverse Legendre transforms.
	• PRFIP: FULL-POS spectral fit version of PRFI1. In inverse Legendre transforms, when transformin...
	• REESPESM: spectral transformation from grid point space to spectral space. For more details see...
	• SC2FPFSC: FULL-POS spectral fit version of SC2FSC. In inverse Fourier transforms, when transfor...
	• SPEREESM: spectral transformation from spectral space to grid-point space. For more details see...
	• TRACARE: computes geographical coordinates, once given the computational sphere coordinates.
	• TRARECA: computes the computational sphere coordinates, once given the geographical coordinates.
	• UPDSPFP: FULL-POS spectral fit version of UPDSP. After direct Legendre transforms, when transfo...
	• UPDVPOS: updates YOMVPOS which contains control variables for vertical post-processing.
	• UVSPESM: spectral transformation from grid point space to spectral space: takes the grid-point ...
	Routines of directory “utility".
	• CHIEN (or CCHIEN if ALADIN): It controls consistency between defined geometry and ARPEGE file. ...
	• CPGRIDF: copies a grid point buffer/work file on another buffer/work file. For distributed memo...
	• DEALFPOS, DEALDDH, DEALCOS, DEALCTV, DEALGES, DEALCAN, DEALSPA, DEALSC2, DEALSCR, DEALMOD, DEAL...
	• Full-POS variables.
	• DDH variables.
	• Cost function variables.
	• Control variables (arrays depending on the size of the control variable).
	• Arrays needed for first guess constraint and for CANARI OI.
	• Analysis grid and diagnostic fields.
	• Spectral arrays.
	• Model grid-point buffers and other arrays allocated in SUSC2.
	• Screening of observations.
	• Model fields for screening.
	• Other arrays.
	Remark: DEALCAN is provisionally in directory canari and has to be moved later in directory utility.
	• EGGDIR: see SUGENORD but used for ALADIN: the departure geometry is the ALADIN one. For distrib...
	• EGGRVS: geography of grid-points, inversion from grid to geographical sphere ARPEGE- ALADIN. Fo...
	• EGGX: geography of grid-points ARPEGE-ALADIN. For distributed memory computations are DM-global.
	• EMPTB: memory transfer routine; calls EXPAND21, EXPAND31 or EXPAND41 if unpacking is required. ...
	• ENDIOS: closes “MIO" files and deletes them.
	• EXTFPF: extracts 2D fields from grid-point post-processing file. Writes out the post-processed ...
	• EXTGPF: extracts 2D fields from grid-point file. Writes out the model level fields of the model...
	• FILLB: memory transfer routine; calls PACK21, PACK31 or PACK41 if packing is required. Does the...
	• FREEMEM: interface routine to free memory used by pointer allocations.
	• INCGPF: includes 2D fields into array/work file. Writes in model fields into the model grid-poi...
	• IOPACK: interface for writing data on ARPEGE, ALADIN or GRIB files.
	• MATCLOSE: routine to close rotation or contraction/dilatation matrixes.
	• MAXGPFV: computes maximum value of a grid-point field. Extracts a field from model work file or...
	• Function MGETBUF: selects and reserves a free buffer ibuf in a non-lagged routine to store info...
	• Function MFINDBUF: finds the buffer ibuf in a lagged routine. This routine is used only for sha...
	• Function MDONEBUF: releases the buffer ibuf in a lagged routine when information about the pack...
	• MXMAOP: product matrix times matrix, also used in spectral computations and spectral transforms.
	• PKGRIDA: packs model grid point variables by writing to then reading from an ARPEGE file. At th...
	• PKGRIDG: the same as PKGRIDA but for GRIB files.
	• SC2RDG: memory transfer routine; reads data in a buffer or an IO file and copies it in a grid-p...
	• SC2WRG: memory transfer routine; reads data in a grid-point array and copies it in a buffer or ...
	• WRSPBUF: writes additional spectral data on MIO files.


	2.8 Sequences of calls of post-processing.
	2.8.1 Vertical coordinates of post-processing.
	Post-processing can be made on pressure levels, height levels, potential vorticity levels, potent...

	2.8.2 Sequences of calls: general considerations.
	Post-processing for each coordinate is made by different sequences under routine control/STEPO. V...
	• L1 controls the IO.
	• L2 controls the inverse Legendre transforms.
	• L3 controls the inverse Fourier transforms.
	• L4 controls the grid-point computations for dynamics and physics.
	• L5 controls the grid-point computations for post-processing.
	• L6 controls the grid-point computations for assimilation.
	• L7 controls the direct Fourier transforms.
	• L8 controls the direct Legendre transforms.
	• L9 controls the spectral computations.
	For example a model integration time-step is defined by the sequence [L1]AAA00AAA. Additional seq...
	Abbreviations:
	• DYN3D: 3D dynamical fields.
	• DYN2D: 2D dynamical fields.
	• DYN2DGP: 2D dynamical fields always written in grid-point.
	• MSLP: mean sea level pressure.
	• PHIS: surface orography.
	• PS: surface pressure.
	• PHYSOL: surface physical fields.
	• CFU: cumulated fluxes.
	• XFU: instantaneous fluxes.
	Remark:
	CFU and XFU are treated like PHYSOL and not detailed on the following tables.

	2.8.3 Global spectral post-processed fields in the same horizontal geometry as the model geometry.
	Variable CFPFMT is equal to ’MODEL’ in NAMFPC
	.

	Table 2.1 Vertical coordinate extrapolations for interpolation to 2D fields
	DYN3D
	AAA0B0PPP
	E00000000
	AAA0H0000
	U00000000
	AAA0V0PPP
	Y00000000
	AAA0T0PPP
	M00000000
	AAA0S0PPP
	Z00000000
	DYN2D
	AAA0H0PPP (PS)
	UAA0S0PPP
	(oher fields)
	Z00000000
	PHYSOL, CFU
	or XFU [*]
	A00000000
	DYN3D
	+ DYN2D
	+ PHYSOL
	AAA0H0PPP
	[*]
	(PHYSOL)
	AAA0H0PPP
	(DYN3D)
	[*]
	(PHYSOL)
	AAA0H0PPP
	(DYN3D + PS)
	[*]
	(PHYSOL)
	AAA0H0PPP
	(PS)
	[*]
	(PHYSOL)
	AAA0S0PPP
	(PS)
	(DYN3D+DYN2D)
	EAA0H0PPP
	(PS)
	U00000000
	UAA0S0PPP
	(other DYN2D)
	Z00000000
	UAA0V0PPP
	(DYN3D)
	YAA0S0PPP
	Z00000000
	UAA0T0PPP
	(DYN3D)
	MAA0S0PPP
	Z00000000
	Remarks:
	• [*] corresponds to a sequence GRIDFPOS (SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) with [L5]=...
	• All sequences called by STEPO call VPOS, but not HPOS, HPOSLAG and ENDVPOS. STEPO is generally ...
	• CPREP4 is never called.
	• Headline of organigramme under CNT4 is generally:
	• SU4FPOS
	• GRIDFPOS
	• SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) for physics or CFU or XFU if post-processing of su...
	• WRHFP to write post-processed physics or CFU or XFU fields.
	• DYNFPOS (always called): DYNFPOS calls one or several STEPO sequences according to the 3D or 2D...
	• STEPO (last call for the case where only [L1] is non zero); writing on files is made by routine...
	• For as the vertical coordinate, the sequence is the same either the values are a subset of mode...
	• All 3D variables are directly interpolated by vertical interpolations under VPOS, there is no c...
	• Spectral fit is compulsory to post-process velocity potential and stream function.
	• For height coordinate, the switch controlling spectral fit is not available in namelist and is ...
	• When spectral fit is activated, post-processed fields are spectral ones for 3D dynamical fields...
	• For coordinate, post-processing of surface pressure is considered as a -coordinate post- proces...
	• Unavailable variables:
	• Post-processing of velocity potential and stream function is not available for height coordinate.
	• Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even...
	• Post-processing of stretching deformation and shearing deformation is not available if FULL-POS...

	2.8.4 Global spectral post-processed fields in a horizontal geometry different from the model geo...
	Variable CFPFMT is equal to ’GAUSS’ and variable LFPSPEC is .TRUE. in NAMFPC (pseudo-configuratio...
	Routine CPREP4 is always called. Organigramme has recursivity and is of the following type: CNT0 ...
	• SU4FPOS
	• CPREP4
	• GRIDFPOS
	• SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) for physics or CFU or XFU if post-processing of su...
	• WRHFP to write post-processed physics or CFU or XFU fields on unit 91.
	• DYNFPOS (always called):
	• first call to STEPO: inverse Legendre transform; then (SCAN2H (SCAN2MSM or SCAN2MDM) ): inverse...
	• second call to STEPO: writing grid-point interpolated fields on model layers on unit 91 (routin...
	• CNT0 (output geometry).
	CNT0 (output geometry) set-up, control routines, including:
	• a call to SPECFITASM under CNT1: spectral transformation of model fields (except wind component...
	• a call to CNT4.
	Headline of organigramme under this call to CNT4 is generally:
	• SU4FPOS
	• CPREP4
	• GRIDFPOS
	• SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) for physics or CFU or XFU if post-processing of su...
	• WRHFP to write post-processed physics or CFU or XFU fields on unit 54.
	• DYNFPOS (always called): DYNFPOS calls one or several STEPO sequences according to the 3D or 2D...
	• STEPO (last call for the case where only [L1] is non zero, routine WRSFP).
	• CNT0 (return to model geometry to continue integration if required).
	Post-processed fields are written on unit 54.
	Under the first call to CNT0 one finds the following sequences of STEPO: AAA0M0000 (vertical inte...
	Under the second call to CNT0 one finds the same sequences of STEPO as in the case without change...
	Remarks, restrictions of use:
	APACHE is called if post-processing on height or -levels.
	• ENDVPOS is theoretically called if post-processing on height or -levels to post-process dynamic...
	• It is necessary to post-process at least physical surface fields, in the contrary fields are no...
	• Names of articles cannot be changed in namelist NAMAFN.
	• For vertical coordinate, the sequence is the same either the values are a subset of model value...
	• Spectral fit is compulsory to post-process velocity potential and stream function.
	• For height coordinate, the switch controlling spectral fit is not available in namelist and is ...
	• When spectral fit is activated, post-processed fields are spectral ones for 3D dynamical fields...
	• Restrictions of use for -coordinate:
	• If no change of vertical coordinate, the number of levels to be post-processed has to be the mo...
	• If change of set of vertical levels, the number of levels to be post-processed has to be the nu...
	• 3D variables which can be post-processed: temperature, stream function (if spectral fit), veloc...
	• Variables which cannot be post-processed: geopotential (operand range error abort), relative hu...
	• Restrictions of use for height coordinate:
	• 3D variables which can be post-processed: temperature, horizontal wind components, specific hum...
	• Stream function and velocity potential cannot be post-processed due to the fact that there is n...
	• Other variables which cannot be post-processed: geopotential (operand range error abort), relat...
	• Other restrictions of use:
	• Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even...
	• Post-processing of stretching deformation and shearing deformation is not available if FULL-POS...
	• Residual bugs in cycles 17 and 18:
	• Potential vorticity or potential temperature coordinate: works when no 2D dynamical variable is...
	• Post-processing only 2D dynamical variables without any other variable generates an abort in PO...
	A solution to run not working configurations is to perform two calls to FULL-POS, first a configu...

	2.8.5 Global grid-point post-processed fields in the same horizontal geometry or in a different h...
	Variable CFPFMT is equal to ’GAUSS’ and variable LFPSPEC is .FALSE. in NAMFPC. This configuration...

	2.8.6 Spectral fit.
	Table 2.2 Vertical coordinate exrapolations for interpolation to 2D fileds
	DYN3D
	AAA0B0PPP
	0PP0A0000
	E00000000
	AAA0M0000
	0PP0A0000
	0000L0000
	U00000000
	AAA0V0PPP
	0PP0A0000
	Y00000000
	AAA0T0PPP
	0PP0A0000
	M00000000
	AAA0M0000
	0000E0000
	0000Y0000
	Z00000000
	DYN2D
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP + MSLP +
	PHIS)
	EAA0M0000
	0000Z0000
	0000L0000
	0000L0000
	(PS)
	U00000000
	PHYSOL, CFU
	or XFU
	[*]
	A00000000
	DYN3D+ DYN2D
	[*]
	(PHYSOL)
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP +MSLP +
	PHIS+ DYN3D)
	EAA0M0000
	0000Z0000
	0000L0000
	(PS)
	U00000000
	[*]
	(PHYSOL)
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP +MSLP +
	PHIS)
	EAA0M0000
	0000Z0000
	0000L0000
	(PS + DYN3D)
	U00000000
	[*]
	(PHYSOL)
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP +MSLP +
	PHIS)
	EAA0M0000
	0000Z0000
	0000L0000
	(PS)
	UAA0V0PPP
	[*]
	(PHYSOL)
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP +MSLP +
	PHIS)
	EAA0M0000
	0000Z0000
	0000L0000
	(PS)
	UAA0T0PPP
	0PP0A0000
	(DYN3D)
	Y00000000
	[*]
	(PHYSOL)
	AAA0B0PPP
	0PP0A0000
	(DYN2DGP +MSLP +
	PHIS)
	EAA0M0000
	0000E0000
	0000Y0000
	(PS + DYN3D)
	Z00000000
	0PP0A0000
	(DYN3D)
	M00000000
	Remarks:
	• [*] corresponds to a sequence GRIDFPOS (SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) with [L5]=...
	• Sequences called by STEPO with [L5]=’A’, ’Z’ or ’E’ call (HPOS+HPOSLAG).
	• All sequences called by STEPO with [L5]=’B’, ’M’, ’V’ or ’T’ call VPOS. STEPO is generally call...
	• Sequences called by STEPO with [L5]=’L’ or ’Y’ call ENDVPOS, but exist only if variables other ...
	• CPREP4 is never called.
	• Headline of organigramme under CNT4 is generally:
	• SU4FPOS
	• GRIDFPOS
	• SCAN2H (SCAN2MSM or SCAN2MDM) (HPOS+HPOSLAG) for physics or CFU or XFU if post-processing of su...
	• WRHFP to write post-processed physics or CFU or XFU fields.
	• DYNFPOS (always called): DYNFPOS calls one or several STEPO sequences according to the 3D or 2D...
	• STEPO (last call for the case where only [L1] is non zero, routine WRHFP).
	• For vertical coordinate, the sequence is the same either the values are a subset of model value...
	• ENDVPOS is called only if post-processing of 3D variables other than model variables is wanted,...
	• APACHE is called only if post-processing of model variables and height or vertical coordinate (...
	• Spectral fit is compulsory to post-process velocity potential and stream function.
	• For height coordinate, the switch controlling spectral fit is not available in namelist and is ...
	• For coordinate, there is no spectral fit for 3D dynamical variables, switch LFITS is not used.
	• When spectral fit is activated, post-processed fields are fitted for 3D dynamical fields (excep...
	• For coordinate, post-processing of surface pressure is considered as a -coordinate post- proces...
	• Restrictions of use for -coordinate or height coordinate:
	• 3D variables which can be post-processed:
	• Temperature T.
	• Horizontal wind components U and V, wind velocity.
	• Specific humidity (moisture) .
	• Relative humidity HU.
	• Potential temperature .
	• Moist (irreversible) pseudo-adiabatic potential temperature .
	• Equivalent potential temperature .
	• Passive scalars (maximum of three).
	• Pressure .
	• Possibility to post-process three additional free upper air fields.
	• 3D variables which cannot be post-processed (abort due to the fact that there is no spectral fit):
	• Velocity potential .
	• Stream function .
	• Other 3D variables which cannot be post-processed (post-processing not made even if required):
	• Geopotential .
	• Ice content .
	• (pressure coordinate vertical velocity).
	• Relative vorticity .
	• Divergence D.
	• Liquid water content .
	• Cloudiness .
	• Absolute vorticity .
	• Stretching deformation STD.
	• Shearing deformation SHD.
	• Potential vorticity PV.
	• Wet potential vorticity .
	• Other restrictions of use:
	• Post-processing of pressure (resp. potential vorticity, potential temperature) is not made even...
	• Post-processing of stretching deformation and shearing deformation is not available if FULL-POS...

	2.8.7 No spectral fit.
	Sequence [L1][L2][L3][L4][L5]0PPP followed by 0PP0[L5][L6][L7][L8][L9] is replaced by sequence [L...

	2.8.8 Grid-point post-processed fields in a ALADIN limited area domain.
	Variable CFPFMT is equal to ’LELAM’ and variable LFPSPEC is .FALSE. in NAMFPC.
	Same sequences and same organigramme as in the case CFPFMT=’GAUSS’ and LFPSPEC=.FALSE. .

	2.8.9 Grid-point post-processed fields in a latitude-longitude limited area domain.
	Variable CFPFMT is equal to ’LALON’ and variable LFPSPEC is .FALSE. in NAMFPC.
	Same sequences and same organigramme as in the case CFPFMT=’GAUSS’ and LFPSPEC=.FALSE. .

	2.8.10 Mixed ARPEGE/IFS-ALADIN FULL-POS configurations: spectral post-processed fields in a limit...
	Variable CFPFMT is equal to ’LELAM’ and variable LFPSPEC is .TRUE. in NAMFPC (pseudo-configuratio...
	Same sequences and same organigramme as in the case CFPFMT=’GAUSS’ and LFPSPEC=.TRUE. with change...

	2.8.11 Pure ALADIN FULL-POS configurations.
	ALADIN libraries are necessary in this case (take AL07 ALADIN library and CY16T1_AL07 ARPEGE/IFS ...
	• CFPFMT=’MODEL’, LFPSPEC=.FALSE.: spectral outputs on an ALADIN domain which is identical to the...
	• CFPFMT=’LELAM’, LFPSPEC=.FALSE.: grid-point outputs on an ALADIN domain which is included in th...
	• CFPFMT=’LALON’, LFPSPEC=.FALSE.: grid-point outputs on some LALON domains which are included in...
	• CFPFMT=’GAUSS’, LFPSPEC=.FALSE. has no sense for ALADIN.
	• CFPFMT=’LELAM’, LFPSPEC=.TRUE.: pseudo-configuration EE927, spectral outputs on an ALADIN domai...


	2.9 Some shared memory features:
	2.9.1 Calculations packets:
	Grid-point computations:
	In the grid-point space there is a subdivision of the grid-points into NSLBR+NDGSUR packets of le...
	One 2D field has NGPTOT points. NGPTOT does not take account of the extra-longitudes, the poles a...
	Fourier transforms:
	Fourier transforms are done latitude by latitude for each NPROMA-packet. Data reorganisation is n...
	Legendre transforms:
	Legendre transforms are done zonal wave number by zonal wave number.
	Filtering in spectral space:
	Filtering in spectral space is done zonal wave number by zonal wave number. A call to SPOS curren...

	2.9.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to HPOSLAG:...
	First one associates to each interpolation point, which is generally not a model grid-point, an “...
	• the “associated" model grid-point is on the longitude immediately west to the interpolation point.
	• the “associated" model grid-point is on the latitude immediately south to the interpolation.
	Interpolations use data of points which are not necessary on the same latitude as the interpolati...
	PFPBUF1 contains the buffers for some variables to be interpolated. The first dimension of PFPBUF...
	Fig. 2.3 shows how data is arranged in interpolation buffers in the case of asking for post-proce...
	• F(nlat-2) = nlat+2
	• F(nlat-1) = nlat-2
	• F(nlat ) = nlat-1
	• F(nlat+1) = nlat
	• F(nlat+2) = nlat+1
	i.e. buffer 1 contains nlat+2 data, ..., buffer 5 contains nlat+1 data. In interpolation routines...
	• if latitude JGL is in the package of latitudes nlat-2, IBUFP1(JGL)=2.
	• if latitude JGL is in the package of latitudes nlat-1, IBUFP1(JGL)=3.
	• if latitude JGL is in the package of latitudes nlat , IBUFP1(JGL)=4.
	• if latitude JGL is in the package of latitudes nlat+1, IBUFP1(JGL)=5.
	• if latitude JGL is in the package of latitudes nlat+2, IBUFP1(JGL)=1.
	In this example the local variable IB1 is equal to 4 in HPOS and HPOSLAG. When interpolations are...
	Set-up routines CPCLIMI and CPCLIMO use the same logics but in a simpler way: all interpolation b...
	One uses arrays with horizontal dimension NPROMA. One NPROMA-length array can contain several lat...
	Contrary to what occurs in the semi-Lagrangian scheme, the number of interpolation points (variab...
	• for each NPROMA-packet number jslbr: NFPLENR(jslbr) is the number of post-processing points ass...
	• then one defines NFPROMAL which will control the additional subdivision.
	• then one computes the number NFPBSR of subpackets necessary to store all the NFPLENR values in ...
	• NFPSTAP is used to count the total number of sub-packets for all the post-processing points. NF...
	In SUFPSC2B:
	• for each sub-packet jbsr from 1 to NFPBSR(jslbr) one computes the number of FULL-POS interpolat...
	• for each post-processing point number jfp: if jfp2 is the position in a dataset of length NFPRO...
	• some other quantities are computed to store or read interpolated FULL-POS data in buffers or MI...
	Figure 2.3 Memory management of FULL-POS arrays in non-lagged and lagged parts of horizontal inte...


	2.10 Some distributed memory features:
	2.10.1 Calculations packets:
	Grid-point computations:
	One processor treats NGPTOT points (a part of the Gaussian/Lobatto grid points). The total amount...
	Fourier transforms:
	Fourier transforms are done latitude by latitude for each NPROMA-packet. A processor treats a sub...
	Legendre transforms:
	Legendre transforms are done zonal wave number by zonal wave number. A processor treats a subset ...
	Filtering in spectral space:
	Filtering in spectral space is done zonal wave number by zonal wave number. A call to SPOS curren...

	2.10.2 Transmission of data necessary for FULL-POS horizontal interpolations from HPOS to HPOSLAG...
	First one associates to each interpolation point, which is generally not a model grid-point, an “...
	• the “associated" model grid-point is on the longitude immediately west to the interpolation point.
	• the “associated" model grid-point is on the latitude immediately north to the interpolation poi...
	This associated model grid-point is always between the latitudes 1 and NDGLG (it is never a pole ...
	Interpolations use data of points which are not necessary on the same latitude and longitude as t...
	Contrary to the shared memory case, the NPROMA-packets subdivision no longer exist in the lagged ...
	Set-up routines CPCLIMI and CPCLIMO use the same logics. Similar features are used in FPMODPREC t...
	Concerning the computations of SUFPSC2 and SUFPSC2B, the principal change compared to shared memo...


	2.11 Parameter variables to be known:
	2.11.1 Parameter PARFPOS.
	Contains basic dimensions for FULL-POS post-processing (in parenthesis, value currently attribute...
	• JPOSDOM : maximum number of horizontal (sub)domains (15).
	• JPOSFRQ : maximum number of output frequencies (10).
	• JPOSLEN : maximum length of a (sub)domain name (7).
	• JPOSLIS : maximum number of groups of subdomains (10).
	• JPOSDIR : maximum length of the path (or prefix) for the output files (180).
	• JPOSLE : maximum number of -levels on the output subdomain (200, same as JPMXLE).
	• JPOSGL : maximum number of latitude rows of the output Gaussian/Lobatto grid (1001, same as JPM...
	• JPOS3DF : maximum number of specific 3D dynamical fields (45).
	• JPOSSCVA: maximum number of post-processable passive scalars (3).
	• JPOS2DF : maximum number of specific 2D dynamical fields (15).
	• JPOSPHY : maximum number of surface fields (110).
	• JPOSCFU : maximum number of cumulated fluxes (60).
	• JPOSXFU : maximum number of instantaneous fluxes (50).
	• JPOS3P : maximum number of post-processing pressure levels (30).
	• JPOS3H : maximum number of post-processing height (above orography) levels (65).
	• JPOS3TH : maximum number of post-processing potential temperature levels (10).
	• JPOS3PV : maximum number of post-processing potential vorticity levels (10).
	• JPOS3S : maximum number of post-processing -levels (200, same as JPOSLE).
	• JPOSVSO : maximum number of climatologic fields of output format (20).


	2.12 Common/module and namelist variables to be known:
	2.12.1 PTRFPB2.
	Contains variables and pointers for grid point fields used for horizontal post-processing. Variab...
	List of variables:
	• NFPVT0: number of auxiliary surface grid point fields.
	• MATS0 : pointer for output surface temperature.
	• MATSI : pointer for interpolated surface temperature.
	• MAHS0 : pointer for output surface relative moisture.
	• MASDO : pointer for (standard deviation of orography)*g.
	• MADOU : pointer for zonal component of topography principal axis.
	• MADOV : pointer for meridian component of topography principal axis.
	• MAACT : pointer for anisotropy coefficient of topography.
	PTRFPB2 has to be split later into YOMFPB2 containing NFPVT0 and a pointer (directory pointer) PT...

	2.12.2 YOM4FPOS.
	Contains variables relative to FULL-POS working arrays (level 4). Variables are initialised in se...
	Post-processing on 3D dynamical variables:
	• NTFPP : total number of fields in pressure levels.
	• NTFPH : total number of fields in height levels.
	• NTFPTH: total number of fields in -levels.
	• NTFPPV: total number of fields in potential vorticity levels.
	• NTFPS : total number of fields in -levels.
	• NOFPP : total number of pressure levels for each field. Array of dimension NFP3DF.
	• NOFPH : total number of height levels for each field. Array of dimension NFP3DF.
	• NOFPTH: total number of -levels for each field. Array of dimension NFP3DF.
	• NOFPPV: total number of potential vorticity levels for each field. Array of dimension NFP3DF.
	• NOFPS : total number of -levels for each field. Array of dimension NFP3DF.
	• NAFPP : total number of subdomains for each pressure level of each field. Array of dimension (N...
	• NAFPH : total number of subdomains for each height level of each field. Array of dimension (NFP...
	• NAFPT : total number of subdomains for each -level of each field. Array of dimension (NFP3TH,NF...
	• NAFPV : total number of subdomains for each potential vorticity level of each field. Array of d...
	• NAFPS : total number of subdomains for each -level of each field. Array of dimension (NFP3S,NFP...
	• NCPFP : field pointers in pressure levels. Array of dimension NFP3DF.
	• NCHFP : field pointers in height levels. Array of dimension NFP3DF.
	• NCTFP : field pointers in -levels. Array of dimension NFP3DF.
	• NCVFP : field pointers in potential vorticity levels. Array of dimension NFP3DF.
	• NCSFP : field pointers in -levels. Array of dimension NFP3DF.
	• NPFP : pressure level pointers for each field. Array of dimension (NFP3P,NFP3DF).
	• NHFP : height level pointers for each field. Array of dimension (NFP3H,NFP3DF).
	• NTFP : -level pointers for each field. Array of dimension (NFP3TH,NFP3DF).
	• NVFP : potential vorticity level pointers for each field. Array of dimension (NFP3PV,NFP3DF).
	• NSFP : -level pointers for each field. Array of dimension (NFP3S,NFP3DF).
	• NIPFP : subdomain index for each pressure level of each field. Array of dimension (NFPDOM,NFP3P...
	• NIHFP : subdomain index for each height level of each field. Array of dimension (NFPDOM,NFP3H,N...
	• NITFP : subdomain index for each -level of each field. Array of dimension (NFPDOM,NFP3TH,NFP3DF).
	• NIVFP : subdomain index for each potential vorticity level of each field. Array of dimension (N...
	• NISFP : subdomain index for each -level of each field. Array of dimension (NFPDOM,NFP3S,NFP3DF).
	Post-processing on 2D dynamical variables:
	• NOFP2F: total number of 2D fields.
	• NOFP2A: total number of subdomains for each 2D field. Array of dimension NFP2DF.
	• NC2FP : 2D field pointers. Array of dimension NFP2DF.
	• NI2FP : subdomain index for each 2D field. Array of dimension (NFPDOM,NFP2DF).
	Post-processing on lagged physical and instantaneous fluxes variables:
	• NPHYFPB9: number of physical fields.
	• NXFUFPB9: number of instantaneous fluxes.
	• NAPHYFP9: number of subdomains for each physical field. Array of dimension NFPPHY.
	• NAXFUFP9: number of subdomains for each instantaneous flux. Array of dimension NFPXFU.
	• NCPHYFP9: field pointers of physics. Array of dimension NFPPHY.
	• NCXFUFP9: field pointers of instantaneous fluxes. Array of dimension NFPXFU.
	• NIPHYFP9: subdomain index for each physical field. Array of dimension (NFPDOM,NFPPHY).
	• NIXFUFP9: subdomain index for each instantaneous flux. Array of dimension (NFPDOM,NFPXFU).

	2.12.3 YOMAFN.
	Contains ARPEGE fields descriptors. Variables are initialised in setup routine setup/SUAFN. All v...
	ARPEGE fields descriptors:
	• CNAM3DS, C1NAM3: 3D dynamical fields. Global variable in equivalence with the 43 variables CNZ ...
	• CNAM2DS, C1NAM2: 2D dynamical fields. Global variable in equivalence with the 11 variables CNSP...
	• CNAMPDS, C1NAMP: physical surface fields. Global variable in equivalence with the 109 variables...
	• CNAMCDS, C1NAMC: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 var...
	• CNAMXDS, C1NAMX: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41...
	3D dynamical fields (DYN3D):

	Table 2.3 Post-processable fields
	01) Geopotential
	CNZ
	GEOPOTENTIEL
	NBZ
	02) Temperature
	CNT
	TEMPERATURE
	NBT
	03) Wind zonal (x) component
	CNU
	VENT_ZONAL
	NBU
	04) Wind meridian (y) component
	CNV
	VENT_MERIDIE
	NBV
	05) Specific humidity
	CNQ
	HUMI_SPECIFI
	NBQ
	06) Relative humidity
	CNR
	HUMI_RELATIV
	NBR
	07) Solid water
	CNS
	SOLID_WATER
	NBS
	08) Vertical velocity
	CNVV
	VITESSE_VERT
	NBVV
	09) Relative vorticity
	CNVOR
	VORTICITY
	NBVOR
	10) Divergence
	CNDIV
	DIVERGENCE
	NBDIV
	11) Potential temperature
	CNTH
	TEMPE_POTENT
	NBTH
	12) Velocity potential
	CNPSI
	POT_VITESSE
	NBPSI
	13) Stream function
	CNKHI
	FONC_COURANT
	NBKHI
	14) Liquid water
	CNW
	LIQUID_WATER
	NBW
	15) Moist irreversible adiabatic
	potential temperature
	CNTPW
	THETA_PRIM_W
	NBTPW
	16) Cloud fraction (ECMWF)
	CNCLF
	CLOUD_FRACTI
	NBCLF
	17) Wind velocity
	CNWND
	WIND_VELOCIT
	NBWND
	18) Equivalen potential temperature
	CNETH
	THETA_EQUIVA
	NBETH
	19) Absolute vorticity
	CNABS
	ABS_VORTICIT
	NBABS
	20) Stretching deformation
	CNSTD
	STRET_DEFORM
	NBSTD
	21) Shearing deformation
	CNSHD
	SHEAR_DEFORM
	NBSHD
	22) Potential vorticity
	CNPV
	POT_VORTICIT
	NBPV
	23) Wet potential vorticity
	CNWPV
	WET_VORTICIT
	NBWPV
	24) Passive scalars nr 1
	CNSCVA(1)
	SCALAIRE.001
	NBSCVA(1)
	25) Passive scalars nr 2
	CNSCVA(2)
	SCALAIRE.002
	NBSCVA(2)
	26) Passive scalars nr 3
	CNSCVA(3)
	SCALAIRE.003
	NBSCVA(3)
	27) Pressure
	CNP
	PRESSURE
	NBP
	28) Free upper air field nr 1
	CNUA1
	UPPER_AIR.01
	NBUA1
	29) Free upper air field nr 2
	CNUA2
	UPPER_AIR.02
	NBUA2
	30) Free upper air field nr 3
	CNUA3
	UPPER_AIR.03
	NBUA3
	Remark:
	There are 13 additional fields “free upper air field nr 4" (DYN3D number 31) to “free upper air f...
	2D dynamical fields (DYN2D):

	Table 2.4 Post-processable fields
	01) Surface pressure
	CNSP
	SURFPRESSION
	NBSP
	02) Mean sea level pressure
	CNMSL
	MSLPRESSURE
	NBMSL
	03) Interpolated model orography
	CNFIS
	SPECSURFGEOPOTEN
	NBFIS
	04) Mapping factor
	CNGM
	MAP_FACTOR
	NBGM
	05) Folding indicator of the
	iso-2 PVU surface
	CNFOL
	TROPO_FOLD_INDIC
	NBFOL
	06) ICAO jet zonal (x)
	component of wind
	CNSU2
	JETVENT_ZONAL
	NBSU1
	07) ICAO jet meridian (y)
	component of wind
	CNSU2
	JETVENT_MERIDIEN
	NBSU2
	08) ICAO jet pressure
	CNSU3
	JETPRESSURE
	NBSU3
	09) ICAO tropopause pressure
	CNSU4
	ICAOTROP.PRESSUR
	NBSU4
	10) ICAO tropopause temperature
	CNSU5
	ICAOTROP.TEMPERA
	NBSU5
	Remarks:
	• there is one additional field “logarithm of surface pressure" (DYN2D number 11) which is used o...
	• fields DYN2D number 06 to 10 have a different definition at ECMWF (optional surface fields), wh...
	Physical surface fields (PHYSOL):

	Table 2.5 Post-processable fields
	01) Land/sea mask
	CNLSM
	SURFIND.TERREMER
	NBLSM
	02) Output grid-point orography
	CNGFIS
	SURFGEOPOTENTIEL
	NBGFIS
	03) Surface temperature
	CNST
	SURFTEMPERATURE
	NBST
	04) Deep soil temperature
	CNDST
	PROFTEMPERATURE
	NBDST
	05) Interpolated surface temperature
	CNRDST
	INTSURFTEMPERATU
	NBRDST
	06) Surface soil wetness
	CNSSW
	SURFRESERV.EAU
	NBSSW
	07) Deep soil wetness
	CNDSW
	PROFRESERV.EAU
	NBDSW
	08) Relaxation deep soil wetness
	CNRDSW
	RELAPROP.RMAX.EA
	NBRDSW
	09) Clim. relative surface soil wetness
	CNCSSW
	SURFPROP.RMAX.EA
	NBCSSW
	10) Clim. relative deep soil wetness
	CNCDSW
	PROFPROP.RMAX.EA
	NBCDSW
	11) Snow depth
	CNSD
	SURFRESERV.NEIGE
	NBSD
	12) Surface roughness
	CNSR
	SURFZ0.FOIS.G
	NBSR
	13) Roughness length of bare surface
	CNBSR
	SURFZ0REL.FOIS.G
	NBBSR
	14) Albedo
	CNAL
	SURFALBEDO
	NBAL
	15) Emissivity
	CNEMIS
	SURFEMISSIVITE
	NBEMIS
	16) Standard deviation of orography)
	CNSDOG
	SURFET.GEOPOTENT
	NBSDOG
	17) Percentage of vegetation
	CNVEG
	SURFPROP.VEGETAT
	NBVEG
	18) Percentage of land
	CNLAN
	SURFPROP.TERRE
	NBLAN
	19) Anisotropy coefficient of topography
	CNACOT
	SURFVAR.GEOP.ANI
	NBACOT
	20) Direction of main axis of topography
	CNDPAT
	SURFVAR.GEOP.DIR
	NBDPAT
	21) Soil first level temperature
	CNSTL1
	LEV1TEMPERATURE
	NBSTL1
	22) Soil first level wetness
	CNSWL1
	LEV1RESERV.EAU
	NBSWL1
	23) Soil second level temperature
	CNSTL2
	LEV2TEMPERATURE
	NBSTL2
	24) Soil second level wetness
	CNSWL2
	LEV2RESERV.EAU
	NBSWL2
	25) Soil third level temperature
	CNSTL3
	LEV3TEMPERATURE
	NBSTL3
	26) Soil third level wetness
	CNSWL3
	LEV3RESERV.EAU
	NBSWL3
	27) Soil fourth level temperature
	CNSTL4
	LEV4TEMPERATURE
	NBSTL4
	28) Soil fourth level wetness
	CNSWL4
	LEV4RESERV.EAU
	NBSWL4
	29) Temperature of snow layer
	CNTSN
	TEMP.SNOWLAYER
	NBTSN
	30) Anisotropy of surface orography
	CNISOR
	ANISO.SUB.SOROG
	NBISOR
	31) Angle of surface orography
	CNANOR
	ANGLE.SUB.SOROG
	NBANOR
	32) Slope of surface orography
	CNSLOR
	SLOPE.SUB.SOROG
	NBSLOR
	33) Logarithm of surface roughness
	CNLSRH
	LOG.SURF.ROUGH
	NBLSRH
	34) Skin temperature
	CNSKT
	SKINTEMPERATURE
	NBSKT
	35) Apparent surface humidity
	CNASQ
	AP.SURF.HUMIDITY
	NBASQ
	36) Skin wetness
	CNSRC
	SKINRESERV.EAU
	NBSRC
	Remarks:
	• fields PHYSOL numbers 21 to 36 are used only at ECMWF, the corresponding quantities CNSTL1 to C...
	• there are additional fields PHYSOL numbers 37 to 79 (not detailed here) which are used only at ...
	• there are additional optional fields PHYSOL numbers 80 to 109 (not detailed here) which are use...
	Surface cumulated fluxes:

	Table 2.6 Post-processable fields
	01) Large scale precipitation
	CNCLSP
	SURFPREC.EAU.GEC
	NBCLSP
	02) Convective precipitation
	CNCCP
	SURFPREC.EAU.CON
	NBCLSP
	03) Large scale snow fal
	CNCLSS
	SURFPREC.NEI.GEC
	NBCLSS
	04) Convective snow fall
	CNCCSF
	SURFPREC.NEI.CON
	NBCCSF
	05) U-stress
	CNCUSS
	SURFTENS.TURB.ZO
	NBCUSS
	06) V-stress
	CNCVSS
	SURFTENS.TURB.ME
	NBCVSS
	07) Surface sensible heat flux
	CNCSSH
	SURFFLU.CHA.SENS
	NBCSSH
	08) Surface latent heat flux
	CNCSLH
	SURFCHAL LATENTE
	NBCSLH
	09) Tendency of surface pressure
	CNCTSP
	SURFPRESSION SOL
	NBCTSP
	10) Total cloud cover
	CNCTCC
	ATMONEBUL.TOTALE
	NBCTCC
	11) Boundary layer dissipation
	CNCBLD
	SURFDISSIP SURF
	NBCBLD
	12) Surface solar radiation
	CNCSSR
	SURFFLU.RAY.SOLA
	NBCSSR
	13) Surface thermal radiation
	CNCSTR
	SURFFLU.RAY.THER
	NBCSTR
	14) Top solar radiation
	CNCTSR
	SOMMFLU.RAY.SOLA
	NBCTSR
	15) Top thermal radiation
	CNCTTR
	SOMMFLU.RAY.THER
	NBCTTR
	16) Convective cloud cover
	CNCCCC
	ATMONEBUL.CONVEC
	NBCCCC
	17) High cloud cover
	CNCHCC
	ATMONEBUL.HAUTE
	NBCHCC
	18) Medium cloud cover
	CNCMCC
	ATMONEBUL.MOYENN
	NBCMCC
	19) Low cloud cover
	CNCLCC
	ATMONEBUL.BASSE
	NBCLCC
	20) U-gravity-wave stress
	CNCUGW
	SURFTENS.DMOG.ZO
	NBCUGW
	21) V-gravity-wave stress
	CNCVGW
	SURFTENS.DMOG.ME
	NBCVGW
	22) Water evaporation
	CNCE
	SURFFLU.MEVAP.EA
	NBCE
	23) Snow sublimation
	CNCS
	SURFFLU.MSUBL.NE
	NBCS
	24) Latent heat evaporation
	CNCLHE
	SURFFLU.LAT.MEVA
	NBCLHE
	25) Latent heat sublimation
	CNCLHS
	SURFFLU.LAT.MSUB
	NBCLHS
	26) Cloudiness
	CNCC
	SURFCUMUL NEBUL
	NBCC
	27) Soil moisture
	CNCWS
	SURFCONTENU EAU
	NBCWS
	28) Snow mass
	CNCSNS
	SURFRESERV NEIGE
	NBCSNS
	29) Total precipitable water
	CNCQTO
	ATMOHUMI TOTALE
	NBCQTO
	30) Total ozone
	CNCTO3
	ATMOOZONE TOTALE
	NBCTO3
	31) Top mesospheric enthalpy
	CNCTME
	TOPMESO ENTH
	NBCTME
	32) Solid specific moisture
	CNCICE
	ATMOHUMI SOLIDE
	NBCICE
	33) Liquid specific moisture
	CNCLI
	ATMOHUMI LIQUIDE
	NBCLI
	34) Contribution of convection to U
	CNCCVU
	SURFFL.U CONVEC
	NBCCVU
	35) Contribution of convection to V
	CNCCVV
	SURFFL.V CONVEC
	NBCCVV
	36) Contribution of convection to q
	CNCCVQ
	SURFFL.Q CONVEC
	NBCCVQ
	37) Contribution of convection to
	CNCCVS
	SURFFL.CT CONVEC
	NBCCVS
	38) Contribution of turbulence to q
	CNCTUQ
	SURFFL.Q TURBUL
	NBCTUQ
	39) Contribution of turbulence to
	CNCTUS
	SURFFL.CT TURBUL
	NBCTUS
	40) Clear sky shortwave radiative flux
	CNCSOC
	SURFRAYT SOL CL
	NBCSOC
	41) Clear sky longwave radiative flux
	CNCTHC
	SURFRAYT THER CL
	NBCTHC
	42) Surface parallel solar flux
	CNCSOP
	SURFRAYT DIR SUR
	NBCSOP
	43) Top parallel solar flux
	CNCTOP
	TOPRAYT DIR SOM
	NBCTOP
	44) Surface down solar flux
	CNCSOD
	SURFRAYT DIFF DE
	NBCSOD
	45) Surface down thermic flux
	CNCTHD
	SURFRAYT THER DE
	NBCTHD
	46) Melt snow
	CNCFON
	SURFFONTE NEIGE
	NBCFON
	47) Heat flux in soil
	CNCCHS
	SURFCHAL. DS SOL
	NBCCHS
	48) Water flux in soil
	CNCEAS
	SURFEAU DANS SOL
	NBCEAS
	49) Surface soil runoff
	CNCSRU
	SURFRUISSELLEMEN
	NBCSRU
	50) Deep soil runoff
	CNCDRU
	PROFRUISSELLEMEN
	NBCDRU
	51) Interception soil layer runoff
	CNCIRU
	SURFRUISS. INTER
	NBCIRU
	52) Evapotranspiration flux
	CNCETP
	SURFEVAPOTRANSPI
	NBCETP
	53) Transpiration flux
	CNCTP
	SURFTRANSPIRATIO
	NBCTP
	Surface instantaneous fluxes:

	Table 2.7 Post-processable fields
	01) Total cloud cover
	CNXTCC
	SURFNEBUL.TOTALE
	NBXTCC
	02) U-component of wind at 10 metres (pbl)
	CNX10U
	CLSVENT.ZONAL
	NBX10U
	03) V-component of wind at 10 metres (pbl)
	CNX10V
	CLSVENT.MERIDIEN
	NBX10V
	04) Temperature at 2 metres (pbl)
	CNX2T
	CLSTEMPERATURE
	NBX2T
	05) Specific humidity at 2 metres (pbl)
	CNX2SH
	CLSHUMI.SPECIFIQ
	NBX2SH
	06) Relative humidity at 2 metres (pbl)
	CNX2RH
	CLSHUMI.RELATIVE
	NBX2RH
	07) Convective cloud cover
	CNXCCC
	SURFNEBUL.CONVEC
	NBXCCC
	08) High cloud cover
	CNXHCC
	SURFNEBUL.HAUTE
	NBXHCC
	09) Medium cloud cover
	CNXMCC
	SURFNEBUL.MOYENN
	NBXLCC
	11) Maximum temperature at 2 metres
	CNXX2T
	CLSMINI.TEMPERAT
	NBXX2T
	12) Minimum temperature at 2 metres
	CNXN2T
	CLSMAXI.TEMPERAT
	NBXN2T
	13) Cloudiness
	CNXC
	SURFCUMUL NEBUL
	NBXC
	14) Contribution of convection to U
	CNXCVU
	S000FL.U CONVEC
	NBXCVU
	15) Contribution of convection to V
	CNXCVV
	S000FL.V CONVEC
	NBXCVV
	16) Contribution of convection to q
	CNXCVQ
	S000FL.Q CONVEC
	NBXCVQ
	17) Contribution of convection to
	CNXCVS
	S000FL.CT CONVEC
	NBXCVS
	18) Contribution of turbulence to U
	CNXTUU
	S000FL.U TURBUL
	NBXTUU
	19) Contribution of turbulence to V
	CNXTUV
	S000FL.V TURBUL
	NBXTUV
	20) Contribution of turbulence to q
	CNXTUQ
	S000FL.Q TURBUL
	NBXTUQ
	21) Contribution of turbulence to
	CNXTUS
	S000FL.CT TURBUL
	NBXTUS
	22) Contribution of gravity wave drag to U
	CNXGDU
	S000FL.U ONDG.OR
	NBXGDU
	23) Contribution of gravity wave drag to V
	CNXGDV
	S000FL.V ONDG.OR
	NBXGDV
	24) Large scale precipitation
	CNXLSP
	S000PLUIE STRATI
	NBXLSP
	25) Convective precipitation
	CNXCP
	S000PLUIE CONVEC
	NBXCP
	26) Large scale snow fall
	CNXLSS
	S000NEIGE STRATI
	NBXLSS
	27) Convective snow fall
	CNXCSF
	S000NEIGE CONVEC
	NBXCSF
	28) Surface solar radiation
	CNXSSR
	S000RAYT.SOLAIRE
	NBXSSR
	29) Surface thermal radiation
	CNXSTR
	S000RAYT.TERREST
	NBXSTR
	30) Top solar radiation
	CNXTSR
	SOMMRAYT.SOLAIRE
	NBXTSR
	31) Top thermal radiation
	CNXTTR
	SOMMRAYT.TERREST
	NBXTTR
	32) U at bottom level
	CNXUBL
	SURFU NIVBAS
	NBXUBL
	33) V at bottom level
	CNXVBL
	SURFV NIVBAS
	NBXVBL
	34) Temperature at bottom level
	CNXTBL
	SURFT NIVBAS
	NBXTBL
	35) Specific humidity at bottom level
	CNXQBL
	SURFQ NIVBAS
	NBXQBL
	36) Geopotential at bottom level
	CNXGBL
	SURFGEOP NIVBAS
	NBXGBL
	37) Surface temperature
	CNXST
	SURFTEMPE SURF
	NBXST
	38) Deep soil temperature
	CNXDT
	SURFTEMPE PROF
	NBXDT
	39) Surface water content
	CNXSW
	SURFRESER SURF
	NBXSW
	40) Deep soil water content
	CNXDW
	SURFRESER PROF
	NBXDW
	41) Snow mass
	CNXSNS
	SURFNEIGE
	NBXSNS
	Number of bits for coding in FULL-POS:
	• NBIT3DS: 3D dynamical fields. Global variable in equivalence with the 43 variables NBZ to NBUA1...
	• NBIT2DS: 2D dynamical fields. Global variable in equivalence with the 11 variables NBSP to NBLN...
	• NBITPDS: physical surface fields. Global variable in equivalence with the 20 variables NBLSM to...
	• NBITCDS: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables N...
	• NBITXDS: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41 variabl...
	• Default value is 24 for all these quantities.
	Scalar/vector descriptor (0 for scalar, 1 for vector):
	• NVECPDS: physical surface fields. Global variable in equivalence with the 20 variables NVLSM to...
	• NVECCDS: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables N...
	• NVECXDS: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41 variabl...
	• Default value is 1 for NVCUSS, NVCVSS, NVCUGW, NVCVGW, NVX10U, NVX10V, 0 for the other quantities.
	Use of land-sea mask for horizontal interpolations (0=no; 1=yes):
	• NITMPDS: physical surface fields. Global variable in equivalence with the 20 variables NILSM to...
	• NITMCDS: surface cumulated fluxes (CFU). Global variable in equivalence with the 53 variables N...
	• NITMXDS: surface instantaneous fluxes (XFU). Global variable in equivalence with the 41 variabl...
	• Default value is 0 for NILSM, NIGFIS, NISDOG, 1 for the other physical surface fields quantitie...
	Namelist NAMAFN:
	The following variables of YOMAFN are in namelist NAMAFN: CNZ, CNT, CNU, CNV, CNQ, CNR, CNS, CNVV...

	2.12.4 YOMAFPB.
	Contains buffer for basic fields resulting from APACHE in FULL-POS. Variables are initialised in ...
	List of variables:
	• NLENAFPBL: length of buffer.
	• AFPBUF : buffer.
	• NSTAAFPB : start adresses for post-processed packets of points within buffer.

	2.12.5 YOMAFPDS.
	Absolute pointers of the basic fields which have been horizontally then vertically post-processed...
	Field pointers:
	• MFPUPT2: for upper air pressure.
	• MFPAPT2: for cloud fraction.
	• MFPUT2 : for zonal component of wind.
	• MFPVT2 : for meridian component of wind.
	• MFPTT2 : for temperature.
	• MFPQT2 : for specific humidity.
	• MFPWT2 : for liquid water.
	• MFPST2 : for ice.
	• MFPSVT2: for passive scalar variables.
	• MFPSPT2: for surface pressure.
	Other variables:
	• NAFPOS : number of fields.
	• NFPALEV: maximum number of fields.

	2.12.6 YOMCT0.
	Contains control variables. The following variables also present in namelist NAMCT0 can be useful...
	• NCONF: configuration (default value is 1).
	• LFPOS: FULL-POS main switch (default value is .FALSE.).
	• NFRPOS: post-processing frequency (default value depends on configuration).
	• NPOSTS: post-processing control array (default value depends on configuration).
	• LIOGAUX: I/O on unfitted vertically post-processed fields (default value depends on configurati...
	• LIOFOU1: I/O on Fourier data (default value depends on configuration).
	• LIOLPOL: I/O on Legendre polynomial (default value depends on configuration).
	• LIOSPEC: I/O on saved spectral data (default value depends on configuration).
	• LIOSUA: I/O on saved upper air grid-point data (default value depends on configuration).
	• LIOSSU: I/O on saved surface data (default value depends on configuration).
	• LIOSCF: I/O on saved cumulated fluxes data (default value depends on configuration).
	• LIOSXF: I/O on saved instantaneous fluxes data (default value depends on configuration).
	• LMLTSK: switch for multitasking (default value depends on configuration).
	• NTASKS: number of processors (default value depends on configuration).
	• CNPPATH: path name for selection files (default value is ’ ’).
	• CFPNCF: file name for FULL-POS control file (default value is ’ncf927’).
	The following variables also present in namelist NAMPAR0 can be useful for FULL-POS when running ...
	• NPRGPNS: number of processors used in A-direction during grid-point phase in North-South direct...
	• NPRGPEW: number of processors used in B-direction during grid-point phase in East-West direction.
	• NPRTRW: number of processors used in A-direction during transform phase in wave space. Default ...
	• NPRTRNS: number of processors used in A-direction during transform phase in North-South directi...
	• NPRTRV: number of processors used in B-direction during transform phase in vertical direction. ...
	• NPROCK: not currently used.
	• NPROC: total number of processors requested (DM-global). NPROC has to be equal to the products ...
	• NOUTPUT: type of output (DM-global).
	• 0 = no diagnostic output;
	• 1 = only diagnostic output from processor number 1.
	• 2 = diagnostic output from all processors into separate files.
	Default value is 1.
	• LMESSP: .TRUE./.FALSE.: distributed memory/ shared memory run (DM-global). Default value is .FA...
	• LMPDIAG: extensive message passing diagnostic output requested if .TRUE. (DM-global). Default v...
	The following variables also present in namelist NAMPAR1 can be useful for FULL-POS when running ...
	• NINSTR1: number of time steps instrumented (DM-global). Default value is 0.
	• NINSTR2: number of time steps instrumented (DM-global). Default value is 0.

	2.12.7 YOMDFPB.
	Contains buffer for fully post-processed dynamical fields. Variables are initialised in setup rou...
	List of variables:
	• NLENDFPBL: length of buffer.
	• GDFPBUF : buffer.
	• NSTADFPB : start adresses for post-processed packets of points within buffer.

	2.12.8 YOMDIM.
	Contains dimensioning variables. The following variables are related with FULL-POS.
	Variables computed in SUDIM:
	• NDLON: maximum number of Gaussian/Lobatto longitudes (DM-global).
	• NFPXLEV: maximum number of post-processing levels (DM-global).
	• NPMAX: post-processing truncation (DM-global, default value is generally NSMAX).
	• NFPPHYB: maximum number of post-processed physical fields (DM-global).
	• NPROMA: working dimension of (vertical) post-processing rows (DM-global, default value depends ...
	• NGPBLKS: number of NPROMA-subpackets in a processor (DM-local).
	• NDGSAFPH: modified lower bound for latitude (DM-local).
	• NDGENFPH: modified upper bound for latitude (DM-local).
	Variables computed under SUFPDIM:
	• NFPGT1: maximum number of fields to be vertically post-processed (DM-global).
	• NFPAUXB: maximum number of vertically post-processed fields to remain unfitted (DM-global).
	• NFPSPA: maximum number of underived vertically post-processed fields to be fitted (DM-global).
	• NFPSPD: maximum number of derived vertically post-processed fields to be fitted, given one hori...
	• NFPSPB: maximum number of derived vertically post-processed fields to be fitted, given the maxi...
	• NFPGT0B: maximum number of fields to be horizontally post-processed (DM-global).
	• NFPDYNB: maximum number of post-processed dynamical fields (DM-global).
	• NFPAVEC: maximum number of vectorial underived vertically post-processed fields to be fitted (D...
	• NFPBVEC: maximum number of vectorial derived vertically post-processed fields to be fitted, giv...
	• NFPASCA: maximum number of scalar underived vertically post-processed fields to be fitted (DM-g...
	• NFPBSCA: maximum number of scalar derived vertically post-processed fields to be fitted, given ...
	• NFPLEI: maximum number of useful fields in the working arrays for the inverse Legendre transfor...
	• NFPLED: maximum number of useful fields in the working arrays for the direct Legendre transform...
	Namelist NAMDIM:
	The following variables of YOMDIM are in namelist NAMDIM: NPROMA, NPMAX.

	2.12.9 YOMFP4.
	Contains dimensions for FULL-POS on one-level-type dynamical fields. Variables are initialised in...
	Number of fields in each array/buffer for dynamics:
	• NGT1FP : number of fields in GT1 (fields to be fitted).
	• NAUXFPB: number of fields in GAUXBUF (fields to remain unfitted).
	• NAUX3FP: number of 3D fields in GAUXBUF (fields to remain unfitted).
	• NSPAFP : number of useful fields in SPAFP.
	• NSPBFP : number of useful fields in SPBFP.
	• NSPDFP : number of useful fields in SPDFP.
	• NGT0FPB: number of fields in GT0BUF during an horizontal post-processing time step.
	• NGT03FP: number of 3D fields in GT0BUF during an horizontal post-processing time step.
	• NDYNFPB: number of fields in GDFPBUF.
	Dimensions for dynamical fields post-processing:
	• NOFP3F : total number of 3D fields.
	• NOFP3A : total number of subdomains for each level of each field. Array of dimension (NFPXLEV,N...
	• NOFPLEV: total number of levels for each field. Array of dimension NFP3DF.
	• NAVECFP: number of vectorial underived vertically post-processed fields to be fitted.
	• NBVECFP: number of vectorial derived vertically post-processed fields to be fitted.
	• NASCAFP: number of scalar underived vertically post-processed fields to be fitted.
	• NBSCAFP: number of scalar derived vertically post-processed fields to be fitted.
	• NLEIFP : number of fields in the working arrays for the inverse Legendre transforms.
	• NLEDFP : number of fields in the working arrays for the direct Legendre transforms.
	Dimensions for physical fields and fluxes post-processing:
	• NPHYFPB: number of physical fields.
	• NCFUFPB: number of cumulated fluxes.
	• NXFUFPB: number of instantaneous fluxes.

	2.12.10 YOMFP4L.
	Contains information relative to lagged variables needed to write out post-processed fields. Vari...
	Horizontally post-processed dynamical variables:
	• NDYNFPL : number of fields in GDFPBUF.
	• NFLDFPL : field pointer. Array of dimension NFPDYNB.
	• RLEVFPL : level value. Array of dimension NFPDYNB.
	• NBITFPL : number of bits when writing output file. Array of dimension NFPDYNB.
	• NDOMFPL : number of subdomains for each field. Array of dimension NFPDYNB.
	• NINDFPL : indices of subdomains for each field. Array of dimension (NFPDOM,NFPDYNB).
	• NAUXFPL : number of fields in GAUXBUF (fields to remain unfitted).
	• NAUX3FPL: number of 3D fields in GAUXBUF (fields to remain unfitted).
	• NGT0FPL : number of fields in GT0BUF during an horizontal post-processing time step.
	• NGT03FPL: number of 3D fields in GT0BUF during an horizontal post-processing time step.
	Spectral variables:
	• NSPAFPL : number of fields in SPAFP.
	• NSPDFPL : number of fields in SPDFP.
	• NFLDAFPL: field pointers in SPAFP. Array of dimension NFPSPA.
	• NFLDDFPL: field pointers in SPDFP. Array of dimension NFPSPD.
	• RLEVAFPL: level values in SPAFP. Array of dimension NFPSPA.
	• RLEVDFPL: level values in SPDFP. Array of dimension NFPSPD.
	Grid-point variables:
	• NFLDFPXL: field pointers in GAUXBUF. Array of dimension NFPAUXB.
	• RLEVFPXL: level values in GAUXBUF. Array of dimension NFPAUXB.
	• NBITFPXL: number of bit when writing out GAUXBUF. Array of dimension NFPAUXB.

	2.12.11 YOMFPC.
	Contains scientific and technical variables for post-processing. Variables are initialised in set...
	Technical variables.
	• CFPDIR: prefix (path) for the output files (default value is ’PF’).
	• CFPIDEN: identificator of the output files.
	• CFPFMT: format of the output files, can take the following values:
	• ’MODEL’ for output in spherical harmonics.
	• ’GAUSS’ for output in grid-point space on Gaussian grid (covering the global sphere).
	• ’LELAM’ for output on a grid of kind ’ALADIN’ (spectral or grid-point coefficients).
	• ’LALON’ for a grid of kind “latitudes * longitudes’.
	Default is ’GAUSS’ in ARPEGE/IFS, ’LELAM’ in ALADIN.
	• CFPDOM, C1FPDOM: names of the subdomains. Names have at maximum 7 characters. If CFPFMT = ’GAUS...
	• CFP3DF, C1FP3DF: names of the 3D dynamics fields to be post-processed. Names have at maximum 12...
	• CFP2DF, C1FP2DF: names of the 2D dynamics fields to be post-processed. Names have at maximum 16...
	• CFPPHY, C1FPPHY: names of the physical fields to be post-processed. Names have at maximum 16 ch...
	• CFPCFU, C1FPCFU: names of the cumulated fluxes fields to be post-processed. Names have at maxim...
	• CFPXFU, C1FPXFU: names of the instantaneous fluxes fields to be post-processed. Names have at m...
	• remark: variables CFP(XXX) and C1FP(XXX) are in equivalence (same quantity) but differently dim...
	• MFP3DF: gribcodes of the 3D dynamics fields to be post-processed (variable used at ECMWF only).
	• MFP2DF: gribcodes of the 2D dynamics fields to be post-processed (variable used at ECMWF only).
	• MFPPHY: gribcodes of the physical fields to be post-processed (variable used at ECMWF only).
	• MFPCFU: gribcodes of the cumulated fluxes fields to be post-processed (variable used at ECMWF o...
	• MFPXFU: gribcodes of the instantaneous fluxes fields to be post-processed (variable used at ECM...
	• RFP3P: list of post-processing pressure levels in Pa (no default value).
	• RFP3H: list of post-processing height (above orography) levels in meters (no default value).
	• RFP3TH: list of post-processing potential temperature levels in Kelvins (no default value).
	• RFP3PV: list of post-processing potential vorticity levels in S.I. units (no default value).
	• NRFP3S: list of post-processing -levels (pseudo-configuration 927 only). No default value.
	• LFPCNT: control varying output variables according to time step.
	• LFPNORM: print out the mean of each post-processed field for each subdomain (default value is ....
	• LTRACEFP: trace for FULL-POS (additional prints on listing, default value is .FALSE.).
	• NFPGRIB: level of GRIB coding in output file ARPEGE/ALADIN for grid-point arrays (default value...
	• NFPGRSP: level of GRIB coding in output file ARPEGE/ALADIN for spectral arrays (default value i...
	• LFPBACK: .TRUE. to return to initial geometry (case LFPSPEC) (default value is .FALSE.).
	• NFPDOM: useful dimension of CFPDOM.
	• NFP3DF: useful dimension of CFP3DF (default value is the number of 3D wanted dynamical fields).
	• NFP2DF: useful dimension of CFP2DF (default value is the number of 2D wanted dynamical fields).
	• NFPPHY: useful dimension of CFPPHY (default value is the number of wanted surface physical fiel...
	• NFPCFU: useful dimension of CFPCFU.
	• NFPXFU: useful dimension of CFPXFU.
	• NFP3P: useful dimension of RFP3P.
	• NFP3H: useful dimension of RFP3H.
	• NFP3TH: useful dimension of RFP3TH.
	• NFP3PV: useful dimension of RFP3PV.
	• NFP3S: useful dimension of NRFP3S.
	Scientific variables.
	• LFPSPEC: .T. if post-processed dynamical fields are written out as spectral coefficients, .F. i...
	• LFIT2D: 1 if 2D dynamical post-processed fields should be fitted, 0 otherwise. Default value is...
	• LFITP: .T. if post-processed fields on pressure levels should be fitted, .F. otherwise. Default...
	• LFITH: .T. if post-processed fields on height levels should be fitted, .F. otherwise.
	• LFITT: .T. if post-processed fields on -levels should be fitted, .F. otherwise. Default value i...
	• LFITV: .T. if post-processed fields on PV-levels should be fitted, .F. otherwise. Default value...
	• LFITS: .T. if post-processed fields on -levels should be fitted, .F. otherwise.
	• LFPUVDZ: .T. if divergence and vorticity should be post-processed with respect to the wind comp...
	• LFPUVKP: .T. if stream function and potential velocity should be post-processed with respect to...
	• NFPCLI: usage level for climatology:
	• 0: no climatology (default value).
	• 1: orography and land-sea mask of output only. In your script, the local name of this external ...
	• 2: all available climatological fields of the current month. Use of auxiliary land-sea mask, or...
	• 3: shifting mean from the climatological fields of the current month to the ones of the closest...
	• NDOMFP: domain definition of fields in files; NDOMFP = 1: physical fields are grid-points store...
	• if CFPFMT=’MODEL’, LFPSPEC=.F., default value is -1.
	• if CFPFMT=’GAUSS’,’LELAM’ or ’LALON’ and LFPSPEC=.F., default value is 0.
	• if CFPFMT=’GAUSS’ or ’LELAM’ and LFPSPEC=.T., default value is -1 for the first part, 1 for the...
	• LFPQ: .T. if specific humidity is interpolated (then deduct relative humidity), .F. if relative...
	• LASQ: .T. if apparent surface humidity is set to 80% saturation (default value is .FALSE.).
	• WSXI: maximum surface moisture in input.
	• WDXI: maximum deep soil moisture in input.
	• WSXO: maximum surface moisture in output. Default value is -999. .
	• WDXO: maximum deep soil moisture in output. Default value is -999. .
	• WCXO: maximum “climatological" moisture in output. Default value is -999. .
	• LSNOWI: snow in the input file. Default value is equal to LNEIGE.
	• LSNOWO: snow in the output file. Default value is equal to LNEIGE.
	• FPBL: critical thickness of PBL. Default value is 17500 Pa.
	• RFPCORR: critical orography difference for correcting surface temperature through standard prof...
	• RFPMXZ: non-critical maximum difference between interpolated orography and output orography, in...
	• LFPSPLIT: .TRUE. if split of FULL-POS post-processing of dynamical fields.
	• NFPSPLIT: number of dynamical fields to be post-processed at a time.
	• MFP3DYN : maximum number of 3D-dynamical fields needed for LFPART2.
	• MFP2DYN : maximum number of 2D-dynamical fields needed for LFPART2.
	• NFPTRSPLIT: pointer to actual post-processing package of dynamical fields.
	Remarks.
	• Note that if you ask for post-processing of dynamical fields which are not spectral in the mode...
	• Note that if you wish to post-process upper air dynamical fields on height levels or hybrid lev...
	Namelist NAMFPC:
	The following variables of YOMFPC are in namelist NAMFPC: CFPDIR, CFPFMT, CFPDOM, CFP3DF, CFP2DF,...

	2.12.12 YOMFPD.
	Variables concerning the boundaries and the horizontal dimensions of each output subdomain. Varia...
	For all kinds of output (sub)domains:
	• NLAT: number of latitudes for each output (sub)domain (poles not included if a Gaussian grid is...
	• NLON: number of longitudes for each output (sub)domain; array of integers; corresponds to the v...
	• RLATN: northern latitude in degrees for each output (sub)domain; array of reals (DM-global).
	• RLATS: southern latitude in degrees for each output (sub)domain; array of reals (DM-global).
	• RLONW: western longitude in degrees for each output (sub)domain; array of reals (DM-global).
	• RLONE: eastern longitude in degrees for each output (sub)domain; array of reals (DM-global).
	• NFPSIZEG: number of points in each subdomain (DM-global).
	• NFPSIZEL: DM-local version of variable NFPSIZEG, its value is computed in SUFPG.
	• NFPGP: maximum number of output points (DM-global). This is the sum on all the subdomains of th...
	• NFPD1: first dimension of the array to be written on output file (DM-global). NFPD1 can be abov...
	These variables have many possible default values, according to the content of the namelist NAMFPC.
	ARPEGE default values (LELAM=.FALSE.) for NLAT, NLON, RLATN, RLATS, RLONW, RLONE:
	• if CFPFMT=’GAUSS’ or CFPFMT=’MODEL’, the default values are: NLAT=NDGL, NLON=NDLON, while the o...
	• if CFPFMT=’LALON’, there are many possible default values, according to the value of CFPDOM in ...

	Table 2.8
	HENORD
	60
	180
	89.25
	0.75
	0.
	358.
	HESUDC
	60
	180
	-0.75
	-89.25
	0.
	358.
	HESUDA
	30
	90
	-1.5
	-88.5
	0.
	356.
	ATLMED
	65
	129
	72.75
	24.75
	-84.
	44.
	EURATL
	103
	103
	71.25
	20.25
	-32.
	36.
	ZONCOT
	81
	81
	63.75
	33.75
	-20.
	20.
	FRANCE
	61
	61
	53.25
	38.25
	-8.
	12.
	GLOB15
	121
	240
	90.
	-90.
	0.
	358.5
	EURAT5
	105
	149
	72.
	20.
	-32.
	42.
	ATOUR10
	81
	166
	80.
	0.
	-100.
	65.
	EUROC25
	105
	129
	61.
	35.
	-15.
	17.
	GLOB25
	73
	144
	90.
	-90.
	0.
	357.5
	EURSUD
	41
	54
	48.25
	28.25
	-34./3.
	24.
	EUREST
	39
	73
	60.25
	41.25
	-56/3.
	88./3
	GRID25
	21
	41
	75.
	25.
	-50.
	50.
	MAROC
	158
	171
	42.90
	19.20
	-19.80
	5.85
	If CFPDOM(j) is uninitialised or unknown from FULL-POS, then the default values are all null, and...
	• If CFPFMT=’LELAM’, there are many possible default values, according to the value of CFPDOM in ...

	Table 2.9
	BELG
	72
	72
	53.6257625
	47.0055223
	359.727133
	10.8165438
	SLOV
	48
	48
	50.31862495
	41.48230800
	8.11809117
	19.87921810
	MARO
	160
	160
	43.03274783
	18.41928424
	-19.8912708
	9.83167877
	OPMA
	108
	108
	43.84932233
	17.32436063
	-20.7906551
	11.39205009
	LACE
	192
	216
	56.04274264
	33.07606553
	1.16026046
	41.19323585
	ROUM
	72
	72
	52.86547894
	35.28895004
	14.16917554
	39.71861793
	FRAN
	180
	180
	55.02332687
	36.20003128
	-9.18826294
	19.26073265
	ALADIN default values (LELAM=.FALSE.) for NLAT, NLON, RLATN, RLATS, RLONW, RLONE:
	They are not detailed here and computation is sometimes complicated, see routine SUFPD for more d...
	Additional variables required for a grid ALADIN:
	If you ask for a grid ALADIN (CFPFMT=’LELAM’), there are additionnal variables that you can specify:
	• NFPLUN: actual first row of longitude (DM-global).
	• NFPLUX: actual last row of longitude (DM-global).
	• NFPGUN: actual first row of latitude (DM-global).
	• NFPGUX: actual last row of latitude (DM-global).
	• NFPZONL: half the size of area I in abscissa x (DM-global).
	• NFPZONG: half the size of area I in ordinate y (DM-global).
	There are many possible default values, according to the value of CFPDOM in NAMFPC; for NFPLUX an...

	Table 2.10
	BELG
	1
	72; 61
	1
	72; 61
	8
	8
	SLOV
	1
	48; 37
	1
	48; 37
	8
	8
	MARO
	1
	160; 149
	1
	160; 149
	8
	8
	OPMA
	1
	108; 97
	1
	108; 97
	8
	8
	LACE
	1
	216; 205
	1
	192; 181
	8
	8
	ROUM
	1
	72; 61
	1
	72; 61
	8
	8
	FRAN
	1
	180; 169
	1
	180; 169
	8
	8
	For CFPFMT=’MODEL’,’GAUSS’ or ’LALON’ these variables are not useful, they have default values eq...
	Namelist NAMFPD:
	The following variables of YOMFPD are in namelist NAMFPD: NLAT, NLON, RLATN, RLATS, RLONW, RLONE,...

	2.12.13 YOMFPF.
	Variables defining the FULL-POS filter. Variables are initialised in setup routine setup/SUFPF. A...
	List of variables:
	• NFMAX : maximum truncation of the output subdomains (default value depends on configuration).
	• LFPFIL: .TRUE. if “THX" filter for derived fields is active (default value is .TRUE. in ARPEGE ...
	• RFPEPS: maximum relative distance between the asymptot and the filtering function outside the w...
	• NFPWID: width of the window where the filtering function is strongly decreasing; defined as a d...
	• RFPFIL: value of the filter for each zonal wavenumber and each subdomain.
	• RFPMAT: filtering matrixes.
	• LFPBEL: .TRUE. if “bell-shape" filter is active for other fields than geopotential, temperature...
	• RFPBEL: coefficient of the exponential function in the “bell-shape" filter for other fields tha...
	• LFPBEG: .TRUE. if “bell-shape" filter is active for geopotential.
	• RFPBEG: coefficient of the exponential function in the “bell-shape" filter for geopotential.
	• LFPBET: .TRUE. if “bell-shape" filter is active for temperature.
	• RFPBET: coefficient of the exponential function in the “bell-shape" filter for temperature.
	• LFPBEP: .TRUE. if “bell-shape" filter is active for mean sea level pressure.
	• RFPBEP: coefficient of the exponential function in the “bell-shape" filter for mean sea level p...
	• LFPBEH: .TRUE. if “bell-shape" filter is active for relative moisture.
	• RFPBEH: coefficient of the exponential function in the “bell-shape" filter for relative moisture.
	• LFPBED: .TRUE. if “bell-shape" filter is active for “derivatives".
	• RFPBED: coefficient of the exponential function in the “bell-shape" filter for “derivatives".
	• LFPBE : .TRUE. if any of LFPBE... is .TRUE. .
	The array below summarizes the existing “Bell-shaped" filters (default values are parenthesis):

	Table 2.11
	Derivatives
	ALADIN only
	LFPBED
	(.TRUE.)
	RFPBED
	(6.)
	Geopotential
	ARPEGE/IFS
	ALADIN
	LFPBEG
	(.TRUE.)
	(.TRUE.)
	RFPBEG
	(4.)
	(6.)
	Temperature
	ARPEGE/IFS
	ALADIN
	LFPBET
	(.TRUE.)
	(.TRUE.)
	RFPBET
	(4.)
	(6.)
	Mean sea level pressure
	ARPEGE/IFS
	ALADIN
	LFPBEH
	(.TRUE.)
	(.TRUE.)
	RFPBEP
	(4.)
	(6.)
	Relative humidity
	ARPEGE/IFS
	ALADIN
	LFPBEP
	(.TRUE.)
	(.TRUE.)
	RFPBEP
	(4.)
	(6.)
	All other non-derivatives
	ARPEGE/IFS
	ALADIN
	LFPBEL
	(.FALSE.)
	(.FALSE.)
	RFPBEL
	(4.)
	(6.)
	Variables LFPBED to LFPBEL are .FALSE. in the first part of a 927-type configuration LFPSPEC=.TRU...
	Furthermore, in ARPEGE/IFS, it is also possible to perform at the end an overtruncation of each p...
	Namelist NAMFPF:
	The following variables of YOMFPF are in namelist NAMFPF: NFMAX, LFPFIL, RFPEPS, NFPWID, LFPBEL, ...

	2.12.14 YOMFPG.
	Variables defining the characteristics of the (transformed) output geometry. Variables are initia...
	Variables concerning all kinds of output subdomains:
	• NFPMAX: truncation order (DM-global).
	• If CFPFMT=’GAUSS’, NFPMAX is the truncation corresponding to the output grid; default value is ...
	• If CFPFMT=’LELAM’, NFPMAX is the meridian truncation; default value satisfies to the identity 3...
	• If CFPFMT=’LALON’, NFPMAX is the truncation of the Gaussian grid which would have been defined ...
	• RFPLA: latitudes of the output points (DM-local).
	• RFPLA1: latitude of the first output point in a DM-global sense (DM-global).
	• RFPLANLAT1: latitude of the output point number NLAT(1) in a DM-global sense (DM-global).
	• RFPLO: longitudes of the output points (DM-local).
	• NFPRGPG: effective number of output points (DM-global).
	• NFPRGPL: DM-local effective number of output points for one processor (DM-local).
	• NFPRGPLX: maximum of the NFPRGPL of all the processors (DM-global).
	• LFPOSHOR: .TRUE. for actual horizontal post-processing (DM-global).
	Variables concerning Gaussian grid or ALADIN subdomain as output subdomain:
	• NFPLEV : number of levels; default is NFLEVG (DM-global).
	• FPMUCEN: sine of the latitude of the pole of interest (DM-global); default value is RMUCEN for ...
	• FPLOCEN: longitude of the pole of interest (DM-global); default value is RLOCEN for global outp...
	• FPVALH : A coefficients of vertical system (DM-global); default value is VAH.
	• FPVBH : B coefficients of vertical system (DM-global); default value is VBH.
	• FPVP00 : reference pressure (DM-global); default value is VP00.
	• RFPGM : mapping factor (DM-local).
	• RFPNORX: zonal component of rotation matrix for vector outputs (DM-local).
	• RFPNORY: meridian component of rotation matrix for vector outputs (DM-local).
	Variables concerning Gaussian grid as output subdomain:
	• NFPHTYP (DM-global):
	• 0: regular grid.
	• 1: number of points proportional to .
	• 2: number of points read on namelist NAMFPG.
	• default value is NHTYP if NLAT = NDGLG, zero in the other cases.
	• FPNLGINC: increment to get non-linear grid (DM-global); default value is 1.
	• NFPRGRI : number of active points on a parallel (DM-global); default value is NLOENG if NLAT = ...
	• NFPMEN : maximum zonal wave number for a given parallel (DM-global).
	• FPSTRET : stretching factor (DM-global); default value is RSTRET for global outputs, 1 for limi...
	• NFPTTYP (DM-global):
	• 1: no tilting; pole of high resolution at the northern pole of the real Earth.
	• 2: tilting; pole of high resolution at a different location than the northern pole of the real ...
	Default value is NSTTYP for global outputs, 1 for limited area outputs.
	• NFPQUAD : quadrature ( 1 : Gauss ; 2 : Lobatto); (DM-global); default value is NQUAD for global...
	• RFPMU : array containing the sines of the output Gaussian latitudes (DM-global).
	• LFPOLE : .TRUE. if points at the poles are required; default value is .TRUE if CFPFMT=’MODEL’ o...
	Variables concerning ALADIN grid as output subdomain:
	• FPBETA: angle of rotation in degrees (DM-global); default value is zero in ARPEGE/IFS, zero in ...
	• NMFPMAX: meridian truncation order (DM-global); default value satisfies to the identity 3* NFPM...
	• LFPMAP: .T./.F. if the domain is defined through its coordinates/wavelengths (DM-global).
	• FPLX: wavelength in longitude (DM-global); default is 5448300. in ARPEGE/IFS if CFPFMT=’LELAM’,...
	• FPLY: wavelength in latitude (DM-global); default is 5448300. in ARPEGE/IFS if CFPFMT=’LELAM’, ...
	• NFPROTEQ: parameter for rotation (DM-global).
	• 0: no rotation.
	• 1: the reference point of rotation (FIR,LAR) is rotated to equator, the north pole is on the ne...
	Default is 0 in ARPEGE/IFS, 0 in ALADIN if CFPFMT=’GAUSS’ and NROTEQ in ALADIN if CFPFMT=’MODEL’,...
	• FPLONR: LAR geographical longitude of reference point of rotation, in degrees (DM-global); defa...
	• FPLATR: FIR geographical latitude of reference point of rotation, in degrees (DM-global); defau...
	• FPLON0: LA0 geographical longitude of reference for the projection, in degrees (DM-global); def...
	• FPLAT0: FI0 geographical latitude of reference for the projection, in degrees (DM-global); defa...
	• FPRPK: K projection parameter and definition (DM-global); default value is -9. in ARPEGE/IFS ex...
	• NFPSOTRP: isotropy parameter under projection (DM-global); default value is 0. in ARPEGE/ IFS e...
	• NFPGIV0: choice of reference point for projection (DM-global); default value is zero in ARPEGE/...
	Variables concerning ALADIN or ’LALON’ grid as output subdomain:
	• RFPDX: grid size in meters along x if projection (ALADIN grid); longitude increment in radians ...
	• RFPDY: grid size in meters along y if projection (ALADIN grid); latitude increment in radians i...
	Namelist NAMFPG:
	The following variables of YOMFPG are in namelist NAMFPG: NFPMAX, NFPLEV, FPMUCEN, FPLOCEN, FPVAL...

	2.12.15 YOMFPIOS.
	Contains control variables for FULL-POS IO scheme. Variables are initialised in setup routine set...
	Writing to output files: variable NFPXFLD.
	To write post-processed fields on an output file, you first extract them from an array (or a work...
	Variables for auxiliary fields:
	• LIOFPR : switch for IO scheme (DM-global).
	• CIOFPR : pathname (DM-global).
	• NIOFPR : MIO package file reference (DM-global).
	• NBLIOFPR: buffer length for IO (DM-local).
	• NIOBFFPR: number of buffers for IO (DM-global).
	• NPCKFFPR: packing factor (DM-global).
	• NEXPBFPR: number of bits used for exponent when packing (DM-global).
	Variables for working fields:
	• LIOFPW : switch for IO scheme (DM-global).
	• CIOFPW : pathname (DM-global).
	• NIOFPW : MIO package file reference (DM-global).
	• NBLIOFPW: buffer length for IO (DM-local).
	• NIOBFFPW: number of buffers for IO (DM-global).
	• NPCKFFPW: packing factor (DM-global).
	• NEXPBFPW: number of bits used for exponent when packing (DM-global).
	Variables for dynamics fields:
	• LIOFPD : switch for IO scheme (DM-global).
	• CIOFPD : pathname (DM-global).
	• NIOFPD : MIO package file reference (DM-global).
	• NBLIOFPD: buffer length for IO (DM-local).
	• NIOBFFPD: number of buffers for IO (DM-global).
	• NPCKFFPD: packing factor (DM-global).
	• NEXPBFPD: number of bits used for exponent when packing (DM-global).
	Variables for physics fields:
	• LIOFPP : switch for IO scheme (DM-global).
	• CIOFPP : pathname (DM-global).
	• NIOFPP : MIO package file reference (DM-global).
	• NBLIOFPP: buffer length for IO (DM-local).
	• NIOBFFPP: number of buffers for IO (DM-global).
	• NPCKFFPP: packing factor (DM-global).
	• NEXPBFPP: number of bits used for exponent when packing (DM-global).
	Variables for fields from APACHE:
	• LIOFPA : switch for IO scheme (DM-global).
	• CIOFPA : pathname (DM-global).
	• NIOFPA : MIO package file reference (DM-global).
	• NBLIOFPA: buffer length for IO (DM-local).
	• NIOBFFPA: number of buffers for IO (DM-global).
	• NPCKFFPA: packing factor (DM-global).
	• NEXPBFPA: number of bits used for exponent when packing (DM-global).
	Additional remarks and some default values:
	For the horizontal post-processing, the data flows have been separated in 4 parts:
	• post-processed dynamical data.
	• post-processed physical and fluxes data.
	• weights for horizontal interpolations.
	• output geometry and climatology.
	• horizontally pre-processed dynamical data (for post-processing on height levels or hybrid levels).
	To spare memory space, each of these data flows can be controlled by a specific I/O scheme. By de...

	Table 2.12
	Post-processed
	dynamical fields
	LIOFPD
	(.FALSE.)
	CIOFPD
	(’miofpdyn’)
	NPCKFFPD
	(1)
	NEXPBFPD
	(6)
	Post-processed
	phys flds/fluxes
	LIOFPP
	(.FALSE.)
	CIOFPP
	(’miofpphy’)
	NPCKFFPP
	(1)
	NEXPBFPP
	(6)
	Weights
	LIOFPW
	(.FALSE.)
	CIOFPW
	(’miofpwork’)
	NPCKFFPW
	(1)
	NEXPBFPW
	(6)
	Output geometry,
	climatology
	LIOFPR
	(.FALSE.)
	CIOFPR
	(’miofpaux’)
	NPCKFFPR
	(1)
	NEXPBFPR
	(6)
	Pre-processed
	dynamical data
	LIOFPA
	(.FALSE.)
	CIOFPA
	(’miofpapa’)
	NPCKFFPA
	(1)
	NEXPBFPA
	(6)
	Namelist NAMFPIOS:
	The following variables of YOMFPIOS are in namelist NAMFPIOS: NFPXFLD, CIOFPR, CIOFPW, CIOFPD, CI...

	2.12.16 YOMFPOLE.
	Useless, has to be removed.

	2.12.17 YOMFPOP.
	Contains post-processing file-handling variables. Variables are initialised in setup routine setu...
	List of variables:
	• CFPFN: path file name for output files (DM-global).
	• CFPCA: names of output frames (DM-global).

	2.12.18 YOMFPSC2.
	Contains control variables for SCAN2MSM or SCAN2MDM FULL-POS rows. Variables are initialised in s...
	List of variables:
	• NFPLENR: number of active points in each post-processing row (DM-local).
	• NFPROMAG: working dimension for horizontal post-processing (DM-global if its value is specified...
	• NFPROMAL: working dimension for horizontal post-processing, DM-local version of NFPROMAG.
	• NFPBSR: number of sub-rows in each post-processing row (DM-local).
	• NFPTBSRL: total number of sub-rows in post-processing buffer (DM-local).
	Additional remarks about variables NFPROMAG and NFPROMAL:
	Variable NFPROMAG is very useful to find a compromise between the vectorization and the memory co...
	• The model data is split in packets of points of fixed size NPROMA; each model packet is treated...
	• Each output point (i.e. where post-processing is performed) is related to one model packet: the...
	• In order to use the I/O subroutines already available in ARPEGE/IFS, each post-processing packe...
	• Note that an empty post-processing packet is characterized by a number of sub-rows equal to zer...
	Searching for a compromise between vectorization and memory cost, the value of NFPROMAG can be an...
	• size of the smallest post-processing packet.
	• size of the biggest post-processing packet.
	• mean size of the post-processing packets.
	• standard deviation of the size of the post-processing packets.
	You can also know the memory you have lost in the post-processing arrays: just locate “TOTAL MEMO...
	Namelist NAMFPSC2:
	The following variable of YOMFPSC2 is in namelist NAMFPSC2: NFPROMAG.

	2.12.19 YOMFPSC2B.
	Contains control variables for SCAN2MSM or SCAN2MDM FULL-POS sub-rows. Variables are initialised ...
	List of variables:
	• NFPROF: number of active points in each post-processing sub-row (DM-local).
	• NFPINT: number of points to be computed through 12-points interpolations (NFPINT(1,.)) and thro...
	• NFPSORT: pointer of the interlaced post-processing points in the sorted array (DM-local).
	• NFPSTAP: sub-row start pointer for each row (DM-local).

	2.12.20 YOMFPSP.
	Contains FULL-POS spectral arrays. Variables are initialised after direct spectral transforms. Al...
	List of variables:
	• SPAFP: underived vertically post-processed fields.
	• SPBFP: derived vertically post-processed fields for all required subdomains.
	• SPDFP: derived vertically post-processed fields for one subdomain.

	2.12.21 YOMFPT0.
	Contains buffer FPTS0: Auxiliary surface grid point array for post-processing on height levels ab...

	2.12.22 YOMIOS.
	Some variables in YOMIOS (which does not contain only FULL-POS variables) can be useful for FULL-...
	• fitted post-processed fields.
	• unfitted post-processed fields.
	To spare memory space, the data flow of unfitted post-processed fields can be controlled by a spe...
	• CIOGAUX: work file name of unfitted vertically post-processed fields; default is ’miogaux’.
	• NPCKFGX: packing factor for I/O on vertically post-processed fields; default is 1.
	• NEXPBGX: number of bits used for exponent when packing I/O on vertically post-processed fields;...
	Other useful variables in YOMIOS and NAMIOS:
	• CIOFOU1: work file name for Fourier data.
	• NBLFOU : segment length for complex I/O on Fourier data.
	• CIOLPOL: work file name for Legendre polynomials.
	• CIOTMDT: work file name of grid-point fields at t-dt.
	• NPCKFT9: packing factor for I/O on grid-point fields at t-dt.
	• NEXPBT9: number of bits for exp. when packing grid-point fields at t-dt.
	• CIOGPUA: work file name of upper air grid-point fields.
	• NPCKFGU: packing factor for I/O on upper air grid-point fields.
	• NEXPBGU: number of bits for exp. when packing upper air grid-point fields.
	• CIOGPP : work file name of surface fields.
	• NPCKFGP: packing factor for I/O on surface fields.
	• NEXPBGP: number of bits for exp. when packing surface fields.
	• CIOCFU : work file name of cumulated fluxes.
	• NPCKFCF: packing factor for I/O on cumulated fluxes.
	• NEXPBCF: number of bits for exp. when packing cumulated fluxes.
	• CIOXFU : work file name of instantaneous fluxes.
	• NPCKFXF: packing factor for I/O on instantaneous fluxes.
	• NEXPBXF: number of bits for exp. when packing instantaneous fluxes.
	• CIOSPEC: work file name of saved spectral data.
	• CIOSUA : work file name of saved upper air grid-point data.
	• CIOSSU : work file name of saved surface data.
	• CIOSCF : work file name of saved cumulated fluxes data.
	• CIOSXF : work file name of saved instantaneous fluxes data.
	Default value of a variable of the type CIONAME (for ex. CIOGPP) is ’mioname’ (for ex. ’miogpp’)....

	2.12.23 YOMMP.
	Variables specific to the distributed memory environment. Some of these variables can be used als...
	Variables describing distributed memory parallelization:
	• MYPOS(1): own position in x-direction (DM-global).
	• MYPOS(2): own position in y-direction (DM-global).
	• MYPROC: own processor, quasi 1D position in torus (DM-local).
	• MYSETA: own processor set A (set A DM-local, set B DM-global).
	• MYSETB: own processor set B (set A DM-global, set B DM-local).
	• MYPID: own process identifier (DM-local).
	• MYFATHER: father process (DM-local).
	• NSONS: number of son processes (DM-local).
	• NPHASE: number of phases in the recursive transposition (DM-global). Default value is 1.
	• NLAGA: lagging factor for tranpositions in A-direction (DM-global). Default value is 0.
	• NLAGB: lagging factor for tranpositions in B-direction (DM-global). Default value is 0.
	• NSLPAD: number of pad words initialised to a huge number at either of side of the interpolation...
	• LSPLITIN: input data provided in sequential files if .TRUE. or in directories if .FALSE. (DM- g...
	• LSPLITOUT: output data provided in sequential files if .TRUE. or in directories if .FALSE. (DM-...
	• NSTRIN: number of processors required to perform input processing (DM-global). Default value is 1.
	• NSTROUT: number of processors required to perform output processing (DM-global). Default value ...
	• NFLDIN: number of input fields to be buffered during distribution (DM-global). Default value is 0.
	• NFLDOUT: number of output fields to be buffered during gathering (DM-global). Default value is 0.
	• NPRCIDS: array containing the process identificators (DM-local).
	• LAPPLE: defines apple or orange grid point decomposition (DM-global). Default value is .FALSE. .
	• LSPLIT: .TRUE./.FALSE.: latitudes are shared/not shared between sets (DM-global). Default value...
	• LSLSYNC: .TRUE. if communication between processors for interpolation buffers reads/writes in s...
	Variables describing the partitioning of data:
	• NDWIDE: width of interpolation buffer halo region (DM-global). Default value is 32.
	• NPROCM: gives process which is responsible for the zonal wave number m (DM-global).
	• NUMPROCGP: gives processor which is responsible for model grid point (DM-global).
	• NUMPROCFP: gives processor which is responsible for FULL-POS horizontal interpolation point jfp...
	• NUMPP: tells for how many wave numbers the processes are responsible for the truncation NSMAX (...
	• NALLMS: global wave numbers for all processes (DM-global).
	• NPTRMS: pointer to first wave number of given process in NALLMS (DM-global).
	• NLATLS: first latitude for which current process calculates Legendre polynomials (DM-global).
	• NLATLE: last latitude for which current process calculates Legendre polynomials (DM-global).
	• NPROCL: gives process which is responsible for latitude in grid-point space (DM-global).
	• NPROCLF: gives process which is responsible for latitude in Fourier space (DM-global).
	• NULTPP: number of latitudes in given process in grid-point space (DM-global).
	• NULTPPF: number of latitudes in given process in Fourier space (DM-global).
	• MYLATS: latitude numbers mapped to current process in grid-point space (DM-global).
	• NPTRLS: pointer to first global latitude of given process in grid-point space (DM-global).
	• NPTRLSF: pointer to first global latitude of given process in Fourier space (DM-global).
	• NFRSTLAT: first latitude of each set in grid-point space (DM-global).
	• NFRSTLATF: first latitude of each set in Fourier space (DM-global).
	• NFRSTLOFF: offset for first lat of own set in grid-point space (DM-local).
	• NFRSTLOFFF: offset for first lat of own set in Fourier space (DM-local).
	• NLSTLAT: last latitude of each set in grid-point space (DM-global).
	• NLSTLATF: last latitude of each set in Fourier space (DM-global).
	• NPTRFRSTLAT: pointer to first latitude in grid-point space (DM-global).
	• NPTRFRSTLATF: pointer to first latitude in Fourier space (DM-global).
	• NPTRLSTLAT: pointer to last latitude in grid-point space (DM-global).
	• NPTRLSTLATF: pointer to last latitude in Fourier space (DM-global).
	• NPTRFLOFF: offset for pointer to first latitude of own set in grid-point space (DM-local).
	• NPTRFLOFFF: offset for pointer to first latitude of own set in Fourier space (DM-local).
	• NPTRLAT: pointer to start of latitude in grid-point space (DM-global).
	• NPTRLATF: pointer to start of latitude in Fourier space (DM-global).
	• LSPLITLAT: .TRUE. if latitude is split over two A sets (DM-global).
	• MYFRSTACTLAT: first actual latitude of each processor in grid-point space (DM-global).
	• MYLSTACTLAT: last actual latitude of each processor in grid-point space (DM-global).
	• MYSENDA: processors to which current processor will send messages during the (recursive) A- tra...
	• MYRECVA: processors from which current processor will receive messages during the (recursive) A...
	• MYSENDB: processors to which current processor will send messages during the (recursive) B- tra...
	• MYRECVB: processors from which current processor will receive messages during the (recursive) B...
	• MYSENDSETA: process-set to which current processor will send messages during the (recursive) A-...
	• MYRECVSETA: process-set to which current processor will receive messages during the (recursive)...
	• MYSENDSETB: process-set to which current processor will send messages during the (recursive) B-...
	• MYRECVSETB: process-set to which current processor will receive messages during the (recursive)...
	• MYSENDG: processors to which current processor will send messages during global communication (...
	• MYRECVG: processors from which current processor will receive messages during global communicat...
	• MYMSGS: identification of the origin of the messages during recursive transposition (DM-local).
	• NPTRSV: pointer to first spectral wave column on given process for NSMAX arrays (DM-global).
	• NPTRSVV: as NPTRSV but for full m-columns (DM-global).
	• NPTRMF: distribution of m-columns among B sets used for semi-implicit calculations on this proc...
	• NSPSTAF: pointer to where each m-column starts; used for semi-implicit (full m-columns case, se...
	• NUMLL: distribution of levels on B-processor set (DM-global).
	• NPTRLL: pointer to first level on this B-processor set (set A DM-global, set B DM-local).
	• NPSP: equals 1 if pressure is handled by this B-processor set (set A DM-global, set B DM-local).
	• NPSURF: equals 1 if surface pressure is handled by this B-processor set (set A DM-global, set B...
	• NBSETLEV: on which B-set do the level belongs (set A DM-global, set B DM-local).
	• NBSETSP: min(NFLEVG+1,NPROCB) (set A DM-global, set B DM-local).
	• MYLEVS: level numbers mapped to current process (set A DM-global, set B DM-local).
	• NVMODIST: normal modes mapped to the different B-sets (set A DM-global, set B DM-local).
	• NSPEC2V: number of spectral columns computed by this process for NSMAX arrays (DM-local).
	• NSPEC2VF: number of spectral columns computed by this process if complete columns are required ...
	• NSTA: start position of grid columns on latitudes (set A DM-global, set B DM-local).
	• NONL: number of grid columns on latitudes (set A DM-global, set B DM-local).
	• NGPSET: number of grid points of this processor in grid point space which also belong to it in ...
	• NAPLAT: number of apple latitudes at the poles (DM-global). Default value is 0.
	• NGPTRSEND: defines grid columns to be sent to each B-set during TRGTOL (DM-local).
	• NGPTRRECV: defines B-sets to receive from grid columns during TRGTOL (DM-local).
	SUFPCSET and SUFPRSET variables (based on NFPWIDE) used for FULL-POS interpolations:
	• NAFPB1: local inner dimension of interpolation buffer used for FULL-POS interpolations (DM- loc...
	• NFPSTA: interpolation buffer start position of grid columns on latitudes (set A DM-global, set ...
	• NFPONL: interpolation buffer number of grid column on latitudes (set A DM-global, set B DM- loc...
	• NFPOFF: interpolation buffer offset to start of each row in FPBUF1 and FPBUF2 (set A DM- global...
	• NFPEXT: interpolation buffer extend latitudes over poles support (set A DM-global, set B DM- lo...
	• NFPSTLAT: latitudinal position in the interpolation buffer during the data sending (DM-local).
	• NFPSTLON: longitudinal position in the interpolation buffer during the data sending (DM-local).
	• NFPRSTLAT: latitudinal position in the interpolation buffer during the data reception (DM-local).
	• NFPRSTLON: longitudinal position in the interpolation buffer during the data reception (DM- loc...
	• NFPSENDNUM: length of the sent interpolation buffer (DM-local).
	• NFPRECVNUM: length of the received interpolation buffer (DM-local).
	• NFPCORE: offsets to core region points in interpolation buffer (set A DM-global, set B DM- local).
	Some other variables:
	• NCOMBFLEN: size of communication buffer. This is the maximum per processor buffer space (in wor...
	• LBIDIR: .TRUE. if bi-directional transpositions are preferred (DM-global). Only implemented in ...
	• LSNDS: logical indicating whether to send (resp. receive) data to southern set in TRLTOG (resp....
	• LSNDN: logical indicating whether to send (resp. receive) data to northern set in TRLTOG (resp....
	• LRCVS: logical indicating whether to receive (resp. send) data from southern set in TRLTOG (res...
	• LRCVN: logical indicating whether to receive (resp. send) data from northern set in TRLTOG (res...
	• NSNDS: number of messages to send (resp. receive) to southern set in TRLTOG (resp. TRGTOL) (DM-...
	• NSNDN: number of messages to send (resp. receive) to northern set in TRLTOG (resp. TRGTOL) (DM-...
	• Other distributed memory environment variables which are currently in another place, and for wh...
	• NUMP (in YOMDIM): number of spectral waves handled by this processor (DM-local). NUMP=NSMAX+1 f...
	• NUMCP (in YOMDIM): same as NUMP, but related to NCMAX (DM-local). NUMCP=NCMAX+1 for shared memory.
	• NUMTP (in YOMDIM): same as NUMP, but related to NTMAX (DM-local). NUMTP=NTMAX+1 for shared memory.
	• MYMS (in YOMLAP): actual wave numbers handled by each processor (DM-global).
	Namelist NAMPAR1:
	Initialize variables that control layout of distribution. The following variables of YOMMP are in...

	2.12.24 YOMMPG.
	Variables specific to the distributed memory environment. DM-global variables mainly used to hand...
	• NPOSSP: defines partitioning of global spectral fields among processors (DM-global).
	• NPOSCP: as NPOSSP for NCMAX arrays (DM-global).
	• NPOSTP: as NPOSSP for NTMAX arrays (DM-global).
	• NDIM0G: defines partitioning of global spectral fields among processors (DM-global).

	2.12.25 YOMOP.
	Some variables in YOMOP (which does not contain only FULL-POS variables) and namelist NAMOPH can ...
	• LINC: .T. to get time stamp in hours rather than in time steps (default value is .FALSE.). DM- ...

	2.12.26 YOMPFPB.
	Contains buffer for fully post-processed physical fields. Variables are initialised in setup rout...
	List of variables:
	• NLENPFPBL: length of buffer (DM-local).
	• GPFPBUF : buffer (DM-local).
	• NSTAPFPB : start adresses for post-processed packets of points within buffer (DM-local).

	2.12.27 YOMRFPB.
	Contains buffer of auxiliary fields (geometry, climatology) for horizontal post-processing. Varia...
	List of variables:
	• NLENRFPBL: length of buffer (DM-local).
	• RFPBUF : buffer containing output climatology and geometry (DM-local).
	• NSTARFPB : start adresses for post-processed packets of points within buffer (DM-local).

	2.12.28 YOMRFPDS.
	Description of auxiliary fields for horizontal post-processing. Variables are initialised in setu...
	Field pointers:
	• MFPGMO : for output mapping factor.
	• MFPGNXO: for output x-component of rotation matrix.
	• MFPGNYO: for output y-component of rotation matrix.
	• MFPLSMO: for output land-sea mask.
	• MFPFISO: for output surface geopotential.
	• MFPFISI: for interpolated input surface geopotential.
	• MFPCSTO: for output climatological surface temperature.
	• MFPCSWO: for output climatological relative surface moisture.
	• MFPSDO : for output climatological snow cover.
	• MFPRSTO: for output relaxation deep soil temperature.
	• MFPRSWO: for output relaxation deep soil moisture.
	• MFPDSTO: for output climatological deep soil temperature.
	• MFPDSWO: for output climatological relative deep soil moisture.
	• MFPALBO: for output albedo.
	• MFPEMIO: for output emissivity.
	• MFPDEVO: for output (standard deviation).
	• MFPVEGO: for output vegetation.
	• MFPGZ0O: for output .
	• MFPANIO: for output anisotropy.
	• MFPDIRO: for output direction.
	Other variables:
	• NFPVSO: number of climatological fields.
	• CFPVSO: ARPEGE field names of the climatological fields.
	• NRFPOS: total number of fields in RFPBUF.

	2.12.29 YOMSC2.
	Contains parameters used to control vectorisation and memory space. Some of these parameters are ...
	• NSLBCT: packet control array for SCAN2MSM or SCAN2MDM (DM-local). Packets are NPROMA-packets fo...
	• NSLBCT(1,.): start row of packet.
	• NSLBCT(2,.): end row of packet.
	• NSLBCT(3,.): 1 if non-lagged grid-point computations on packet, 0 if not.
	• NSLBCT(4,.): 1 if lagged grid-point computations on packet, 0 if not.
	• NSLBCT(5,.): usage of SLBUF1 for packet (semi-Lagrangian scheme).
	• NSLBCT(6,.): usage of SLBUF2 for packet (semi-Lagrangian and Eulerian schemes).
	• NSLBCT(7,.): usage of FPBUF1 for packet (FULL-POS interpolations for fields other than surface ...
	• NSLBCT(8,.): usage of FPBUF2 for packet (FULL-POS interpolations for surface physics).
	• NSLBCT(5,.) to NSLBCT(8,.) are useless for distributed memory. For distributed memory NSLBCT(1,...
	• NSLBR: number of packets of rows (DM-local). Packets are NPROMA-packets for shared memory, NGPT...
	• NLOCKFP1: multitasking lock for interpolation buffer FPBUF1 used in FULL-POS. Useless for distr...
	• NLOCKFP2: multitasking lock for interpolation buffer FPBUF2 used in FULL-POS. Useless for distr...
	• NLOCKOBL: multitasking lock for COBSLAGAD and COBSLAG. Useless for distributed memory.
	• NFPB1EV: event for interpolation buffer FPBUF1 used in FULL-POS. Useless for distributed memory.
	• NFPB2EV: event for interpolation buffer FPBUF2 used in FULL-POS. Useless for distributed memory.
	• NWEVFP1: number of tasks waiting for interpolation buffer FPBUF1 event used in FULL-POS. Useles...
	• NWEVFP2: number of tasks waiting for interpolation buffer FPBUF2 event used in FULL-POS. Useles...
	• NSLWIDE: number of rows the model lagged part runs behind (DM-global).
	• NFPWIDE: number of rows the FULL-POS lagged part runs behind (DM-global).
	• NFPB1:
	• for shared memory: number of buffers (last dimension) for interpolation buffer FPBUF1 used in F...
	• for distributed memory: used to dimension an interpolation buffer but only in the non lagged pa...
	• NFPB2:
	• for shared memory: number of buffers (last dimension) for interpolation buffer FPBUF2 used in F...
	• for distributed memory: used to dimension an interpolation buffer but only in the non lagged pa...
	• NSTABUF: start address for each row in grid-point buffers (DM-local).
	• NLATPBF: packet pointer for each row in interpolation buffers (DM-local).
	• NDIST: start address for each row in grid-point calculations (DM-local).
	• NDIEND: end address for each row in grid-point calculations (DM-local).
	• NCIST: start address for each row of grid-point field in buffer (DM-local).
	• NCIEND: end address for each row of grid-point field in buffer (DM-local).
	• NBFPFP1 (resp. NBFPFP2):
	• elements (1,.): pointer to packet contained in each buffer (FPBUF1, resp. FPBUF2).
	• elements (2,.): remaining users of buffer (FPBUF1, resp. FPBUF2).
	DM-global variables.
	• NSC2EVH: event for each row indicating non-lagged part complete for FULL-POS. Useless for distr...

	2.12.30 YOMVFP.
	Contains switches to use FULL-POS in an incremental variational application. Variables are initia...
	List of variables:
	• LARCHFP: .T. => FULL-POS will be used for communication between the high and low resolution run...
	• LREFFP : .T. => the reference field is post-processed at high resolution. Default is .F.
	• LRFTLFP: .T. => the reference field is post-processed at low resolution. Default is .F.
	• LANAFP : .T. => the final (analysis) field is post-processed. Default is .F.
	Namelist NAMVFP:
	The following variable of YOMVFP is in namelist NAMVFP: LARCHFP.

	2.12.31 YOMVPOS.
	Contains control variables for vertical post-processing. Variables are initialised in setup routi...
	Control variables for post-processing of 3D variables.
	• LFIT3 : .T./.F. if 3D post-processed fields are fitted/not fitted.
	• Scalar variables NADD...: address in array GT1.
	• NADDWIND : address of wind.
	• NADDPSI : address of potential velocity.
	• NADDDIV : address of divergence.
	• NADDVOR : address of relative vorticity.
	• NADDABS : address of absolute vorticity.
	• NXFPLEV : number of post-processing levels.
	• XFPLEV : values of post-processing levels. Array dimensioned to NXFPLEV .
	• Scalar variables NLEV...: number of post-processing (pp) levels for different variables.
	• NLEVGEOP : number of pp levels for geopotential.
	• NLEVTEMP : number of pp levels for temperature.
	• NLEVUMOM : number of pp levels for U-wind component.
	• NLEVVMOM : number of pp levels for V-wind component.
	• NLEVSHUM : number of pp levels for specific humidity.
	• NLEVRHUM : number of pp levels for relative humidity.
	• NLEVVVEL : number of pp levels for vertical velocity.
	• NLEVLWAT : number of pp levels for liquid water.
	• NLEVSNOW : number of pp levels for solid water.
	• NLEVCLFR : number of pp levels for cloud fraction.
	• NLEVSCVA : number of pp levels for passive scalars.
	• NLEVDIVE : number of pp levels for divergence.
	• NLEVVORT : number of pp levels for relative vorticity.
	• NLEVPSI : number of pp levels for velocity potential.
	• NLEVKHI : number of pp levels for stream function.
	• NLEVTETA : number of pp levels for potential temperature.
	• NLEVTHPW : number of pp levels for .
	• NLEVWIND : number of pp levels for wind velocity.
	• NLEVEPTH : number of pp levels for equivalent potential temperature.
	• NLEVABSV : number of pp levels for absolute vorticity.
	• NLEVSTDF : number of pp levels for stretching deformation.
	• NLEVSHDF : number of pp levels for shearing deformation.
	• NLEVPOTV : number of pp levels for potential vorticity.
	• NLEVWEPV : number of pp levels for wet potential vorticity.
	• NLEVPRES : number of pp levels for pressure.
	• NLEVUA01 to NLEVUA16 : number of pp levels for upper air fields nr 01 to 16.
	• Arrays NLVP... (dimensioned with NFPXLEV): level pointers for different variables.
	• NLVPGEOP : level pointers for geopotential.
	• NLVPTEMP : level pointers for temperature.
	• NLVPUMOM : level pointers for U-wind component.
	• NLVPVMOM : level pointers for V-wind component.
	• NLVPSHUM : level pointers for specific humidity.
	• NLVPRHUM : level pointers for relative humidity.
	• NLVPVVEL : level pointers for vertical velocity.
	• NLVPLWAT : level pointers for liquid water.
	• NLVPSNOW : level pointers for solid water.
	• NLVPCLFR : level pointers for cloud fraction.
	• NLVPSCVA : level pointers for passive scalars.
	• NLVPDIVE : level pointers for divergence.
	• NLVPVORT : level pointers for relative vorticity.
	• NLVPPSI : level pointers for velocity potential.
	• NLVPKHI : level pointers for stream function.
	• NLVPTETA : level pointers for potential temperature.
	• NLVPTHPW : level pointers for .
	• NLVPWIND : level pointers for wind velocity.
	• NLVPEPTH : level pointers for equivalent potential temperature.
	• NLVPABSV : level pointers for absolute vorticity.
	• NLVPSTDF : level pointers for stretching deformation.
	• NLVPSHDF : level pointers for shearing deformation.
	• NLVPPOTV : level pointers for potential vorticity.
	• NLVPWEPV : level pointers for wet potential vorticity.
	• NLVPPRES : level pointers for pressure.
	• NLVPUA01 to NLVPUA16 : level pointers for upper air fields nr 01 to 16.
	• Arrays NSDO... (dimensioned with NFPXLEV): number of subdomains for each level of different var...
	• NSDOGEOP : number of subdomains for each level of geopotential.
	• NSDOTEMP : number of subdomains for each level of temperature.
	• NSDOUMOM : number of subdomains for each level of U-wind component.
	• NSDOVMOM : number of subdomains for each level of V-wind component.
	• NSDOSHUM : number of subdomains for each level of specific humidity.
	• NSDORHUM : number of subdomains for each level of relative humidity.
	• NSDOVVEL : number of subdomains for each level of vertical velocity.
	• NSDOLWAT : number of subdomains for each level of liquid water.
	• NSDOSNOW : number of subdomains for each level of solid water.
	• NSDOCLFR : number of subdomains for each level of cloud fraction.
	• NSDOSCVA : number of subdomains for each level of passive scalars.
	• NSDODIVE : number of subdomains for each level of divergence.
	• NSDOVORT : number of subdomains for each level of relative vorticity.
	• NSDOPSI : number of subdomains for each level of velocity potential.
	• NSDOKHI : number of subdomains for each level of stream function.
	• NSDOTETA : number of subdomains for each level of potential temperature.
	• NSDOTHPW : number of subdomains for each level of .
	• NSDOWIND : number of subdomains for each level of wind velocity.
	• NSDOEPTH : number of subdomains for each level of equivalent potential temperature.
	• NSDOABSV : number of subdomains for each level of absolute vorticity.
	• NSDOSTDF : number of subdomains for each level of stretching deformation.
	• NSDOSHDF : number of subdomains for each level of shearing deformation.
	• NSDOPOTV : number of subdomains for each level of potential vorticity.
	• NSDOWEPV : number of subdomains for each level of wet potential vorticity.
	• NSDOPRES : number of subdomains for each level of pressure.
	• NSDOUA01 to NSDOUA16 : number of subdomains for each level of upper air fields nr 01 to 16.
	• Arrays NSDP... (dimensioned with (NFPDOM,NFPXLEV)): subdomains pointers for different variables.
	• NSDPGEOP : subdomains pointers for geopotential.
	• NSDPTEMP : subdomains pointers for temperature.
	• NSDPUMOM : subdomains pointers for U-wind component.
	• NSDPVMOM : subdomains pointers for V-wind component.
	• NSDPSHUM : subdomains pointers for specific humidity.
	• NSDPRHUM : subdomains pointers for relative humidity.
	• NSDPVVEL : subdomains pointers for vertical velocity.
	• NSDPLWAT : subdomains pointers for liquid water.
	• NSDPSNOW : subdomains pointers for solid water.
	• NSDPCLFR : subdomains pointers for cloud fraction.
	• NSDPSCVA : subdomains pointers for passive scalars.
	• NSDPDIVE : subdomains pointers for divergence.
	• NSDPVORT : subdomains pointers for relative vorticity.
	• NSDPPSI : subdomains pointers for velocity potential.
	• NSDPKHI : subdomains pointers for stream function.
	• NSDPTETA : subdomains pointers for potential temperature.
	• NSDPTHPW : subdomains pointers for .
	• NSDPWIND : subdomains pointers for wind velocity.
	• NSDPEPTH : subdomains pointers for equivalent potential temperature.
	• NSDPABSV : subdomains pointers for absolute vorticity.
	• NSDPSTDF : subdomains pointers for stretching deformation.
	• NSDPSHDF : subdomains pointers for shearing deformation.
	• NSDPPOTV : subdomains pointers for potential vorticity.
	• NSDPWEPV : subdomains pointers for wet potential vorticity.
	• NSDPPRES : subdomains pointers for pressure.
	• NSDPUA01 to NSDPUA16 : subdomains pointers for upper air fields nr 01 to 16.
	Control variables for post-processing of 2D variables.
	• LFIT2 : .T./.F. if 2D post-processed fields are fitted/not fitted.
	• Logical variables LFP(XXX): .T./.F. if post-processing/no post-processing (pp/no pp) of variabl...
	• LFPMSLP : .T./.F. if pp/no pp of mean sea level pressure.
	• LFPSP : .T./.F. if pp/no pp of surface pressure.
	• LFPORO : .T./.F. if pp/no pp of orography in the model.
	• LFPGM : .T./.F. if pp/no pp of mapping factor (grid-point only).
	• LFPFOL : .T./.F. if pp/np pp of tropopause folding indicator (grid-point only).
	• LFPSU1 : .T./.F. if pp/no pp of surface field nr 1.
	• LFPSU2 : .T./.F. if pp/no pp of surface field nr 2.
	• LFPSU3 : .T./.F. if pp/no pp of surface field nr 3.
	• LFPSU4 : .T./.F. if pp/no pp of surface field nr 4.
	• LFPSU5 : .T./.F. if pp/no pp of surface field nr 5.
	• Scalars NSDO...: number of subdomains for different variables.
	• NSDOMSLP : number of subdomains for mean sea level pressure.
	• NSDOSP : number of subdomains for surface pressure.
	• NSDOORO : number of subdomains for orography in the model.
	• NSDOGM : number of subdomains for mapping factor.
	• NSDOFOL : number of subdomains for tropopause folding indicator.
	• NSDOSU1 : number of subdomains for surface field nr 1.
	• NSDOSU2 : number of subdomains for surface field nr 2.
	• NSDOSU3 : number of subdomains for surface field nr 3.
	• NSDOSU4 : number of subdomains for surface field nr 4.
	• NSDOSU5 : number of subdomains for surface field nr 5.
	• Arrays NSDP... (dimensioned with NFPDOM): subdomain pointers for different variables.
	• NSDPMSLP : subdomain pointers for mean sea level pressure.
	• NSDPSP : subdomain pointers for surface pressure.
	• NSDPORO : subdomain pointers for orography in the model.
	• NSDPGM : subdomain pointers for mapping factor.
	• NSDPFOL : subdomain pointers for tropopause folding indicator.
	• NSDPSU1 : subdomain pointers for surface field nr 1.
	• NSDPSU2 : subdomain pointers for surface field nr 2.
	• NSDPSU3 : subdomain pointers for surface field nr 3.
	• NSDPSU4 : subdomain pointers for surface field nr 4.
	• NSDPSU5 : subdomain pointers for surface field nr 5.

	2.12.32 YOMWFPB.
	Contains buffer of working fields (indices, weights) for horizontal post-processing. Variables ar...
	List of variables:
	• NLENWFPBL: length of buffer (DM-local).
	• WFPBUF : buffer containing working fields for horizontal interpolations (size of the box, indic...
	• NSTAWFPB : start adresses for post-processed packets of points within buffer (DM-local).

	2.12.33 YOMWFPDS.
	Description of working fields for horizontal post-processing. Variables are initialised in setup ...
	Field pointers:
	• MBOX : for the size of the box.
	• MILA : pointer for the array containing the nearest northern latitude (lat 1 of figure 5.2).
	• MILON : pointer for the array containing the longitude index of the point A1 of figure 5.2 .
	• MILOS : pointer for the array containing the longitude index of the point A2 of figure 5.2 .
	• MILONN: pointer for the array containing the longitude index of the point A0 of figure 5.2 .
	• MILOSS: pointer for the array containing the longitude index of the point A3 of figure 5.2 .
	• MWSTD : for the first weight without land-sea mask.
	• MWLSM : for the first weight with land-sea mask for scalars.
	Other variables:
	• NWFPOS: total number of fields in WFPBUF.

	2.12.34 Additional namelists, containing local variables.
	These namelists are NAMFPPHY (read in routine setup/SUFPPHY), NAMFPDY2, NAMFPDYP, NAMFPDYH, NAMFP...
	In ordinary case, at each post-processing time step, all the fields that are written in the namel...
	Namelist NAMFPPHY:
	Namelist NAMFPPHY is for physical fields and fluxes; it contains the following DM-global parameters:
	• CLPHY: names of selected physical fields; array of 16 characters.
	• CLDPHY: names of selected subdomains, separated by “:", for each selected physical field; chara...
	• CLCFU: names of selected cumulated fluxes fields; array of 16 characters.
	• CLDCFU: names of selected subdomains, separated by “:", for each selected cumulated flux; chara...
	• CLXFU: names of selected instantaneous fluxes fields; array of 16 characters.
	• CLDXFU: names of selected subdomains, separated by “:", for each selected instantaneous flux; c...
	Namelist NAMFPDY2:
	Namelist NAMFPDY2 is for 2D dynamical fields; it contains the following DM-global parameters:
	• CL2DF: names of selected fields; array of 16 characters.
	• CLD2DF: names of selected subdomains, separated by “:", for each selected field; characters arr...
	Namelists NAMFPDYP, NAMFPDYH, NAMFPDYV, NAMFPDYT and NAMFPDYS:
	These namelists are for fields post-processed respectively on pressure levels, height levels, pot...
	• CL3DF: names of selected fields; array of 16 characters.
	• IL3DF: list of selected indexes of post-processing levels, for each selected field; integer arr...
	• CLD3DF: names of selected subdomains, separated by “:", for each selected level and each select...
	Note that all the fields or levels or domains written in a selection file should be included in t...

	2.12.35 Pointer variables to be known:
	Pointer PTRFP4.
	Contains pointers for FULL-POS on one-level-type dynamical fields. All variables are DM-global. V...
	Horizontally post-processed dynamical array:
	• NFLDFPD: field pointer. Array of dimension NFPDYNB.
	• RLEVFPD: level value. Array of dimension NFPDYNB.
	• NBITFPD: number of bits when writing output file. Array of dimension NFPDYNB.
	• NDOMFPD: number of subdomains for each field. Array of dimension NFPDYNB.
	• NINDFPD: indexes of subdomains for each field. Array of dimension (NFPDOM,NFPDYNB).
	Physics and fluxes:
	• NFLDFPP: field pointer. Array of dimension NFPPHYB.
	• FPARITP: parity array (+1 for scalar; -1 for vector). Array of dimension NFPPHYB.
	• NITMFPP: land-sea mask array for interpolation (0 if without; 1 if with). Array of dimension NF...
	• NBITFPP: number of bits when writing output file. Array of dimension NFPPHYB.
	• NDOMFPP: number of subdomains for each field. Array of dimension NFPPHYB.
	• NINDFPP: indexes of subdomains for each field. Array of dimension (NFPDOM,NFPPHYB).
	Spectral arrays:
	• NFLDAFP: field pointers in SPAFP. Array of dimension NFPSPA.
	• NFLDDFP: field pointers in SPDFP. Array of dimension NFPSPD.
	• RLEVAFP: level values in SPAFP. Array of dimension NFPSPA.
	• RLEVDFP: level values in SPDFP. Array of dimension NFPSPD.
	Grid point array:
	• NFLDFPX: field pointers in GAUXBUF. Array of dimension NFPAUXB.
	• RLEVFPX: level values in GAUXBUF. Array of dimension NFPAUXB.
	• NBITFPX: number of bit when writing out GAUXBUF. Array of dimension NFPAUXB.
	Other variables:
	• NC3FP: field pointers. Array of dimension NFP3DF.
	• X3FP : level values per field. Array of dimension (NFPXLEV,NFP3DF).
	• NI3FP: subdomain index for each level of each field. Array of dimension (NFPDOM,NFPXLEV,NFP3DF).
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	3.1 Introduction
	In order to achieve efficient execution on computers with multiple processors and distributed mem...
	Given a strong desire to protect the scientific code from details of the parallel implementation,...
	In each of the algorithmic stages the source code is similar on each processor but the data are d...
	For the purpose of further description of the parallel strategy, the algorithmic steps are referr...
	1) grid-point computations
	2) Fourier transforms
	3) Legendre transforms
	4) spectral computations

	3.2 The parallel environment
	The forecast model (IFS configuration 1) is capable of executing in three modes, each suitable fo...
	1) serial, requiring no message passing whatsoever (LMESSP = FALSE)
	2) distributed memory parallel, requiring the existence of a (suitable) message passing library (...
	3) shared memory parallel, requiring a shared memory ‘macrotasking’ interface such as that provid...
	The parallel environment is initialized in SU0DMINIT by calling MPE_INIT.
	Array NPRCIDS defines process identifiers in the range 1–NPROC for the complete parallel environm...

	3.3 Data independence
	The achievable parallelism within the IFS differs for each algorithmic step and depends primarily...
	3.3.1 Grid point computations
	With the exception of the semi-Lagrangian advection and mixed fine/coarse grained radiation calcu...
	The semi-Lagrangian advection requires access to data from columns in the upwind direction in ord...
	The coarse-grained radiation calculations are performed on a grid that is finer near the poles th...

	3.3.2 Fourier transform.
	For the fast Fourier transforms (FFT), the Fourier coefficients are fully determined for each fie...

	3.3.3 Legendre transform
	In the Legendre transforms, the zonal wave numbers, m, are dependent in the north–south direction...

	3.3.4 Spectral computations.
	Computations in spectral space have different data dependencies in various phases. The horizontal...


	3.4 Data structures
	There are several data structures utilized within the various computational phases of the IFS. Mo...
	3.4.1 Grid-point data
	The fundamental data organization in grid space stores points so that, for a given field, neighbo...

	3.4.2 Grid-point blocking.
	A solution to this performance problem is to introduce a ‘blocking’ mechanism whereby latitude ro...
	An example of the contents of a block with 2 packed latitudes would be:
	F[0, 1], F[1, 1]............F[NLOENG(1), 1], F[NLOENG(1)+1, 1], F[NLOENG(1)+2, 1],
	F[0, 2], F[1, 2].........F[NLOENG(2), 2], F[NLOENG(2)+1, 2], F[NLOENG(2)+2, 2]
	where NLOENG(nlat) is the number of points in the (reduced) grid for latitude nlat.

	3.4.3 The NPROMA block
	In general, the NPROMA block will contain an arbitrary number of complete latitudes for a given f...
	Figure 3.1 Diagram of the NPROMA block.
	NPROMA is contained in namelist NAMDIM. There is a similar variable called NRPROMA which allows c...
	In the case where LMESSP = TRUE the grid-point arrays do not have wrap-around points, i.e. they o...
	An NPROMA data block is followed in memory-storage order by a similar block from a different fiel...

	3.4.4 Fourier data
	In Fourier space, the data are organized for the convenience of the FFT routines. For LMESSP = FA...
	The data layout used for input and output to the FFT routines is shown in Fig. 3.2 . Note that si...
	Figure 3.2 The data layout used for input and output to the FFT routines
	The flow of data between these buffers is illustrated in Fig. 3.3 :
	Figure 3.3 Data flow in the FFT routines.


	3.5 Data distribution
	In order to ensure equal quantities of work for each processor flexibility in the data distributi...
	The following YOMCT0 module variables are used to define the data distribution for a parallel exe...
	LMESSP = FALSE—for a serial execution or for a ‘macrotasked’ execution;
	NPROC = n—total number of processors for the run (partition size);
	LMESSP = TRUE, NPROC = 1—behaves identically to LMESSP = FALSE, except for increased memory usage...
	NPRGPNS—Number of PRocessors for Grid-Point computations in North–South direction;
	NPRGPEW—Number of PRocessors for Grid-Point computations in East–West direction;
	NPRTRW—Number of PRocessors for spectral TRansform computations in Wave number space,
	NPRTRV—Number of PRocessors for spectral TRansform computations in vertical direction; and
	LSPLIT—control various aspects of the data distribution.
	Namelist defaults, the reading of NAMPAR0, and interdependencies are handled in subroutine SUMPIN...
	3.5.1 Grid-point calculations
	A number of options are provided, controlled by namelist variables NPRGPNS, NPRGPEW, and LSPLIT. ...
	NPRGPEW =1
	NPRGPNS = NPROC
	LSPLIT = FALSE.
	This option subdivides complete lines of latitude and complete sets of levels amongst available p...
	Setting LSPLIT=TRUE allows a line of latitude to be split so that part of it is assigned to one p...
	Another distribution type is achieved by setting:
	NPRGPEW = n
	NPRGPNS = m
	where NPROC = n * m
	It provides for considerable increased parallelism and allows the geographic area assigned to a p...
	Because the static distribution employed is fully determined by the input namelist variables, all...
	SUMP and its descendents SUMPLAT, SUSTAONL and SUSPLITLAT compute, among other things, the contro...
	Scalars define the processor location (MYSETA, MYSETB) within the logical 2-dimensional processor...
	For each processor in the A direction, the NFRSTLAT and NLSTLAT arrays define the first and last ...

	3.5.2 Fourier-space calculations
	In order to retain good vector performance, it may be desirable to spread the latitudes over a di...
	NPROC = NPRTRNS x NPRTRV.
	Achieving an even distribution of work north–south is a similar problem to that in grid-point spa...
	Subroutine SUMPLAT computes the Fourier-space data distribution. (See Fig. A.2 ).
	Array NULTPP—defines the number of latitudes for each processor in the north–south direction.
	Array NPTRLS—points to the first (global) latitude that each processor handles.
	Array NPROCL—defines which processor computes the FFTs of that latitude.
	Array NGPSET—contains the number of grid points which the processor owns, both in grid space and ...
	Array NPTRLL(1: NPRTRV) points to the first level and NUMLL contains the number of levels owned b...


	3.6 Distributed vectors
	3.6.1 Introduction
	Distributed vectors are widely used by subroutines which manipulate the analysis control vector, ...
	The basis of the parallelization method is the introduction into the IFS of a fortran 90 derived ...
	Fortran 90 allows the programmer to define what is meant by assignment, the arithmetic operators,...
	r1(:) = d1
	d1 = (3.0*d1 -5.5) / DOT_PRODUCT(d1,d2)
	What is not immediately obvious is that both statements perform message passing. The first statem...
	The second statement above illustrates another feature of distributed vector syntax. The arithmet...

	3.6.2 Using distributed vectors
	The following statement declares d1 and d2 to be distributed vectors:
	TYPE (distributed_vector) :: d1,d2
	(Note that any of the usual qualifiers (INTENT, DIMENSION, ALLOCATABLE, etc.) may appear in the t...
	As with any pointer, we must allocate space for the data before we use a distributed vector, and ...
	CALL allocate_vector (d1,10000)
	CALL deallocate_vector (d1)
	Once allocated, distributed vectors may appear in arithmetic expressions with other distributed v...
	A distributed vector may appear on either side of an assignment statement. If it appears on the l...
	A distributed vector may appear as one argument of the DOT_PRODUCT function. The other argument m...
	A sub-vector may be extracted from a distributed vector into a local array using the function dvs...
	r(i:j) = dvsection (d1,i,j)
	The routines gather_vector and scatter_vector may be used to copy between distributed vectors and...

	3.6.3 Optimizing distributed vector code
	The overloaded assignment and arithmetic operators are intended to make it easy to convert existi...
	Consider the following statement, where d1 and d2 are distributed vectors of 10000 elements each,...
	d1 = d2 + r1(:)
	This statement results in two subroutine calls: one for the addition and one for the assignment. ...
	d1%local(:) = d2%local(:) + r1(d1%local_start:d1%local_end)
	The notation is explained as follows. Each distributed vector is a structure containing a pointer...

	3.6.4 Warnings
	There is an implicit assumption that statements involving distributed vectors will be executed by...
	Another potential danger is a DOT_PRODUCT statement whose arguments are both expressions. For exa...
	dot = DOT_PRODUCT (d1+5.0 , d2-2.0)
	This will not work as expected. Both "d1+5.0" and "d2-2.0" will evaluate to real arrays of the le...
	This problem arises from the fact that the result of an expression involving a distributed vector...
	d1 = (d2+d3)*d1 + (d2+d3)
	The compiler will recognize that (d2+d3) is a common expression, and will generate code of the form:
	temp = d2+d3
	d1 = dtemp*d1 + temp
	If arithmetic operations on distributed vectors returned distributed vectors, then the compiler-g...


	3.7 Semi-Lagrangian calculation
	3.7.1 Introduction
	The semi-Lagrangian calculation in the IFS consists of two parts: the computation of a trajectory...
	The issue for distributed memory computer systems is that both these parts require access to grid...
	The grid-column data that could potentially be required on a processor from neighbouring processo...
	When LMESSP is FALSE, the distribution of grid-point space to processors is done in partitions of...
	However, when LMESSP is TRUE, the distribution of grid-point space is more general, supporting bo...
	Then during each model time step the SL halo is constructed by calling SLCOMM to perform the mess...

	3.7.2 SLCSET
	SLCSET is called mainly to determine the SL halo for the local processor. This halo is described ...
	NSLSTA(JN)—starting (most westerly) grid point (relative to Greenwich) for halo on relative latit...
	NSLONL(JN)—number of halo and core (i.e. belonging to this processor) grid points on relative lat...
	NSLOFF(JN)—offset from beginning of SL buffer to first halo grid point on relative latitude JN
	The semi-Lagrangian buffer SLBUF1 contains the variables needed for semi-Lagrangian interpolation...
	The calculation of the halo is done as follows:
	For each latitude,
	1) the minimum (i.e. most westerly) and maximum (i.e. most easterly) angles on the sphere are det...
	2) the angular distance a particle can travel on the sphere (given the maximum wind speed VMAX2 a...
	3) the angular distances are converted to grid points and at the same time a further grid point i...
	4) NSLSTA, NSLONL and NSLOFF are then updated for this latitude, such that the number of grid poi...
	To aid debugging, space is also reserved on each latitude for NSLPAD grid points east and west of...
	Once the halo has been determined, SLCSET then initializes NSLCORE to contain the position of eac...
	Finally NSLEXT is initialized, which is used to simplify a SL buffer (lat, lon) offset calculatio...

	3.7.3 SLRSET
	SLRSET is called by SLCSET at initialization time to determine the detailed send- and receive-lis...
	The data structures initialized by SLRSET are as follows (see Fig. A.7 ):
	NSLPROCS is a scalar which defines the number of processors that the local processor has to commu...
	Array NSLCOMM contains the list of processors that the local processor has to communicate with, a...
	Arrays NSENDNUM, NRECVNUM contain the number of send and receive (lat, lon) pairs that the local ...
	Arrays NRLSTLAT, NRLSTLON describe the global latitude and longitude of the grid-point columns to...
	Arrays NSLSTLAT, NSLSTLON describe the global latitude and longitude of the grid-point columns to...

	3.7.4 SLCOMM
	SLCOMM is called at each model time step to obtain grid-point halo data from neighbouring process...


	3.8 Program flow with the focus on distributed-memory details
	3.8.1 Overview
	The state variable of the model consists of the spectral components of the pseudo-divergence, pse...
	The size of the dynamical part of the state variable of the model is then:
	(NSMAX+1)*(NSMAX+2)*((2+p+q)*NFLEV +1), where NSMAX is the degree of the truncation and NFLEV the...

	3.8.2 Constraints
	The IFS has been designed to the following constraints:
	1) it supports a direct integration, and also an adjoint and tangent-linear integration with asso...
	2) it supports two- and three-time-level Lagrangian advection schemes and an Eulerian advection s...
	3) it supports a variable-resolution (reduced) grid;
	4) the post-processing is built in;
	5) possibility of a restart which gives the same result;
	6) a normal-mode initialization process is included;
	7) the Legendre functions and the normal modes are recomputed for each experiment (essential sinc...
	8) coding conventions—DOCTOR norms are used;
	9) message passing and macro-tasking with reproducibility;
	10) flexible placement in memory during grid-point calculations and transforms, in order to avoid...
	11) message passing and macro-tasking intended to be performed at high level;
	12) language—fixed format FORTRAN 90;
	13) unification of the vertical interpolation routines;
	14) the collocation grid is independent of the truncation.
	The tangent-linear model and its adjoint are provided by coding the tangent linear and the adjoin...
	Implicit in the following is the fact that we have three grid-point arrays (t–dt and t+dt, with o...

	3.8.3 Computer code organization
	Note: The physical package is taken in this part as a ‘black box’. Its input are fields at time t...
	Here follows a description of the data and control flow. The displacement of the routine name and...
	• MAIN
	• cnt0
	• su0yoma
	• sumpini
	Read namelist NAMPAR0.
	Determine if distributed-memory version or shared-memory version is used (LMESSP). If LMESSP is T...
	Processors are logically divided in a 2D decomposition (NPRGPNS*NPRGPEW for grid-point calculatio...
	NPROCK is the number of processors to be used simultaneously to execute NUMKF Kalman filter forec...
	Decide the amount of diagnostic output (NOUTPUT and LMPDIAG)
	• su0dminit
	• mpe_init
	Initialize Message Passing Interface (MPI),
	Determine MYPROC, A-set (MYSETA) and B-set (MYSETB)
	• sulun
	• sumpout
	Based on NOUPUT determine which PE’s are writing diagnostics, the other PE’s do not write because...
	• suarg
	Read command line arguments and GRIB headers
	• suct0
	Define variables fixed at level zero. If LMESSP = TRUE we disable Cray macro-tasking and the use ...
	• sump0
	Set defaults for NAMPAR1 variables. These control the layout of data distribution (LSPLIT, LAPPLE...
	Read NAMPAR1 namelist and initialize timing arrays
	• sutag
	Set up separate communication tag ranges to be able to distinguish communication performed by dif...
	• sumpi
	Set up MPI identifiers (MINTET, MREALT, MLOGIT, MCHART).
	• sudim
	Calculate NFLEVL, NPSURF(), NPSP, NFLEVMX and NUMLL(), based on NFLEVG and NPROCB. NPROMA is allo...
	• suallo
	Allocate arrays. At this point only distributed memory arrays based on NPROCA, NPROCB and NFLEVL ...
	• su0yomb
	• sugem1a
	Defines data structures for lat-long geometry that are independent of distributed memory configur...
	• sump
	Master initialization routine for message-passing related data structures. Data distributions in ...
	• sualmp1
	Allocate data structures to be defined in sump. The data distributions are not yet defined, so on...
	• suwavedi
	Determines partitioning of zonal wave numbers to PEs for all truncations involved (NSMAX, NCMAX, ...
	Back in sump NUMP is defined. Each PE calculates Legendre polynomials for a subset of latitudes i...
	• sumplat
	Calculate latitude distribution in grid-point space and Fourier space. Define a number of related...
	• sustaonl
	Define the grid-point columns that belong to this processor. This is most complex if NPROCB >1 wh...
	• susplitlat
	Defines variables that control the handling of the latitude split among A-set (LSNDS, LSNDN, LRCV...
	• sumpretr
	Calculates MYSENDA(:) and MYRECVA(:) for recursive A-set transposition case. Values depend on NPHASE
	• subidir
	Calculates MYSENDA(:) and MYRECVA(:) for bi-directional communication case
	• suallt
	If it is a variational job allocate trajectory arrays, most dimensioned using NSPEC2.
	• cnt3
	• opdis
	Generate an operator display. Only processor 1 writes status to the ifs.stat file
	• sualspa
	Allocate SPA3(: , : , :) in case NCONF=1
	• reresf
	Read restart files if they are available. Fields are read in on processor 1 and the proper parts ...
	• csta
	• suinif
	Read initial data files if restart files are not available
	• [8] suspec
	Initialize spectral fields
	• [9] suspecb
	Initialize 2D-model versions
	• [9] suspecg
	Initialize 3D-model versions. Spectral GRIB files are (usually) read on PE1 and decoded using the...
	• [10] gribex
	GRIB decoding
	• [10] suspgpg
	If required some spectral fields (e.g. humidity) are transformed from spectral to grid point spac...
	• [9] suorog
	Initialize grid-point orography and derivatives of orography from spectral-input orography. This ...
	• [8] specrt
	Calculate spectral coefficients of ‘TV’ (TV defined as RT/Rd) based on humidity and, if available...
	• [9] specrtdm
	Perform transforms of field to grid point space where RT/Rd is calculated.
	• [11] gprcp
	Calculates explicit normal modes (SPHBUF(:), HOUBUF(:)) for the zonal wave numbers treated by thi...
	• sumode3l
	Calculate logical arrays defining Rossby and gravity modes LTYPGR(: , :), diabatic subset LTYPDB(...
	Optional writing of normal modes on external files (which is not done if LMESS = TRUE).
	• sumode3i
	Calculates implicit normal modes (RPINBUF(:) with dimensioning based on the local NCPEC).
	• surinc
	Initialize incremental variational job variables. No dependencies on distributed memory.
	• sulcz
	Initialize Lanczos common variables. No dependencies on distributed memory.
	• sujbcov
	Setup of the background error constraint JB. No dependencies on distributed memory.
	• cnt1
	• cnt2
	• suallt
	If it is a variational job allocate trajectory arrays, most dimensioned using NSPEC2.
	• cnt3
	• opdis
	Generate an operator display. Only processor 1 writes status to the ifs.stat file
	• sualspa
	Allocate SPA3(: , : , :) in case NCONF=1.
	• reresf
	Read restart files if they are available. Fields are read in on processor 1 and the proper parts ...
	• csta
	• uinif
	Read initial data files if restart files are not available.
	• [8] suspec
	Initialize spectral fields.
	• [9] suspecb
	Initialize 2D-model versions.
	• [9] suspecg
	Initialize 3D-model versions. Spectral GRIB files are (usually) read on PE1 and decoded using the...
	• [10] gribex
	• [10] suspgpg
	If required some spectral fields (e.g. humidity) are transformed from spectral to grid-point spac...
	• [9] suorog
	Initialize grid-point orography and derivatives of orography from spectral-input orography. This ...
	• [8] specrt
	Calculate spectral coefficients of ‘TV’ (TV defined as RT/Rd) based on humidity and, if available...
	• [10] specrtdm
	Perform transforms of field to grid-point space where RT/Rd is calculated.
	• [11] gprcp
	• [10] gprcp
	Calculate R based on humidity and, if available, cloud liquid/ice properties.
	• spnorm
	Calculate spectral norm diagnostics. Partial norm contributions are calculated on each PE and com...
	• cnmi
	Normal-mode initialization.
	• cmac
	• fltmode
	Projection onto subsets of normal modes.
	• fltrg
	Hough filter of increments
	• edfi
	Controls integration for digital filter
	• dealnmi
	Deallocates arrays used in normal-mode calculations
	• cnt4
	Integration at level 4
	• stepo
	Basic time-stepping flow control
	• [8] ltinvh
	Inverse Legendre transforms
	• [9] ltinvm
	• [10] ltinv
	• [11] asre1
	Recombine symmetric and antisymmetric parts
	• [12] asre1b
	• [9] trmtol
	Transposition from wave to Fourier space
	• [8] scan2h
	Multitasking interface to SCAN2M
	• [9] scan2m
	Computations in grid-point space
	• [10] ftinvh
	Control routine for inverse FFTs
	• [11] ftinv
	Inverse Fourier-transform driver
	• [12] fft99
	Fourier transform
	• [11] trltog
	Transposition from Fourier to grid-point space
	• [10] cpg
	Control of grid-point computations
	• [11] gpxyb
	Computes auxiliary arrays
	• [11] gprh
	Computes ES and RH from T and Q
	• [11] lacdyn
	Computation of t and t - dt at grid points
	• [11] cpcuddh
	DDH accumulation
	• [11] cpdyddh
	Calculation of variables and dynamical flux-tendency diagnostics for DDH
	• [11] gprcp
	Computes CP, R and R/CP from Q
	• [10] slcomm
	Semi-Lagrangian halo communications
	• [10] raddrv
	Control of radiation calculations
	• [10] cpglag
	Lagged grid-point computations
	• [11] lapine
	Interface for Semi-Lagrangian interpolations
	• [11] callpar
	Interface for ECMWF Physics package
	• [11] postphy
	Post Physics computations
	• [11] gpendtr
	Final memory transfers in cpglag
	• [11] gppref
	Compute full-level pressure
	• [11] sc2rdg
	Copy grid-point arrays from buffer
	• [10] ftdirh
	Control for Fourier transforms
	• [11] trgtol
	Transposition from grid-point to Fourier space
	• [8] ltdirh
	Control for direct Legendre transforms
	• [9] trltom
	Transposition from Fourier to spectral wave space
	• [9] ltdirm
	• [10] ltdir
	Legendre transforms
	• [8] spch
	Control spectral-space calculations
	• [10] trmtos
	Transposition from horizontal to vertical spectral coefficients
	• [10] trstom
	Transposition from vertical to horizontal spectral coefficients
	• spnorm
	Compute spectral norms
	• comtim
	Parallel-processing timing.


	APPENDIX A Descriptions of data structures
	Extensive use is made in the code of a set of scalar integers held in module YOMMP. These are use...
	MYSETA: subdivision of latitudes in N–S direction, where MYSETA = 1..NPRGPNS
	MYSETB: subdivision of latitudes in E–W direction, where MYSETB = 1..NPRGPEW
	Similarly, for the wave-space partitioning:
	MYSETW: subdivision of meridional waves, where MYSETW = 1..NPRTRW
	MYSETV: subdivision of vertical levels ,where MYSETV = 1..NPRTRV
	Figure A.1 : An example of a grid-point data distribution
	The NPROC PEs are logically distributed in a 2-dimensional processor grid NPRGPNS * NPRGPEW. Due ...
	Each processor has two logical set coordinates: MYSETA and MYSETB and a logical processor id MYPR...
	MYSENDG(1: NPROC-1) and
	MYRECVG(1: NPROC-1)

	Figure A.2 : Distribution of grid-point and Fourier latitudes among processors
	The example in Fig. A.2 shows NPRGPNS = NPRTRW = 3 , NPRGPEW = NPRTRV = 1, for processor 2 (PE 2)...
	Grid-points and Fourier latitudes are disributed among PEs from north to south. The total number ...
	The right hand side of the diagram describes variables and data structures associated with grid p...
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	Figure A.3 : Discription of grid point distribution of data columns
	PE2 has both the first and last latitude split. The number of latitudes from which PE2 has grid c...
	The array MYLATS(1: NDGENL) links the local grid point latitude numbering to the actual latitude ...
	The arrays NSTA(NDGLG+NPRGPNS-1, NPRGPEW) and NONL(NDGLG+NPRGPNS-1, NPRGPEW) describe how grid co...
	Split latitudes complicate the picture because a physical latitude (latitude 11 in the example) i...
	PE2

	Figure A.4 : Layout of NSTA and NONL arrays
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	Figure A.5 : Parallelism by distributing vertical levels
	When a high level of parallelism is required, it is necessary to distribute vertical levels among...
	The integer pointer array NPTRLL(1: NPRTRV) points to the actual first level on each processor, s...
	A help array NBSETLEV (1: NFLEVG) records which PE-set is responsible for the calculation of each...
	The surface pressure and other surface fields taking part in the spectral transform are typically...
	North

	Figure A.6 : Semi-Lagrangian halos
	The shaded areas in Fig. A.6 show the so-called halo regions for PE2 for a simple configuration u...
	Fig. A.7 shows the semi-Lagrangian core and halo regions in the most general configuration where ...
	The spectral wave numbers are distributed in a round-robin fashion among the NPRTRW PEs so as to ...
	The number of real spectral coefficients on the PE is NSPEC ( = 68 ) and, likewise, the number of...

	Figure A.7 : Semi-Lagrangian core and halo regions: some of the data structures involved.
	NPROCM(0: NSMAX) defines which PE set is responsible for the calculation of each spectral wave. T...
	The semi-implicit spectral calculations have only vertical dependencies so spectral coefficient c...

	Figure A.8 : Distribution of zonal wave numbers. T21 spectral triangle: view on PE2 if NPROCA = 3
	10

	Figure A.9 T21 semi-implicit spectral calculations: view on PE2 if NPROCB = 3
	Figure A.10 Global representation of T21 spectral triangle (used for distribution of initial data...
	In almost all parts of IFS, it is sufficient to have a subset of the spectral coefficients, namel...
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