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1.1 INTRODUCTION
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Figure 1.1 Schematic diagram of the different physical processes represented in the IFS model.

The physical processes associated with radiative transfer, turbulent mixing, subgrid-scale orographic drag, moist
convection, clouds and surface/soil processes have a strong impact on the large scale flow of the atmosphere. How-
ever, these mechanisms are often active at scales smaller than the horizontal grid size. Parametrization schemes are
then necessary in order to properly describe the impact of these subgrid-scale mechanisms on the large scale flow
of the atmosphere. In other words the ensemble effect of the subgrid-scale processes has to be formulated in terms
of the resolved grid-scale variables. Furthermore, forecast weather parameters, such as two-metre temperature, pre-
cipitation and cloud cover, are computed by the physical parametrization part of the model.

This part (Part IV ‘Physical processes’) of the IFS documentation describes only the physical parametrization pack-
age. After all the explicit dynamical computations per time-step are performed, the physics parametrization pack-
age is called by the IFS. The physics computations are performed only in the vertical. The input information for
the physics consists of the values of the mean prognostic variables (wind components, temperature, specific hu-
midity, liquid/ice water content and cloud fraction), the provisional dynamical tendencies for the same variables
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and various surface fields, both fixed and variable.

The time integration of the physics is based on the following:

1) it has to be compatible with the adiabatic part of the IFS;

2) the tendencies from the different physical processes are computed in separate routines;

3) as a general approach, the value of a prognostic variable is updated with the tendency from one
process and the next process starts from this updated value, in what is usually referred to as the
‘method of fractional steps’ (details are different for different processes);

4) explicit schemes are used whenever possible, but if there are numerical stability problems the
scheme is made as implicit as necessary.

The radiation scheme is describeddhapter 2 ‘Radiation’and is the first process to be called in the physics. To

save time in the rather expensive radiation computations, the full radiation part of the scheme is currently called
every 3 hours. This is when the computation of the shortwave transmissivities and the longwave fluxes is per-
formed, using the values of temperature, specific humidity, liquid/ice water content and cloud fraction at time-step
t—At, and a climatology for aerosols, G@nd G;. The computation of the fluxes is not necessarily done at every
grid-point but is only performed at sampled points, using a sampling algorithm that is latitude dependent. The re-
sults are then interpolated back to the original grid using a cubic interpolation algorithm. The shortwave fluxes are
updated every time-step using synchronous values of the zenith angle. The radiation scheme takes into account
cloud- radiation interactions in detail by using the values of cloud fraction and liquid/ice water content, at every
level, from the prognostic cloud scheme. The radiation scheme produces tendencies of temperature.

The turbulent diffusion scheme is called just after radiati©hdpter 3 ‘Turbulent diffusion and interactions with

the surface). The surface fluxes are computed using Monin—Obukhov similarity theory. The computation of the
upper-air turbulent fluxes is based on tle  -diffusivity concept. Depending on the atmospheric stability different
formulations for determining thE  -coefficients are use a  -profile closure for the unstable boundary layer and
a Ri -number dependent closure for the stable boundary layer. Because of numerical stability problems the inte-
gration of the diffusion equation is performed in an implicit manner. In fact, it uses a so-called ‘more than implicit’
method, in which the ‘implicitness factod  (which takes the value 0 in a fully explicit scheme and 1 in a fully
implicit one) is set to 1.5. During the integration it uses the values of the prognostic variablegtt to compute
the K -coefficients but uses the tendencies updated by the dynamics and radiation on the right hand side of the dis-
cretized diffusion equation. The turbulent diffusion scheme also predicts the skin temperature and the apparent sur-
face humidity. The turbulent diffusion scheme produces tendencies of temperature, specific humidity and wind
components. It does not compute fluxes or tendencies of the cloud variables (liquid/ice water content and cloud
fraction).

The subgrid-scale orographic drag scheme is called after the turbulent diffusion and is desdibapktar 4 ‘Sub-
grid-scale orographic dragThe subgrid-scale orographic drag parametrization represents the low- level blocking
effects of subgrid-scale orography and the transports due to subgrid-scale gravity waves that are excited when sta-
bly stratified flow interacts with the orography. Numerically the scheme is similar to the turbulent diffusion and
also requires an implicit treatment. In this case the ‘implicitness factor’ is setto 1. The subgrid-scale orographic
drag scheme produces tendencies of the wind components and temperature.

The moist convection scheme is describe@€hapter 5 ‘Convection! The scheme is based on the mass-flux ap-
proach and is divided in deep, mid-level and shallow convection. For deep convection the convective mass-flux is
determined by assuming Convective Available Potential Energy (CAPE) is adjusted towards zero over a specified
time-scale. For mid-level convection the cloud base mass-flux is directly related to the large scale vertical velocity.
The intensity of shallow convection is estimated by assuming an equilibrium of moist static energy in the sub- cloud
layer. The convection scheme provides tendencies of temperature, specific humidity and wind components.
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In Chapter 6 ‘Clouds and large-scale precipitatidhé prognostic cloud scheme is described. It solves two prog-
nostic equations for liquid/ice water content and cloud fraction. The cloud scheme represents the cloud formation
by cumulus convection, the formation of boundary layer and stratiform clouds. The scheme also takes into account
several important cloud processes like cloud-top entrainment, precipitation of water and ice and evaporation of pre-
cipitation. In the numerical integration of the equations the terms depending linearly on the values of liquid/ice wa-
ter and cloud fraction are integrated analytically. The cloud scheme produces tendencies of all the prognostic
variables.

The soil/surface scheme is describedChapter 7 ‘Surface parametrizationThe scheme includes prognostic
equations for temperature and moisture in four soil layers and snow mass. The soil equations use an implicit time
integration scheme. An interception layer collects water from precipitation and dew fall. The evaporative fluxes
consider separately the fractional contributions from snow cover, wet and dry vegetation and bare soil.

Chapter 8 ‘Methane oxidationdescribes a simple parametrization of the upper-stratospheric moisture source due
to methane oxidation. A parametrization representing photolysis of vapour in the mesosphere is also included.

Chapter 9 ‘Climatological datalescribes the distributions of climatological fields.

1.2 OVERVIEW OF THE CODE

CALLPAR, the routine that controls the physical parametrization package, is calle& 8y AGthat controls the
grid-point calculationsCALLPAR calls the routines from the physics, the exception being the main radiation rou-
tine RADINT. RADINT controls the computation of the shortwave transmissivities and the longwave fluxes.
RADINT is called via an interface routirRADDRYV called bySCAN2MDM that is the multi-tasking interface to

the computations in grid-point space (distributed memory versioARINT is called outsideCALLPAR because

of the need to make the radiation space interpolation compatible with the distributed memory version of the IFS.

In CALLPAR the physics routines are called in the following order:

RADSRF Computes radiative properties of the surface.
CLDPP: Computes cloud parameters required for the post processing (e.g. total cloud cover)..
RADHEATN: Computes the temperature tendencies and the downward radiation fluxes at the surface

with updated (every time-step) values for the zenith angle.
VDFMAIN : Controls the computation of the vertical exchangeiofv ,T , @nd by turbulence.

GWDRAG: Controls the computation of the tendenciesdforv , and due to the parametriz-
ation of subgrid-scale orographic drag.

CUCALLN: Interface to calCUMASTRN that controls the computation of the tendenciesifor
v, T andq due to the parametrization of moist convective processes.

cLoubDsC Controls the computation of tendencieséorv ,T , q,a , &nd due tothe
parametrization of the cloud processes.
SRFMAIN: Controls the soil/surface scheme.

METHOX: Computes tendencies fgqr  due to methane oxidation and water vapour photolysis.
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CHAPTER 2 Radiation
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2.6.4 Heating rate computation

2.1 RADIATIVE HEATING

The radiative heating rate is computed as the divergence of net radiatiorFfluxes
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wherec, is the specific heat at constant pressure of moist air
Cp = dew{ 1+ (vaap_ dery)q/cpdry} ,

andcpdw andc Py 2T€ the specific heats at constant pressure of dry air and water vapour, resggetitiehs 2.2
and2.3describe the computation of the longwave and shortwave radiative fluxes respectively. The solution of the
radiative transfer equation to obtain the fluxes is unfortunately very expensive, and we cannot afford to do it more
than every 3 hours at every fourth grid point. The interpolation scheme used for obtaining the radiative fluxes at
every grid point and every time step for the relevant instantaneous temperature profile and solar zenith angle is de-
scribed inSection 2.4

A description of the inputs, in particular the climatologically defined quantities of radiative importance is given in
Section 2.5Finally, an alphabetical list of the subroutines of the radiation scheme is gisention 2.6

2.2 LONGWAVE RADIATION

Since cycle 22r3, two longwave radiation schemes are available in the ECMWF model, the pre-cycle 22r3 by
Morcrette (1991), and the current longwave radiation transfer scheme, the Rapid Radiation Transfer Model
(RRTM).

The rate of atmospheric cooling by emission-absorption of longwave radiation is

oF Lw
op

oT

ot

g
. (2.2)

whereF,, is the net longwave radiation flux (the subscript ‘LW’ is omitted in the remainder of this section).

Assuming a non-scattering atmosphere in local thermodynamic equilibfum, is given by
1 o 0 0 0
_ EL , 0
F = IUdH IdVD v( psurfv u)tv( psurfl p! U—) + I Lv( p ’ p—)dtvg (23)
-1 0 D p' = psurf D

whereL,(p, 1) is the monochromatic radiance at wavenunwer at [evel , propagating in a difction  (the
angle that this direction makes with the vertical), whagres cosB aig, p';r) is the monochromatic trans-
mission through a layer whose limits aregat  gofd ~ seen under the samedangle r ,witle® . The subscript
‘surf’ refers to the earth’s surface.

Subsections 2.2.tb 2.2.4describe the pre-cycle 22r3 scheme, &uibsection 2.2.8escribes the RRTM scheme
in cycle 22r3.

2.2.1 The pre-cycle 22r3 scheme

After separating the upward and downward components (indicated by superscripts + and —, respectively), and in-
tegrating by parts, we obtain the radiation transfer equation as it is actually estimated in the longwave part of the
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radiation code

F v+(p) = [Bv(Tsurf)_ BV(T0+)]tV(pSUI‘f’ p; I’) + BV(T(p)) + I tv(pi p'; r)dBv

p’: Psurt (24)
0

Fy (P) = [By(Tw) =By (Typ)lt,(p, 05 1) + By(T(p)) + J’ t,(p', p; r)dB,

p'=p

where, taking benefit of the isotropic nature of the longwave radiation, the radignce(2.3yfas been replaced

by the Planck functiorB, (T) in units of fluxy m2 (here, and elsewhBrg,  is assumed to always includes the
Tt factor). T ¢ is the surface temperatuig,, that of the air just above the suffd@s, is the temperature at
pressure-levep T, thatat the top of the atmospheric model. The transmtgsion  is evaluated as the radiance
transmission in a directiof  to the vertical such that sed® is the diffusivity faditsagser, 1942). Such an
approximation for the integration over the angle is usual in radiative transfer calculations, and tests on the validity
of this approximation have been presentedRoygers and Walshaw(1966) and_iu and Schmet#1988) among

others. The use of the diffusivity factor gives cooling rates within 2% of those obtained with a 4-point Gaussian
quadrature.

2.2.2 Vertical integration

The integrals in2.4) are evaluated numerically, after discretization over the vertical grid, considering the atmos-
phere as a pile of homogeneous layers. As the cooling rate is strongly dependent on local conditions of temperature
and pressure, and energy is mainly exchanged with the layers adjacent to the level where fluxes are calculated, the
contribution of the distant layers is simply computed using a trapezoidal rule integration, but the contribution of
the adjacent layers is evaluated with a 2-point Gaussian quadrature, thus at the th level,

Pi

J' t,(p, p';r)dB, =

P'= Psurt (25)
2 i-2

Y 9Bty pii )+ 5 BLDILPL Py 1) Py Py ]

=1 j=1

wherep, isthe pressure corresponding to the Gaussian roavgnd is the Gaussiand&zjght. dB,@nd
are the Planck function gradients calculated between two interfaces, and between mid-layer and interface, respec-
tively.

2.2.3 Spectral integration

The integration over wavenumber is performed using a band emissivity method, as first discuRseld)ers
(1967). The longwave spectrum is divided into six spectral regions.

1)  0-350cm " & 1450 — 188em "

2) 500 - 800cm "

3)  800-970cm = & 1110 — 1256m

4) 970-111ccm™t
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5) 350 - 500cm
—1

6) 1250 — 145cm ™" & 1880 — 2826m

corresponding to the centres of the rotation and vibration-rotation bandgpfthe 15um band of CQthe at-
mospheric window, the 9.am band of,@he 25um “window” region, and the wings of the vibration-rotation

band of HO, respectively. Over these spectral regions, band fluxes are evaluated with the help of band transmis-
sivities precalculated from the narrow-band modeWafrcrette and Fouquar{1985) - See Appendix d¥lorcrette

et al.(1986) for details.corresponding to the centres of the rotation and vibration-rotation bangs tiéi15 band

of CO,, the atmospheric window, the 9.6 band of e 25 “window” region, and the wings of the vibration-ro-
tation band of HO, respectively. Over these spectral regions, band fluxes are evaluated with the help of band trans-
missivities precalculated from the narrow-band model of Morcrette and Fouquart (1985) - See Appendix of
Morcrette et al (1986) for details.

Integration of(2.4) over wavenumbey  within thkth  spectral region gives the upward and downward fluxes as

Fi'(P) = {Bi(Tsu) = Bi(To) e { rU (P ), Tu(Pours P)} + Bi(T )
P (2.6)
+ I tas {TU(P, P, Tu(p, p)}dB,

P'= Psut

Fi (P) = {By(To) —By(To)} g {rU(p, 0), Ty(p, 0)} =By (T )
0

—J' tgg {rU(p, p), Ty(p', p)}dBy

p'=p

2.7)

The formulation accounts for the different temperature dependencies involved in atmospheric flux calculations,
namely that onil', , the temperature at the level where fluxes are calculated, and That on , the temperature that
governs the transmission through the temperature dependence of the intensity and half-widths of the lines absorb-
ing in the concerned spectral region. The band transmissivities are non-isothermal accounting for the temperature
dependence that arises from the wavenumber integration of the product of the monochromatic absorption and the
Planck function. Two normalized band transmissivities are used for each absorber in a given spectral region: the
first one for calculating the first right-hand-side. term(ih4), involving the boundaries; it corresponds to the
weighted average of the transmission function by the Planck function

V2

J’Bv<Tp)tv(uTo, Ty)dv

tB(Uip, Tp, TU) = Vq

(2.8)

Vo

J' B,(T,)dv

Vi

the second one for calculating the integral ternf?ir) is the weighted average of the transmission function by the
derivative of the Planck function

10
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Vo

I{dB(Tp)/dT}tv(Fp, Ty)dv

tdB(LTpa T, Ty) = vy

(2.9)

Va

J'{dB(Tp)/dT}dv

whereUp is the pressure weighted amount of absorber.

The effect on absorption of the Doppler broadening of the lines (important only for pressure lower than 10 hPa) is
included simply using the pressure correction methadeetsf (1979). A finite line width (assumed to represent the
Doppler half-width of the line) is retained under low pressure conditions where the pure Lorentz line width (pro-
portional to pressure) would normally become negligiBliergetta and Morcrette 1995).

In the scheme, the actual dependencelgn is carried out explicitly in the Planck functions integrated over the
spectral regions. Although normalized relativeB¢T ;)  d&(T ;)/dT , the transmissivities still depefg on ,
both through Wien’s displacement of the maximum of the Planck function with temperature and through the tem-
perature dependence of the absorption coefficients. For computational efficiency, the transmissivities have been de-
veloped into Pade approximants

i
CiU gt

t(Up, T,) = =0—r (2.10)
jl2
Zdjuéff
j=0

whereU; = r(Up)W(Ty, Up) is an effective amount of absorber which incorporates the diffusivity factor ,
the weighting of the absorber amount by presduge , and the temperature dependence of the absorption coeffi-
cients. The function(T, , Up) takes the form

W(Ty, Up) = expla(Up)(Ty —250) + b(Up)(Ty -250)] (2.11)

The temperature dependence due to Wien’s law is incorporated although there is no explicit variation of the coef-
ficientsc; andd; with temperature. These coefficients have been computed for temperatures between 187.5 and
312.5 Kwith a 12.5 K step, and transmissivities corresponding to the reference temperature the closest to the pres-
sure weighted temperatufig, are actually used in the scheme.

2.2.4 The incorporation of the effects of clouds

The incorporation of the effects of clouds on the longwave fluxes follows the treatment discudsshinygton

and Williamson(1977). Whatever the state of the cloudiness of the atmosphere, the scheme starts by calculating
the fluxes corresponding to a clear-sky atmosphere and stores the terms of the energy exchange between the differ-
ent levels (the integrals i(2.4)) Let F 0+(i) andF 4(i) be the upward and downward clear-sky fluxes. For any

cloud layer actually present in the atmosphere, the scheme then evaluates the fluxes assuming a unique overcast
cloud of emissivity unity. LeF n+ (i) andF, (i) theupwardand downward fluxes when such a cloud is present

in the nth layer of the atmosphere. Downward fluxes above the cloud, and upward fluxes below the cloud, are as-
sumed to be given by the clear-sky values

11
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F.(i)=Fy(i) foris<n
F (i) =Fg(i) fori>n

(2.12)

Upward fluxes above the cloudR n+(k) fer=n+1 )and downward fluxes below jf(K) kforn ) can
be expressed with expressions simila¢2d) provided the boundary terms are now replaced by terms correspond-
ing to possible temperature discontinuities between the cloud and the surrounding air

Pk
Fl(K) = {Fag=B(n+1)}t(py, Pnsy 1)+ B(K) + I t(py, p'; r)dB

P'= Pn-y (2.13)
Pn

F (k) = {F gq—B(N)}t(py Pp; 1)+ B(K) + I t(py, p'; r)dB

p'= Py

whereB(i) is now the total Planck function (integrated over the whole longwave spectrum) at level F,:gnd

andF ;4 are the longwave fluxes at the upper and lower boundaries of the cloud. Terms under the integrals corre-
spond to exchange of energy between layers in clear-sky atmosphere and have already been computed in the first
step of the calculations. This step is repeated for all cloudy layers. The fluxes for the actual atmosphere (with semi-
transparent, fractional and/or multi-layered clouds) are derived from a linear combination of the fluxes calculated

in previous steps with some cloud overlap assumption in the case of clouds present in several lajérs. Let  be the
index of the layer containing the highest clowd,;,(i)) the fractional cloud cover in fayer Qyjtt0) = 1

for the upward flux at the surface, and withy(N +1) =1  aRd,,; = F o to have the right boundary con-
dition for downward fluxes above the highest cloud.

Whereas the maximum and random overlap assumptions are also available in thi¥loomtet{e and Fouquart,
1986), the maximum-random overlap assumption is operationally used in the ECMWF model, and the cloudy up-
wardF* and downwardF ~  fluxes are obtained as

F (i) = Fo(i) fori=1
i-2 i-1
F(i) = Coq(i —1)F "i—a(i) + chm(n)Fn*(i) {1-Cyy(l)} for2<isN+1
(2.14)
n=0 l=n+1
N-1 N
F (i) = Cuq(N)F (1) + chm(n)F;(i) r {1-Cqu()}  fOrizN+2
n=0 Il=n+1

In case of semi-transparent clouds, the fractional cloudiness entering the calculations is an effective cloud cover
equal to the product of the emissivity due to the condensed water and the gases in the layer by the horizontal cov-

erage of the cloud layer, with the emissivity,; , related to the condensed water amount by

g = 1—exp(—KapJwe) (2.15)
where k,,,s is the condensed water mass absorption coef“ficiermr?@g_1 ) foll8wiity and Shi(1992).
12
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2.2.5 The Rapid Radiation Transfer Model (RRTM)

As stated irMlawer et al.(1997), the objective in the development of RRTM has been to obtain an accuracy in the
calculation of fluxes and heating rates consistent with the best line-by-line models. It utilizes the correlated-k meth-
ode and shows its filiation to the Atmospheric and Environmental Research, Inc. (AER) line-by-line model
(LBLRTM, Clough et al, 1989, 1992CIlough and laconp1995) through its use of absorption coefficients for the
relevant k-distributions derived from LBLRTM. Therefore the k-coefficients in RRTM include the effect of the
CKD2.2 water vapour continuunClough et al, 1989).

The main point in the correlated-k methdda€is and Oinas1991;Fu and Lioy 1992) is the mapping of the ab-
sorption coefficienk(v) from the spectral space (where it varies irregularly with wavenumber )dothe -space
(whereg(k) is the probability distribution function, i.e. the fraction of the absorption coefficients in the set smaller
thank ). The effect of trhis reordering is a rearrangement of the sequence of terms in the integral over wavenumber
in the radiative transfer equation (RTE), which makes it equivalent to what would be done for monochromatic ra-
diation.

In the ECMWF model, no provision is presently taken for scattering in the longwave. Therefore, in order to get the

downward radiance, the integration over the vertical dimension is simply done starting from the top of the atmos-
phere, going downward layer by layer. At the surface, the boundary condition (in terms of spectral emissivity, and

potential reflection of downward radiance) is computed, then, in order to get the upward radiance, the integration
over the vertical dimension is repeated, this from the surface upward.

The spectrally averaged radiance (between wgnd ) emerging from an atmospheric layer is

Vi 1

— O O
R = [ v ERo(v) * [[B(V, T(t',)) = Ro(v)] dt' (2.16)
(Vl_VZ)V 0 : 0
where R, is the incoming radiance to the lay&(v, T) is the Planck function at wavenumber  and
temperaturel  t, is the transmittance for the layer optical pathtgnd is the transmittance at a point along the
optical path in the layer. Under the mapping- g , this becomes
g AzO
= z
R = [ dgCBei(9. Tg) + [Ro(9) ~Ber(g. To)lexp —k(g, P, T) & |0 (217)
0 0 COSsp 0

whereB(g, T) is an effective Planck function for the layer that varies with the layer’s transmittance such as to
ensure continuity of flux across layer boundaries for opaque conditions. The dependence of the transmittance is
now written in terms of the absorption coefficiek{g, P, T) at layer presdare and temperbture , the
absorber densitp , the vertical thickness of the ldyer |, and the @ngle  of the optical path.

For a given spectral interval, the domain of the varialple is partitioned into subintervalBaskee2.2 number
of g-points), each corresponding to a limited range6§) values and for which a characteristicyalue  of the
absorption coefficient is chosen. These  are then used to compute the outgoing radiance

R Az
R = ZWj[BeffJ"'(ROj—Beffj)eXpE—KjSE{p% (2.18)
]

whereW; is the size of the sub-intervaE(/\/j =1 ).

The accuracy of these absorption coefficients has been established by numerous and continuing high-resolution

13
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validations of LBLRTM with spectroscopic measurements, in particular those from the Atmospheric Radiation
Measurement program (ARM). Compared to the original RRTMfagver et al, 1997), the version used at EC-

MWF has been slightly modified to account for cloud optical properties and surface emissivity defined for each of
the 16 bands over which spectral fluxes are computed. For efficiency reason, the original nurgber of -points
(256 = 16x 16) has been reduced to 140 (Sesble 2.2. Other changes are the use of a diffusivity approximation
(instead of the three-angle integration over the zenith angle used in the original scheme) to derive upward and
downward fluxes from the radiances, and the modification of the original cloud random overlapping assumption to
include (to the same degree of approximation as used in the operational SW scheme) a maximum-random overlap-
ping of cloud layers. Given the monochromatic form of the RTE, the vertical integration is simply carried out one
layer at a time from the top-of-the-atmosphere to the surface to get the downward fluxes. The downward fluxes at
the surface are then used with the spectral surface emissivities and the surface temperature to get the upward long-
wave fluxes in each of the 140 subintervals. Then the upward fluxes are obtained in a similar fashion from the sur-
face to the ToA.

For the relevant spectral intervals of the RRTM schemes, ice cloud optical properties are deriv&dhémrand

Curry (1992), and water cloud optical properties fréimuquart(1987). Whereas in the operational scheme the
cloud emissivity used to compute the effective cloud cover is defined over the whole LW spectrum from spectrally
averaged mass absorption coefficients and the relevant cloud water and/or ice paths (fdiovtingind Shi

1992), in RRTM, the cloud optical thickness is defined as a function of spectrally varying mass absorption coeffi-
cients and relevant cloud water and ice paths, and is used within the true cloudy fraction of the layer. Alternate sets
of cloud optical properties are also available for RRTM, base8awijarvi and Raisane(1997) for liquid water

clouds, and-u et al.(1998) for ice clouds.

2.3 SHORTWAVE RADIATION

The rate of atmospheric heating by absorption and scattering of shortwave radiation is

oT _ OF gy

9
ot ¢, dp

(2.19)
whereF g, is the net total shortwave flux (the subscript SW will be omitted in the remainder of this section).
) 21 Df‘l

[l
F(3) = J’ dv I d"’@[ MLy (3, 1, @)du
0 0 -1

is the diffuse radiance at wavenumber , in a direction given by the azimuth amgle, , and the zenitl®angle,
with 4 = cosB . In (2.20) we assume a plane parallel atmosphere, and the vertical coordinate is the optical depth
0, a convenient variable when the energy source is outside the medium

(2.20)

o o o

0

3(p) = IB%X‘(p') dp’ (2.21)
p

BY(p) is the extinction coefficient, equal to the sum of the scattering coeffi@gft of the aerosol (or cloud

particle absorption coef‘ficier[’ﬂév‘bS ) and the purely molecular absorption coefficjent . The diffuse radignce
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is governed by the radiation transfer equation

dL, (5, 1, @) w, (0)
VT =L,(5 1 0)— "4 Pu(3, 1, @ Mo, (po)ESexp( B/ U,)
2m 1 0 (2.22)
0,(8) ¢ O o g o8
—— [ o] ®,(3, 1, @ ', @)L, (3, 1, @)du' O
4 0 0
0 [1 O
Ee is the incident solar irradiance in the directipg = cosB, w, is the single scattering albeﬁé)cf/ k, )

and®(d, 4, @, W', @) isthe scattering phase function which defines the probability that radiation coming from di-
rection (U, @ ) is scattered in directiop(¢@ ). The shortwave part of the scheme, originally developeatjogrt

and Bonne(1980) solves the radiation transfer equation and integrates the fluxes over the whole shortwave spec-
trum between 0.2 and gm . Upward and downward fluxes are obtained from the reflectance and transmittances
of the layers, and the photon-path-distribution method allows to separate the parametrization of the scattering proc-
esses from that of the molecular absorption.

2.3.1 Spectral integration

Solar radiation is attenuated by absorbing gases, mainly water vapour, uniformly mixed gases (oxygen, carbon di-
oxide, methane, nitrous oxide) and ozone, and scattered by molecules (Rayleigh scattering), aerosols and cloud
particles. Since scattering and molecular absorption occur simultaneously, the exact amount of absorber along the
photon path length is unknown, and band models of the transmission function cannot be used directly as in long-
wave radiation transfer (s&ection 2.2. The approach of the photon path distribution method is to calculate the
probability M(U)dU that a photon contributing to the fli,,,;  in the conservative case (i.e., no absorption,

w, = 1, k, = 0) has encountered an absorber amount between UahdU .With this distribution, the radi-
ative flux at wavenumber is relatedRq,,s by

[

Fy = FI M(U)exp(—k,U)du (2.23)

0

and the flux averaged over the spectral intedval can then be calculated with the help of any band model of the
transmission functiott,,

00

1
F = EJdev = FconSJ'I'I(U)tAV(U)dv (2.24)
\Y

0

To find the distribution functiofil(U) , the scattering problem is solved first, by any method, for a set of arbitrarily

fixed absorption coefficientk; , thus giving a set of simulated ﬂLFXle . An inverse Laplace transform is then
performed on(2.23) (Fouquart, 1974). The main advantage of the method is that the actual distribiit{&h) is
smooth enough thgP.23)gives accurate results everif(U) itself is not known accurately. In fa¢t)) need

not be calculated explicitly as the spectrally integrated fluxes are
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F = F conday (VD in the limiting case of weak absorption

F = ConstAV(DJm[) in the limiting case of strong absorption

where (U0 = J’I‘I(U)UdU andUY0 = II’I(U)Ul/ZdU

The atmospheric absorption in the water vapour bands is generally strong, and the scheme determines an effective
absorber amourl,  betweét)[] aid'd  derived from

e = In(F\ /Feond/Ke (2.25)

where Kk, is an absorption coefficient chosen to approximate the spectrally averaged transmission of the clear sky
atmosphere

1
ke = IN(tyy (Uio o)) (2.26)
e Utot/uO Av tot' Mo
whereU,,; is the total amount of absorber in a vertical column pypd= cosB, . Once the effective absorber

amounts ofH,O and uniformly mixed gases are found, the transmission functions are computed using Pade ap-
proximants

th,(U) = 120 (2.27)

Absorption by ozone is also taken into account, but since ozone is located at low pressure levels for which molec-
ular scattering is small and Mie scattering is negligible, interactions between scattering processes and ozone ab-
sorption are neglected. Transmission through ozone is computed using (2.24)J\@gpere the amount of ozone is

Us

, MI dUo, for the downward transmission of the direct solar beam

Uo

\ rJ' dUg, + Udoa( Psur) for the upward transmission of the diffuse radiation

r = 1.66 is the diffusivity factor (se&ection 2.2, andM is the magnification factdR¢dgers, 1967) used instead
of r to account for the sphericity of the atmosphere at very small solar elevations

M = 35/ /u5+1 (2.28)

To perform the spectral integration, it is convenient to discretize the solar spectral interval into subintervals in
which the surface reflectance can be considered as constant. Since the main cause of the important spectral varia-
tion of the surface albedo is the sharp increase in the reflectivity of the vegetation in the near infrared, and since
water vapour does not absorb below 016 , the shortwave scheme considers two spectral intervals, one for the
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visible (0.2-0.68um ), one for the near infrared (0.68—¢r ) parts of the solar spectrum. This cut-off at 0.68
pm also makes the scheme more computationally efficient, in as much as the interactions between gaseous absorp-
tion (by water vapour and uniformly mixed gases) and scattering processes are accounted for only in the near-in-
frared interval.

2.3.2 Vertical integration

Considering an atmosphere where a fractioni (as seen from the surface or the top of the atmosphere) is cov-
ered by clouds (the fractionC g depends on which cloud-overlap assumption is assumed for the calculations),
the final fluxes are given as a weighted average of the fluxes in the clear sky and in the cloudy fractions of the col-
umn

F(j) = Cca Fae(i) +(1- Cca )F gy

where the subscriptir ’andcld '’ refer to the clear-sky and cloudy fractions of the layer, respectively. In con-
trast to the scheme @feleyn and Hollingsworth(1979), the fluxes are not obtained through the solution of a system

of linear equations in a matrix form. Rather, assuming an atmosphere divided into homogeneous layers, the upward
and downward fluxes at a given layer interface are given by

N

FD=Fo[] 7ot (229

k=]
F () =F TR p(i-1)

whereR ,,(j) andr p,(j) are the reflectance at the top and the transmittance at the bottory of the  th layer. Com-
putations ofR ,,, 's start at the surface and work upward, whereas thdsg,pf 's start at the top of the atmosphere
and work downwardR ,, an@i,, account for the presence of cloud in the layer

Rio = CoygR g+ (1-C9)R
top cld" cld cld/™ cIr (2.30)
Thot = CaaT gt (1=Coi)T o
whereC .4 is the cloud fractional coverage of the layer within the cloudy fractafty of the column.

2.3.2 (a) Cloudy fraction of the layeRR ; teay andT by, are the reflectance at the top and transmittance at the
bottom of the cloudy fraction of the layer calculated Wlth the Delta-Eddington approximation. Gived) , ,and
9y the optical thicknesses for the cloud, the aerosol and the molecular absorption of the gases, respectively, and
(= kgU),andg. andg, the cloud and aerosol asymmetry facﬂ@qcsd,y TaJJSJ are calculated as functions
of the total optical thickness of the layer

O = d;+0,+ 9, (2.31)
of the total single scattering albedo
0.0,
17
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of the total asymmetry factor

*_ 6(: a
R T AT A

(2.33)

of the reflectanc&® _  of the underlying medium (surface or layers beloy the th interface), and of the cosine of
an effective solar zenith angles(j)  which accounts for the decrease of the direct solar beam and the correspond-
ing increase of the diffuse part of the downward radiation by the upper scattering layers

. . . -1
Men(i) = [(1= Cga(i) Mu+rCga(i) ] (2.34)
with Ccef; (J) the effective total cloudiness over leyel

N
Com(i) = 1- [] (1-Coa(DE(i)) (2.35)

i=j+1

and

. \2 :
(1—-w(i)g.(i) )6c(|)} (2.36)

E(i) = l—exp{ "

o.(i), w.(i) andg.(i) are the optical thickness, single scattering albedo and asymmetry factor of the cloud in
thei th layer, and- is the diffusivity factor. The scheme follows the Eddington approximation first proposed by
Shettle and Weinmaif1970), then modified bjoseph et al. (1976) to account more accurately for the large fraction

of radiation directly transmitted in the forward scattering peak in case of highly asymmetric phase functions. Ed-
dington’s approximation assumes that, in a scattering medium of optical thicBhess , of single scattering albedo
w, and of asymmetry factar , the radiarice entering (2.17) can be written as

L(3.1) = Lo(8) + UL 4(3) (2.37)

In that case, when the phase function is expanded as a series of associated Legendre functions, all terms of order
greater than one vanish whgh20)is integrated ovep  ang . The phase function is therefore given by

P(©) = 1+[B4(O)u

where® is the angle between incident and scattered radiances. The intEy20)ithus becomes

21 D+1 0
0 [l
_ﬁwgﬂummmummwg=muwma (2.38)
0 1 0
where
18
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+1

=h_1
g=7 = 2J’P<e)u o
-1
is the asymmetry factor.

Using(2.38)in (2.20)after integrating ovep.  and dividing t&rt  , we get

d
IJES(LO"'ULl) = —(Lo+HLy) +w(Ly+ guL,) (2.39)
+1/4wF oexp(—d/Kg) (1 + 3gHoH)

We obtain a pair of equations fbg,  ahd by integra(thg9) over u

dL, 3

T =-3(1-w)Ly+ ZmF 0exp(—0/u,)

i (2.40)
3

35 =~ (1 -00)Ly + 7m HoF oexp(-3/i,)

For the cloudy layer assumed non-conservaive (1 ), the solutigas3&) and(2.40) for 0<d < 5, are

Lo(d) = C,exp(—Kd) + C,exp(+Kd) —aexp(—od/,)
L1(8) = P{C,exp(—K3) — C,exp(+K8) — Bexp(~3/Hio)}

(2.41)

where

K = {3(1-w)(1-wg)}"?
P={3(1-w)/(1-wg)}
o = 3wF glo{ 1+ 39(1-w)}/{4(1- K3 )}

B = 300F oo 1+ 39 (1w }/(4(1— K13 )

172

The two boundary conditions allow to solve the system@qr  &nd ; the downward directed diffuse flux at the
top of the atmosphere is zero, i.e.,

F0) = [Lo@ +2L,(0)| = 0
which translates into
(1+2P/3)C, +(1-2P/3)C, = a +2p/3 (2.42)
The upward directed flux at the bottom of the layer is equal to the product of the downward directed diffuse and

direct fluxes and the corresponding diffuse and direct reflectdhge ( Rand , respectively) of the underlying me-
dium
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4, * 2 * D
F(8)=0lo(8) ~5L4(8) 0
O O
D * 2 * |:| *
= R_OLp(d ) +5L4(0 ) O+ R gHgF o€Xp(—0 /Hg)
0 3 O
which translates into

{1-R_-2(1+R _)P/3}C,exp( —-K &)
+{1-R_+2(1+R )P/3}Cy( +K3J) (2.43)
={(1-R_)a—2(1+R )B/3+R gioF o} exp(-5 /M)

In the Delta-Eddington approximation, the phase function is approximated by a Dirac delta function forward-scat-
ter peak and a two-term expansion of the phase function

PO) = 2f (1-p) +(1-f)(1+3g'y)

wheref is the fractional scattering into the forward peak ghd  the asymmetry factor of the truncated phase func-
tion. As shown byloseptet al.(1976), these parameters are

2
f=q (2.44)
9’ =9/(9+1)

The solution of the Eddington’s equations remains the same provided that the total optical thickness, single scat-
tering albedo and asymmetry factor ente(@9)}-(2.43)take their transformed values

8 = (1+wf)d
_ (-fHw
® 1-wf

(2.45)

Practically, the optical thickness, single scattering albedo, asymmetry factor and solar zenith angle entering (2.39)-
(2.42) ared W g ’ angl.x defined (8.33)and(2.34)

2.3.2 (b) Clear-sky fraction of the layersn the clear-sky part of the atmosphere, the shortwave scheme
accounts for scattering and absorption by molecules and aerosols. The following calculations are practically done
twice, once for the clear-sky fraction I—Cﬁ?é ) of the atmospheric column with equalgto  , simply
modified for the effect of Rayleigh and aerosol scattering, the second time for the clear-sky fraction of each
individual layer within the fractionCda  of the atmospheric column containing clouds pwith  equal to

As the optical thickness for both Rayleigh and aerosol scattering is stal(,j — 1) T ard) , the reflectance
at the top and transmittance at the bottom ofjthe th layer can be calculated using respectively a first and a second-
order expansion of the analytical solutions of the two-stream equations similar to tGatldfy and Chylek

(1975). For Rayleigh scattering, the optical thickness, single scattering albedo and asymmetry factor are respec-
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tively dg, Wg = 1, andgg = 0, so that
Og
Rp= D
" 2u+gg (2.46)
| —
R (2u+3y)
The optical thicknesd, of an atmospheric layer is simply
8 = 8af P(i) = P(i—1)}/ Pourt (2.47)

whered r isthe Rayleigh optical thickness of the whole atmosphere parametrized as a function of the solar zenith
angle Peschamps et al.,1983)

For aerosol scattering and absorption, the optical thickness, single scattering albedo and asymmetry factor are re-
spectivelyd, ., , withl —-w,«1 andj, , so that

den = 1+{ 1_wa+ baCKp-e)wa} (6a/“e)

(2.48)
+(1-w){1-w,+ 2backp)w,} (8 / 1z )
_ (backe)w,0,)/ Ha
Rke) = den (2.49)

T (M) = 1/den

whereback(p,) = (2—-3p.0,)/4 is the backscattering factor.

Practically,R ., andl ., are computed usif@49)and the combined effect of aerosol and Rayleigh scattering
comes from using modified parameters corresponding to the addition of the two scatterers with provision for the

highly asymmetric aerosol phase function through Delta-approximation of the forward scattering peak (as in
(2.40)2.41)

6+ = 6R + 6a(1_wag§)

+_ _Y %,
0 = T¥g.05+0) (2.50)
2
PR * 5, w(1-g2)

T8t 8, R Be+d, 1 g

As for their cloudy counterpart® ., afldy,  must account for the multiple reflections due to the layers under-
neath

Rer = R(He) *R_T (Ke)/(1-R R.) (2.51)

andR _ is the reflectance of the underlying medRim= R (j—1) land s the diffusivity factor.
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Since interactions between molecular absorption and Rayleigh and aerosol scattering are negligible, the radiative
fluxes in a clear-sky atmosphere are simply those calculated(@W)and(2.45)attenuated by the gaseous trans-
missiong(2.25)

2.3.3 Multiple reflections between layers

To deal properly with the multiple reflections between the surface and the cloud layers, it should be necessary to

separate the contribution of each individual reflecting surface to the layer reflectance and transmittances in as much
as each such surface gives rise to a particular distribution of absorber amount. In case of an atmosphere including
N cloud layers, the reflected light above the highest cloud consists of photons directly reflected by the highest cloud

without interaction with the underlying atmosphere, and of photons that have passed through this cloud layer and

undergone at least one reflection on the underlying atmosphere. {2 f22jshould be written

L
F = FofP (Ut (U)d 2.52
Z |J0’.(>A<>v (2.52)

whereF , andP(U) are the conservative fluxes and the distributions of absorber amount corresponding to the
different reflecting surfaces.

Fouquart and Bonne(1980) have shown that a very good approximation to this problem is obtained by evaluating
the reflectance and transmittance of each layer (U&ir39)and(2.45)) assuming successively a non-reflecting un-
derlying medium R _ = 0 ), then a reflecting underlying mediuRn 0 ). First calculations provide the contri-
bution to reflectance and transmittance of those photons interacting only with the layer into consideration, whereas
the second ones give the contribution of the photons with interactions also outside the layer itself.

From those two sets of layer reflectance and transmittaricgsT ,,o Randr(,, . ) respectively, effective ab-
sorber amounts to be applied to computing the transmission functions for upward and downward fluxes are then
derived usind2.23)and starting from the surface and working the formulas upward

Ueo = IN(T po/ T o)/ Ke

Uez = In(T, /T )/ Ke (2.53)
Uso = IN(R /R o)/ Ke
Ugr. = In(R 4 /th)/ke

whereR,. andl . are the layer reflectance and transmittance corresponding to a conservative scattering medium.

Finally the upward and downward fluxes are obtained as
FU) = FofRuotay(Ueo) + (Ryy —Ryo)tay( Uz )} (2.54)
FU) = FofTpotay(Ueo) + (T =T podtay( Uex )} (2.55)
2.3.4 Cloud shortwave optical properties

As seen in Sub-section 2.3.2 (a), the cloud radiative properties depend on three different parameters: the optical
thicknessd,, , the asymmetry factggy  , and the single scattering atiaedo
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Presently the cloud optical properties are derived froomuart (1987) for the water clouds, aridbert and Curry
(1992) for the ice clouds

. is related to the cloud liquid water amouht,,p by

_ 3ULwp
¢ 2r

e

wherer, is the mean effective radius of the size distribution of the cloud water droplets. Prasently s para-
metrized as a linear function of height from 0 m at the surface tp 45 m at the top of the atmosphere, in an
empirical attempt at dealing with the variation of water cloud type with height. Smaller water droplets are observed
in low-level stratiform clouds whereas larger droplets are found in mid-level cumuliform water clouds.

In the two spectral intervals of the shortwave radiation schegpe, is fixed to 0.865 and 0.910, respectively, and
W, is given as a function dd,  followingouquart (1987)

W, = 0.9999- 5x 10"exp(-0.53,) (2.56)

W, = 0.9988— 2.5¢ 10 exp(—0.0%,)
These cloud shortwave radiative parameters have been fitted to in situ measurements of stratocumul&eolouds (
nel et al, 1983).

For the optical properties of ice clouds, we have

O, = IWP(a; +b;/r,)
w; = ¢;—dir, (2.57)

g; = ¢+ firg

where the coefficients have been derived fifeimart and Curry(1992) for the two intervals of the shortwave radi-
ation scheme, and, isfixed atg0 m.

2.4 HORIZONTAL INTERPOLATION

As stated in the introduction, the cost of the radiation scheme described in the previous sections is prohibitive if it
were used to compute the radiative fluxes at every time step and every grid point of the model.

In order to cut down the computing costs, the full radiation scheme is only used every 3 hours (“full radiation time
steps”) at every fourth grid point, and a spatial and temporal interpolation thus provides the relevant interaction of
the shortwave radiative fluxes with the solar zenith angle at every time step and every grid point.

To do so we define an effective transmissivity — at each of the model level such that:
Fo= 1S, (2.58)

whereF ¢ is the solar (shortwave) flux afg is the solar flux at the top of the atmosphere. The vdiyes of is
kept constant between full radiation time steps and the net fluxes are recomputed at every time stéh583ing
with the correct solar angle for every grid point.
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The interpolation is done only in the zonal direction because of the strong meridional variation of the radiative
processes and of the internal organisation of the model code. For each row, variables relevant to the input of the
radiation calculation are transformed to a coarser subgrid via simple sampling. On the coarser grid so defined, flux-
es are then evaluated as described in the previous sections. Finally, effective solar transmissivities and longwave
fluxes are computed and transformed back to the full resolution of the model via cubic interpolation.

2.5 INPUT TO THE RADIATION SCHEME

2.5.1 Model variables

Temperature values are needed at the boundaries of the layers, where the fluxes are computed. They are derived
from the full level temperatures with a pressure weighted interpolation

PPk +1—Pk+1/2) Pr+1/2(Pr+ 12— Pi)
Pr+1/2(Pr+1— Py) kvl Pr+1/2(Pk+1— Py)

T2 = Tk (2.59)

At the bottom of the atmosphere, either the surface temperature or the tempetr@torésaised, while at the top
of the atmosphere the temperature is extrapolated from the first full level and second half level temperatures.

2.5.2 Clouds

Cloud fraction, and liquid/ice water content is provided in all layers by the cloud scheme.

2.5.3 Aerosols

Horizontal distributions for four climatological types of aerosols (oceanic, desert, urban, and stratospheric back-
ground) are defined from T5 spectral coefficients, with fixed vertical distributions follGwimget al. (1984).

2.5.4 Carbon dioxide, ozone and trace gases

Carbon dioxide, methane, nitrous oxide, CFC-11 and CFC-12 have constant volume concentrations of 353 ppm,
1.72 ppm, 0.31 ppm, 280 ppt, and 484 ppt respectively (IPCC/SACC, 1990).

Two climatologies are available for the ozone distribution. In the first one (NOZOCL = 0), the ozone mixing ratio
do, depends on height, latitude, longitude and season. Its vertical distribution is assumed to be such that its inte-
gral from O to the pressuge is

p
Qo dp = —2— (2.60)
1+(b/p)
0

The constant&s and  are related to the total amount of ozone and the height of its maximum mixing ratio. They
are imposed in terms of a limited series of spherical harmonics (T10) for the geographical distribution and a Fourier
series for the seasonal variation. The total amount of ozone was taket.draion et al. (1976) and the altitude

of the maximum concentration was derived fratlcox and Belmon{1977). Plots of these values can be found

in the Appendix. In the second climatology (NOZOCL = 1), the ozone mixing qa(giao depends on height, latitude
and month, and is taken frofortuin and Langemat#1994).
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2.5.5 Ground albedo and emissivity

The background land albedn,, , is interpolated to the model grid from the monthly mean values of a snow-free
albedo produced for the combined 1982-1990 years. The albedo for that dataset was computed using the method
of Sellerset al. (1996), but with new maps of soil reflectance, new values of vegetation reflectance and the biophys-
ical parameters describedlins et al. (2000). More information on the original data and plots of the monthly mean
albedo are shown i@hapter 9

Spectral albedos for parallel and diffuse radiation are needed by the radiative code. In addition, the surface energy
balance equation (s&&hapter 3on vertical diffusion) needs a spectrally integrated parallel+diffused albedo, spec-
ified for each independent surface functional unit, tile. The procedure is summarizalé2.1 Over open water,

the surface albedo for direct parallel radiation is a fit to low-flying aircraft measurements over the ocean given by
Tayloret al. (1996)

0.037

Ogy = ———
1.5 +0.15

sp (2.61)

For sea ice, monthly values basedmEimertand Curry (1993) albedos for the Arctic Ocean are interpolated to the
forecast time. The bare sea ice albedo value in Ebert and Curry is taken as a representative value for summer, and
the dry snow albedo value is used for the winter months. Values for the Antarctic are shifted by six months. Sepa-
rate values for visible and near-infrared spectral bands are used. The time-varying snow alhedo (Chapsee

7), is used for the exposed snow tile only. Finally, the average of the diffuse and parallel albedos are spectrally
integrated for each tile.

TABLE 2.1 DIFFUSE AND PARALLEL ALBEDO AND WINDOW EMISSIVITY FOR EACH TILES

Tile 1 2 3 4 5 6 7 8
- Open Sea Interception Low Exposed  High Shaded Bare
Description - . .
sea ice layer vegetation snow  vegetation snow ground
Diffuse 0.06 Ebert and Curry agp, O, O, agp, 0.15 Ogp
albedo (1993)
Parallel  Tayloretal. Ebertand Curry Ogp agp Ogn Ogp 0.15 Ogp
albedo (1996) (1993)
Window 0.99 0.98 0.96 0.93-0.96 0.98 0.93-0.96 0.93-0.96 0.93-0.96
emissivity
The thermal emissivity of the surface outside the 8001260 spectral region is assumed to be 0.99 everywhere.

In the window region, the spectral emissivity is constant for open water, sea ice, the interception layer and exposed
snow tiles. For low and high vegetation and for shaded snow the emissivity depends on the water content in the top
soil layer. Emissivity decreases linearly from 0.96 for soils at or above field capacity to 0.93 for soils at or below
permanent wilting point. The same formulation is used for bare ground, except for deserbaead G ), where
a value of 0.93 is used independently of the soil water content. Finally, a broadband emissivity is obtained by con-
volution of the spectral emissivity and the Planck function at the skin temperature.

2.5.6 Solar zenith angle

Equations to compute the annual variation of the solar condtant , the solar decldation  and the difference be-
tween solar time and official time can be foundPtridge and Platt(1976). These equations are used to give the
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cosine of the solar angle at the ground. Because of the curvature of the earth, the zenith angle is not quite constant
along the path of a sun ray. Hence a correction is appligd to to give an gugrage  for the atmosphere:

H
a
TRE = = (2.62)
a2 D a\2
(M) + 52+ =g~ ()

wherea is the earth radius ahtl  is the atmospheric equivalent hielight. is fixed at 0.001277.

2.6 THE RADIATION CODE

RoutineRADHEAT or RADHEATN (depending whether the diagnostic or prognostic cloud scheme is used) is
called at every time step to compute the radiative fluxes and heating using the solar zenith angle computed in
CPGLAG and emissivities and transmissivities (PEMTU, PTRSOL) computed at full radiation time steps in
RADINT. The other routines are called either once at the beginning of th&tBCRADand below) or once per

full radiation step at the first ronCRADFRand below), or at every full radiation time step for all rows. In this
section, we briefly describe the function of each routine.

TABLE 2.2 SPECTRAL DISTRIBUTION OF THE ABSORPTION BY ATMOSPHERIC GASES IRRTM

Gases included

Spectral intervals cm-1  Number of g-points Troposphere  Stratosphere

10-250 8 HO H,0
250-500 14 HO H,0

500-630 16 HO, CO, H,0, CO,

630-700 14 HO, CO, 03, CO,

700-820 16 HO, CO,, CCl, 03, CO,, CCly
820-980 8 HO, CFC11, CFC12 CFC11, CFC12
980-1080 12 HO, Oy O3

1080-1180 8 HO, CFC12, CFC22 @ CFC12, CFC22
1180-1390 12 KO, CH, CH,

N.B.: CCl, and CFC22 are presented not accounted for in the ECMWF model.

2.6.1 Set-up routines
. SUECRADprovides the interface with the user, via the namelist NAERAD. It defines the constants

of Table 2.2and sets the configuration for the radiative computations oRPHEQ.
. ECRADFRmodifies the frequency of full radiative computations (flORIT4).

. SUAERL and SUAERSN set up the longwave and shortwave radiative characteristics of the
aerosols (fronBUECRAD.

. SUAERH defines the geographical distribution of aerosols, in terms of spectral coefficients (from
UPDTIER).

. SUAERYV defines the globally averaged vertical distribution of the aerosols §dECRAD).
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SUCLOPsets up the longwave and shortwave radiative properties of the ice and water clouds (from
SUECRAD.

SUECOZOcomputes the Legendre coefficients for the ozone distribution according to the time of
the year, using the Fourier coefficients defined in DATA statements (fRIDTIER).

SULWN sets up the coefficients for the longwave radiative computations §téaCRAD).

SURDI sets up the concentrations of radiatively active gases and security parameters for the
radiative computations (froUECRAD).

SUSAT sets up position and altitude of geostationary satellites in case of diagnostic simulation of
radiances by the model radiation scheme (f&iCRAD).

SUSWNsets up the coefficients for the shortwave radiative computations $itdbCRAD).

UPDTIER updates the time for full radiative computations (fle@RADFR).

The routineSUAERH, SUECOZOare called only once per full radiation step, at the first row.
SURRTAB precomputes the array linking gaseous optical thickness and the transmission function
(RRTM). (called fromSUECRAD).

SURRTFTRIincludes all coefficients related to the  -point configuration (RRTM). (called from
SUECRAD.

SURRTPKAdefines the limits of the spectral intervals, and the coefficients of the spectrally defined
and spectrally integrated Planck functions (RRTM). (called fearECRAD).

SURRTRFdefines the pressure and temperature reference profiles used for the tabulation of the
absorption coefficients (RRTM). (called fradUECRAD).

RRTM_CMBGBN for each of the 16 spectral intervals, remaps the absorption coefficients from 16
to the final number of -points (called fraRRTM_INIT_140GBH.

RRTM_INIT_140GP performs theg -point reduction from 16 per band to a band-dependant
number (column 2 in Table 1). It also computes the relative weighting for the giew -point
combinations (called froBUECRAD).

RRTM_KGBn contain the various absorption coefficients for all gases relevant to the different
spectral bands.

2.6.2 Main routines

RADINT is called byRADDRY to launch the full radiation computations. Zonal mean diagnostic

of the temperature, clouds and albedo are computed. Temperature is vertically interpolated.
Depending on the value of the variable NRINT an interpolation of all input variables to a coarser
grid may be carried out. It may be necessary to subdivide the latitude belt in a few parts for the
actual calculation of radiative fluxes because of storage space limitations. For this reason a loop
over these parts follows. Inside this loop a call to routit®eDLSW provides solar and thermal
fluxes for a subset of points of that latitude row. These fluxes are converted into transmissivities and
emissivities and after completion of the whole latitude circle they are transferred to the full grid
when the calculations are carried out with the coarse resolution (NRINT>1).

RADLSW is the driver routine of the solar and thermal fluxes by calling specialized rouginées

for shortwave radiation and eitheRTM_RRTM_140GRor LW for longwave radiation.

2.6.3 Specialized routines

RADSRF is called from RADPAR/CALLPAR to compute surface albedo and emissivity. It
computes the gridpoint diffuse and parallel spectral albedos and a spectrally integrated albedo (for
postprocessing). It also computes the emissivity inside and outside the window region, and the
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spectrally integrated emissivity. Finally, it computes spectrally integrated tile albedos to be used by
the surface energy balance routine (Seapter 3on vertical diffusion).

LW organizes the longwave computation by calling in tuniJ, LWBV, LWC.

LWU computes the effective absorber amounts including the pressure and temperature
dependencies in the spectral intervals of the longwave radiation scheme.

LWBYV callsLWB andLWV

LWB computes the Planck function with relation to temperature for all levels and spectral
intervals.

LWV organizes the vertical integration by callingVVVN which deals with the contribution to the

flux of the layers adjacent to the level of computation of flilyVD which deals with the
contribution from the more distant layers, and LWVB which computes the contribution of the
boundary terms.

LWTT andLWTTM compute the relevant transmission functions needadhtvN, LWVD, and
LWVB.

LWC introduces the effect of clouds on the longwave fluxes.

SW organizes the shortwave computation by calling in 8iviJ, SW1S andSW2S

SWU computes the effective absorber amounts including the pressure and temperature
dependencies of the absorption.

SWi1Sand SW2Sdeal with the shortwave radiation transfer in the two spectral intervals used to
describe the solar spectrum. They both GNVCLR, which deals with the conservative scattering
processes (Rayleigh) and the scattering / absorption by aerosols in the totally clear sky part of the
atmospheric column, theBWR which deals with the same processes for the clear sky layers in an
otherwise cloudy column, arfdWWDE which computes the reflectivity and transmissivity of a layer
including non-conservative scatterers (cloud particles) with the Delta-Eddington approximation.
SWTTandSWTT]Z, computes the relevant transmission functions.

RRTM_RRTM_140GPRorganizes the longwave computation by calling in turn, within a loop on the
individual  vertical  columns, RRTM_ECRT_140GP RRTM_SETCOEF_140GP
RRTM_GASABS1A 140GRNdRRTM_RTRN1A 140GP

RRTM_ECRT_140GHefines the surface spectral emissivity, and the spectral aerosol thickness,
and the layer absorber amounts and cloud quantities as Us&d .
RRTM_SETCOEF_140GRcomputes the indices and frcations related to the pressure and
temperature interpolations. It also calculates the values of the integrated Planck function for each
spectral band at the level and layer temperatures.

RRTM_GASABS1A 140GHRaunches the calculation of the spectrally defined optical thickness for
gaseous absorption. It caBRTM_TAUMOLnN.

RRTM_RTRN1A 140GFcomputes the downward then upward fluxes, using a diffusivity-type
approximation for the angle integration. Cloud overlap is treated with a generalized maximum/
random overlap method. Adjacent layers are treated with maximum overlap, non-adjacent cloud
groups are treated with random overlap. For adjacent cloud layers, cloud information is carried
from the previous two layers.

2.6.4 Heating rate computation

RADHEAT or RADHEATN, depending whether the diagnostic or the prognostic cloud scheme is
used, recomputes at each time step the net radiative fluxes from the layers’ effective emissivity and
transmissivity, using the actual temperature and solar zenith angle. It also computes the downward
longwave and shortwave radiation at the surface.
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APPENDIX A L IST OF SYMBOLS

c cld

o O

pdry

o

m. o

<

T rxeae +m

~ - -

<

C

bs
BY
Bext
v

B\S}C&

€cld

<

©oe gg <T

D
o

Planck function integrated over the half sphere with the factor invowing
of flux (W m2)

fractional cloud cover

specific heat at constant pressure of moist air

specific heat at constant pressure of dry air

specific heat at constant pressure of water vapour

incident solar radiance in the directiép

radiative flux

fractional scattering into the forward peak

acceleration of gravity

asymmetry factor for aerosol scattering

absorption coefficient

monchromatic radiance at wavenumber

magnification factor£ 35/»’(”3 +1) )

0zone mixing ratio

scattering phase function

pressure

absorbed: in units

probability of a photon encountering an absorber amount betWeen U ardl)

specific humidity

diffusivity factor (= sed )

mean effective radius of cloud water droplets
reflectance

solar flux at the top of the atmosphere
transmittance

temperature

monchromatic transmission at wavenumber
absorber amount

surface albedo

cloud particle absorbtion coefficient
extinction coefficient

scattering coefficient

molecular absorption of gases
optical depth

cloud emissivity

= cod

wavenumber

single scattering albede (B, 7k, )
scattering phase function

azimuth angle

zenith angle

direction of incident solar beam
angle between incident and scattered radiances
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CHAPTER 3 Turbulent diffusion and interactions with
the surface

Table of contents
3.1 Introduction
3.2 The surface layer
3.2.1 Surface fluxes
3.2.2 Stability functions
3.2.3 Computation of the Obukhov length
3.2.4 Roughness lengths
3.3 The exchange coefficients above the surface layer
3.3.1 General
3.3.2 The exchange coefficients
3.4 Solution of the vertical diffusion equation
3.5 The skin temperature
3.6 Tendency calculations and energy dissipation
3.7 Shorter time step in the vertical diffusion scheme
3.8 Diagnostic computations for postprocessing
3.8.1 Diagnostic boundary layer height
3.8.2 Wind at 10 m level
3.8.3 Temperature and humidity at the 2 m level
3.8.4 Wind gusts
3.9 Code

3.1 INTRODUCTION

The parametrization scheme described in this chapter represents the turbulent transfer of heat, momentum and
moisture between the surface and the lowest model level and the turbulent transport of the same quantities between
model levels. The scheme computes the physical tendencies of the four prognostic variame3( , q and )due
to the vertical exchange by turbulent (non-moist) processes. These tendencies are obtained as the difference be-
tween the results of an implicit time-step fram tte-1 . All the diagnostic computations (such as the calculation

of the exchange coefficients, etc.) are done at time . The surface boundary condition is formulated separately for
8 different tiles: water, ice, wet skin, low vegetation, exposed show, high vegetation, snow under vegetation, and
bare soil. The different tiles have their own surface energy balance and their own skin temperature. In this version
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of the IFS, the mixture of land and ocean tiles is still not used, i.e. a grid box is either 100% ocean (water + ice) or
100% land (tile 3 to 8). Details about tiles are given in Chapter 7.

The equation for the vertical diffusion of any conservative quartity  is:

oY _ 190, dyg_ 193y
ot pazB)K‘“OzD_ p 0z (3-1)
The vertical turbulent fluxd,,  (positive downwards) is written using a first-order turbulence closure, kere is

the exchange coefficient. The goal of the vertical diffusion parametrization is to define the exchange coefficients
and then to solve equatig®.1) with the following boundary conditions:

0
K o =0 at P = Piop
N+t (3.2)

Ve - Z FiCyilU(2)] (W(2)-Wsyeri)asz - O
i=1

where p,, is the pressure at the top of the atmosphere. For heat and moisture the surface boundary condition is
provided tile by tile and fluxes are averaged over e tiles, weighted by their fraEtjon . The transfer coef-
ficientC,,; atthe lowest model level depends upon the static stability. The vagagle represents the yalue of

at the surface. For heat and moisture, 8 tiles are used (see Chapter 9). For wind, a single tile is used with a no slip
condition at the surface.

The vertical diffusion process is applied to the two horizontal wind componants, vand , the specific humidity
g and the dry static energy , where

S = Cpary(1+3q)T+gz =c,T+o (3.3)

whered = Cpyap/Cpary—1 and qry £ovap - aNd, arethe specific heats at constant pressure of dry air, water
vapour and moist air, respectively, apd  is the geopotential.

The problem is simplified by assuming that  remains constant with respect to time during the turbulent diffusion
process (evenifinrealitf  variations would modifyp) ). Exchange coefficients (with the dimension of a pres-
sure thickness) are then computed for momentum and for heat (sensible plus latent) (the subscrigts * ,* 'and
‘Q’ are used to identify the exchange coefficient for momentum, heat and humidity), with different formulations
for the stable and the unstable case (depending on the sign of a stability parameter, either the Obukhov length or
the bulk Richardson number in the surface layer). The implicit linear equations for the fluxes of momentum, firstly
for u andv and secondly f&r arfl , are solved by a Gaussian-elimination/back-substitution method.

The surface boundary condition is applied between the downward scanning elimination and the upward scanning
back substitution. It involves a no-slip condition far aad and the tile-by-tile solution of the surface energy
balance for the boundary condition®f agd . The water tile is an exception as it ignores the surface energy bal-
ance and uses the specified SST and the saturation specific humidity as boundary conditions.

Finally, the tendency of the variable temperature is computed, modified by the effects of local dissipation (it is as-
sumed that there is no storage of turbulence kinetic energy) and moisture diffusign on . The tiled surface fluxes
of heat and moisture are also computed for later use by the surface scheme.
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3.2 THE SURFACE LAYER

The surface layer approximation is applied between the lowest model level (about 10 m above the surface in the
60-level model) and the surface and for each tile separately. It is assume that the turbulent fluxes are constant with
height and equal to the surface values. They can be expressed, using Monin—Obukhov similarity theory, in terms
of the gradients of wind, dry static energy and specific humidity, which are assumed to be proportional to universal
gradient functions of a stability parameter:

U. 0z MO0
Kz20s _ o [0
5.0z OMOLD (3.4)
q. 0z QL
The scaling parameters. s, agd  are expressed in terms of surface fluxes:
puf =Ju
puU.S. = Jg (3.5)
pu.d. = Jg
The stability parametdr  is the Obukhov length defined as
u.s:—(c, —C, )T u.q«
L = —uf/%(?gQOVE with Qg = ( p“apc pip) T14- +eTu.q. (3.6)
! p
Qo is the virtual temperature flux in the surface layer, is the Von Karméan constadt4 T, ), is a reference

temperature taken as a near-surface temperature (the temperature of the lowest atmospheric level) and
€ = (Ryay/ Ray) =1, whereR,, andRy, are the gas constants for water vapour and dry air, respectively.

In the surface layer, the gradient functigst) can be integrated to profiles

_ K;L*DO Eh:o;omg_ Mg,+LZoMB+ wMEF%BD 3:8)
S—Sqyf = K‘;a*mogg';iw%_ wMEF'ﬁL#%. qJMEFO_HEE (3.9)
0= Gaurs = o HogHEL 2Dy, 1™ o, y, CFooC (3.10)

Kpu. U zoq O MO L O
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Zom s Zop @ndzyg are the roughness lengths for momentum, heat and moisture. The stability profile fusictions

are derived from the gradient functio(®&4) with the help of the relationshipp = 1-((0¥/0() . These profiles

are used for the surface atmosphere interaction as explained in the following sections and also for the interpolation
between the lowest model level and the surface (postprocessing of 10 m wind and 2m temperature and moisture).

In extremely stable situations, i.e. for very small positive , the ratib is large, resulting in unrealistic profile
shapes with standard stability functions. Therefore the ratib is limited to 5 by defining a leight  such that
h/L = 5.If z <h, then the profile functions described above, are used uptoh and the profiles are assumed
to be uniform above that. This modification of the profiles for exceptionally stable situations (no wind) is applied
to the surface transfer formulation as well as to the interpolation for postprocessing.

3.2.1 Surface fluxes

Surface fluxes for heat and moisture are computed separately for the different tiles, so most of the surface layer
computations loop over the tile index. Here a general description is given of the aerodynamic aspects of the transfer
between the surface and the lowest model level. The description of the individual tiles can be found in Chapter 7.

Assuming that the first model level above the surface is located in the surface boundary layer at a specified height
z,, the gradient function3.4) can be integrated to profiles for wind, dry static energy and specific humidity. The
surface fluxes are expressed in terms of differences between parameters af level  and surface quantities (identi-
fied by the subscript ‘surf’; the tile index has been omitted in this general description).

Iv = pCM‘U‘Z
J. = pCylUI(s;—Seur) (3.11)
‘Jq = pCQ‘U‘(alq|_asurquurf)

wheredgg, s+ = Osat(Tsurs) -0 andig,,s are provided by the land schemg,; = cpdry(l+€'>qs‘.,l)Tsulrf ,and
0., is the apparent surface humidity also provided by the land surface scheme (the humidity equation simplifies
over water where; = 1 qg, s = 1 ant, = Ogurs

The transfer coefficients can be expressed as follows

2
Cy = K . (3.12)
log |"’ZOM|]_qJ [FI+ZOM|:|+LP EoM[]
O 70y O MO L O M

C, = (3.13)
['Og EI+ZOMD_L|J E|+Zo|\/||:]+ LIJM@D}POQEEI-FZOMD W EEI+ZOMD+

- . CFord
O zgy 0 MO L O 'MOL 0|90 ¢z, O "HO L O "HOLO

CQ — (3.14)
1+ Zovp W Zt Zo|v||:]+ “ng%tﬂ [IOQEFI + ZoM[j_qJ i ZoM[|+ WQE@D}

O "™MO | O g DZOQD e L O gL o

The wind speedU| is expressed as
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U% = u®+ v+ w? (3.15)

with w. the free convection velocity scale defined by

/3

we = B Quf (3.16)

The parameter; is a scale height of the boundary layer depth and is set to constant value of 1000 m, since only
the order of magnitude matters. The additional term in equéBidrb)represents the near surface wind induced by

large eddies in the free-convection regime. When the surface is heated, this term guarantees a finite surface wind-
forcing in the transfer law even for vanishing awmd , and prevédts land from becomin@e§ears

(1994) showed that this empirical term, when added into the standard Monin—Obukhov scaling, is in agreement
with scaling laws for free convection. When used with the roughness lengths defined below, it provides a good fit
to observational data, both over land and over sea.

3.2.2 Stability functions

The empirical forms of the dimensionless gradient functibns  (equa(Bhp have been deduced from field ex-
periments over homogeneous terrain.
(@) Inunstable conditiong,{ = z/L <0) , the gradient functions proposed by Dyer and Hicks are used
(Dyer, 1974;Hogstrom 1988):

®y(Q) = (1-16)7*
®4(2) = Po(0) = (1-16)

s (3.17)

These functions can be integrated to the universal profile stability functon&aulsén 1970):

2 2
Wn(d) = g—Zatar(x)Hog(l"'X) 8E(1+X)

, (3.18)
W(Q) = Wo(2) = 2logrt5X o
g g

with x = (1- 161)1/4. The Y -functions are used in the surface layer andghe -functions for

unstable stratification are used above the surface layer for local closure.
(b)  For stable conditions({ = z/L >0) , the code contains gradient functign as documented by
Hogstrom(1988) and®,, as derived from the Ellison and Turner relation for the dajid d,,

Dy () = 1+

) (3.19)

Dy(Q) = Po(0) = (1+40)
These functions were meant to be used for local closure above the surface layer, but are not used at
all in the current model version, because Richardson number dependent functions are used instead
(see section on exchange coefficients above the surface layer).
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The stable profile functions as used in the surface layer, are assumed to have the empirical forms
proposed byHoltslagand De Bruin(1988), with a maodification to allow for the effects of a critical
flux Richardson number for large

W(Q) = ~bR - Shexp(-d2) ~ag -2
(3.20)
(@) = Wo@) = b - Cexp(-a) - P+ Zagf -2 41

wherea =1 ,b=2/3 ,c =5 ,andd = 0.35

3.2.3 Computation of the Obukhov length

The transfer coefficients needed for the surface fluxes require the estimation of stability paameter , itself a func-
tion of the surface fluxes. Therefore, an implicit equation, relafing  to bulk Richardson niiggr , is solved:

(f1t Zovpg 1t Zomn (£oH[]
_ [Iog Zon o lIJHD———L ot Y, }
Ripu = ¢ (3.21)

['09 MD_ W MD-I— qJM MDJZ

] Zom a Mo | 0O 0L o
with
. - Dgl]zl(evl_evsurf)
Riyy g0 \U\z — (3.22)

whereB,, and,,; are the virtual potential temperatures at leyel ~ and at the surfac®, and s a virtual poten-
tial temperature within the surface layer. Equaf®22)can be expressed in terms of dry static energy:

2
Ripyy = 92{ (S1—Ssun)

e — (8- £) (01~ Gour) | (3.23)

‘U‘ (SI + Ssurt— (pl) ! surt

Knowing Riy,, attimet , a first guess of the Obukhov length is made from fluxes computed at the previous time
step. Equatiori3.21)is solved numerically using the Newton iteration method to retideve

In contrast to the previous formulation used in the motdelfset al,, 1982), the present scheme allows a consistent
treatment of different roughness lengths for momentum, heat and moisture. The revised stability functions also re-
duce diffusion in stable situations resulting in more shallow stable boundary layers.

3.2.4 Roughness lengths

The integration constantg,y zo4 ammg , in the equations for the transfer coefficgnt<C,;, , Cagnd .
(equationg3.12)3.14) are called roughness lengths because they are related to the small scale inhomogeneities
of the surface that determine the air—surface transfer.
. Over land, roughness lengths are assumed to be fixed climatological fields as described in Chapter
9. They are derived from land-use maps, with an extra contribution dependent on the variance of
subgrid orography.
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. Over sea, the specification of surface roughness lengths is particularly important. Because of the
fixed boundary conditions for temperature and moisture the sea is, in principle, an infinite source of
energy to the model. The surface roughness lengths are expresBetidgrg 1994):

Vv + UE
Zom = Oy— +0cp—
oM M u Ch g
v
= o,— 3.24
Zoo = U~
oQ =~ Yo,
These expressions account for both low and high wind regimes:
. At low wind speed the sea surface becomes aerodynamically smooth and the sea surface
roughness length scales with the kinematic viscosjty 1.5 DlO_szs_l)
. At high wind speed the Charnock relation is used. The chosen constants,are 0.11 ,

ay = 0.40,andag = 0.62 @rutsaert 1982). The Charnock coefficierdc, , is set equal

to 0.018 for the uncoupled model, and is provided by the wave model in coupled mode.
The smooth-surface parametrization is retained in high wind speed regimes for heat and moisture
because observations indicate that the transfer coefficients for heat and moisture have very little
wind-speed dependence aboverd " Miller et al., 1992 Godfreyand Beljaars, 1991)in Egs.
(3.24) friction velocity u. , is calculated from

172

V20?4 v+ wd) (3.25)

u. = Cy

with w. from equation3.16) using fluxes from the previous time step.

3.3 THE EXCHANGE COEFFICIENTS ABOVE THE SURFACE LAYER

3.3.1 General

A first order closure specifies the turbulent flux of a given quanfity =~ at a given model level proportional to the
vertical gradient of that quantity:

3, = quJ—‘iJ (3.26)

The exchange coefficients,,  are estimated at half model levels. The computation of the exchange coefficients
depends on the stability regimes (locally and at the surface) and on the vertical location above theRSgrfade.
summarizes the various areas where each scheme (non-local diffusion from Troen and Mahrt, local diffusion de-
pendent on the Richardson number, local diffusion with Monin—Obukhov functions) is applied. First, the local Ri-
chardson number is computed in each vertical layer:
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2 2 2
AUl 10 = (Ug=Up )"+ (Vie—= Vi 1)

[Asvlj 2(Sk —Sk+ 1)
p— = —(6-¢ — O+
|]:p-rl:L+l/2 (Sk_(pk+sk+1_(pk+1) ( )(qk AL 1) (3.27)
. {(As,)/(c,T)}
Rici12 = (G—Pcsa) - 2p KLl
AUl 412
Given the value ofRi , in stable local conditions the stability paraméter z/ L is deduced from precomputed

tables givingl = {(Ri) . A cubic spline interpolation is performéttésset al. 1992, pp107-111). In unstable
local conditions, we simply sét = Ri

3.3.2 The exchange coefficients

3.3.2 (a) Turbulence length scale.

The mixing lengthd,, = I,; = kz used in the surface layer are bounded in the outer layer by introducing asymp-
totic length scaled,, 3 amd, Blackaday 1962)

1
M
1
Ay

+

>
™

(3.28)

[= £ |~

+

e T

™

T

The underlying idea is that vertical extent of the boundary layer limits the turbulence length scale. Since the results
in the boundary layer are not very sensitive to the exact value of the asymptotic length scales, these parameters are
chosen to be constants:

Ay = Ay = 150 m. (3.29)

Parametef3 is 1 in the boundary layer but reduces the length scales above the boundary layer in order to prevent
excessive mixing to occur in and around the jet stream. The following expression is used

(3.30)

wheref3, = 0.2 andH,;, = 4000m

3.3.2 (b) M-O similarity with Ri< 0Area 1 inFig. 3.1).

In this regime, the exchange coefficieris, are based on local similBligy{stadi 1984) stating that the ex-
pressions of the surface layer similarity can be used in the outer layer (strictly speaking only valid for stable con-
dtions):
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2
Ky = In [Ya_U
o5 |0z
i (3.31)

oy
0z

I
Py P,

A
T
1

Here it is used for the unstable regime above the boundary layer, basically to provide strong vertical mixing in stat-
ically unstable situations.

3.3.2 (c) Revised Louis scheme for Ri > 0 (AreaHign3.1).

The use of Eq(3.31) to define the exchange coefficients in the stable regime was found to be detrimental to the
scores of the modeBgljaars 1995) because of insufficient turbulent exchange in the lower troposphere. Therefore
a revised version of the Louis scheme is ugsljdarsand Viterbg 1998;Viterbo et al, 1999):

K = /22 fu(Ri)
z (3.32)
Ky = 12/9Y]f ,(Ri)
The functional dependenciesff, ahgd wRh are:
. 1
fu(Ri) =
MR = R+ R T2 .33
4 (Ri) = 1

1+ 20Ri(1 + dRi)L/2

with b = 5 andd = 1 (these functions are revised versions oflLtbeis et al., 1982 functions and were intro-
duced in September 1995 in order to enhance turbulent transport in stable layers, see Viterbo et al., 1999).

3.3.2 (d) Unstable at the surface (Area Fig. 3.1). In unstable surface conditions@,,<0 ), the ex-
change coefficients are expressed as integral profiles for the entire convective mixed layer. This K-profile closure
is based on a proposal fromroenand Mahrt(1986). This approach is more suitable than the local diffusion one
when the length scale of the largest transporting turbulent eddies have a similar size as the boundary layer height
itself (unstable and convective conditions). It also allows for an explicit entrainment parametrization in the capping
inversion Beljaarsand Viterbo,1998).

First a characteristic turbulent velocity scalg,, is computed:

Wi = (U3 +0.6wd)"° (3.34)

The velocitiesu. andv. are defined by equatighg5)and(3.16) respectively

Since the most energetic transporting scales of turbulent motion in the convective boundary layer are thermals, their
strength is defined by a temperature excess with respect to their surrounding. The dry static energy excess is written
as
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Qov

Sturb = (_2cpdry)wt b
ur

The mixed-layer depthg;
ie.z; = 0.5(z + 2z, q) -

. Area 2.1 inFig. 3.1. In the surface layer above the first atmospheric levgk z < 0.1z,

exchange coefficients are prescribed as follows

z(f 1
K = * - -
M = Kzu %L 200,
z(f 1
K = * - -
4 = Kzu %L 20,

. Area 2.2 inFig. 3.1. In the unstable outer layer@.1z; < z < z;

Z
K M = kzwturb%" - Z_%F
i

(3.35)

, is then defined in terms of the first lkwadove the surface whesg >s, . 1 +Syp

, the

(3.36)

), similar expressions are used:

20 (3.37)
— Z M
KH - kzwturb%“_z_im E
The Prandtl numbePr = &,,/®d,, is evaluatedzat 0.1z,
. Entrainment zoneEntrainment at the top of the convective boundary layer is taken into account

explicitly. The buoyant flux at = z,

(Qv)z =z = _CentrQOV

where the entrainment consta@t,,,
of 0.2 is chosen fro@riedonksand Tenneked 984).

is assumed to be proportional to the surface heat flux:

(3.38)

is determined from experimental data. The numerical value
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(Stable surface Iay§r (Unstable surface Iay§r
Ri (if Ri>0) Ri (if Ri>0)
M-O (if Ri<0) M-O (if Ri<0)
IHPBL
A
Troen-Mahrt
Mixed layer
- @
NLEV | * Surface

Layer

Monin-Obukhov Monin-Obukhov+

Figure 3.1 Schematic diagram of the different regions of the boundary layer.

Knowing the flux at the top of the mixed layer, the exchange coefficient can be expressed as:

Az .
Ky = _CentrQOvA_e with
v

1 (3.39)
(86) 415 = E‘[‘)“d‘r‘y{sk_sku_0-35—5)(Qk—Qk+1)(5k +Sy41)}
Then atz = z;
K, = max(K, Kp (3.40)
Instead of the exchange coefficies), , 1,» themselves, the scaled quaiiiligs, 1, are computed
Ks12 = Kk+1/2apk+1/z[$ﬁtyj (3.41)

wherea is the implicitness factor of the finite difference scheme (see eq{Batig)).

3.4 SOLUTION OF THE VERTICAL DIFFUSION EQUATION

The equations for turbulent transfer are solved with the tendencies from the adiabatic (subscript ‘dyn’) and radia-
tive processes (subscript ‘rad’) as source terms in the right hand side:
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at ~ 9%p "ot

ot

oy _ 9y oyl | oy (3.42)

dyn rad

Since the thickness of the model layeks is small near the ground, the time-stepping procedure must be implicit
in order to avoid numerical instability whel At/ (Az)2 >1 . However, the interaction with the adiabatic and ra-
diative processes is treated implicitly, afmhsseret al. (1992) have shown that if the tendencies are not added to
the right hand side of equatidB.42)a time step dependent equilibrium, and a too low numerical drag coefficient
for high wind speeds, arise. By applying a ‘fractional-steps’ metBatigars 1991), the discretization of equation
(3.42)becomes, fod <k <1

Q_y _ LIJtJrl_{'~|—|t"'Aquyn"PALlJrad}

ot | o At
(3.43)
_ g [HJk+1 lleD b~ Py 0
= —Ep K, -p K, 0
Pr+1/2— Pr-1/20] k+1/2 k+1/2[|zk R Zk k-1/2M K- 1/2|]Zk Zk—1DD
where
§ = ap e+ (1-a)y' (3.44)
The parameten  determines the implicitness of the schemea For0 the scheme is explicit; fors we
have a Crank—Nicholson and for = 1  we have an implicit backward scheme. In the modell.5 , to avoid

non-linear instability from the K-coefficients. The exchange coefficients are computed from the mean variables at
t-1.

The previous equation can be written as

_KEL—1/2|j:Dk—1|:|+[1+K[L+l/2 KL, — 1/2}|j-IJkD K[L+1/2EH1Jk+1D

Ap, Ua U Ap Ap, JUal Ap a O
k k k k (3.45)
Wi
= F + Al-l’dyn + A"IJrad
leading to the inversion of a tridiagonal matrix to solve(igi . The coefficiénts are define@Bfddm
At the lowest level k = | ) the equation includes the surface fluxes which are obtained by averaging-over
tiles:
Y _ W Lb A
EI EI Agyn + AP KH -1/ o O——— e Z {A|.¢| AsuriWsuriit (3.46)
i=1
with C,, U= Ct l\U\ gpaAt and
w=0 A= A =1 Nr=1for y =u,v
Wsuri= Sskini A=l Agii =1 N =8for y=s (3.47)

l~IJsurfi = qsal(Tskini) 1Ali = ali 7Asurfi = asurfi 1NT = 8 for LIJ: q
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Eq. (3.46)can be re-written

Nt

_KO_worioag, 1+ FiC wiri  KH-ve|dhig
Ap, Ua U Ap, Ap, |Hal
i=1
t . A (3.48)
_ Y C i AsursirPsuriy

= E+A¢dyn+Aq"rad_zFiA—pl|:| a O
i=1

Termatt+1 onthe right hand side is obtained from coupling this last equation with the calculation of the surface
energy budget through the computation of the skin surface temperature (see €g.6&)amSection 3.5

At the top of the atmospher& (= 1 ) turbulent fluxes at set to zero and we have

N At N N
U, _ W P —Po
Fl = Fl + AlIden + Alprad_ KD_]_/Z O(Apl (349)
which can be re-written
K12 Qo Ko W
‘AplFJ’%“A_plDa = o+ Dy Ay (3.50)

The tridiagonal matrix equation is solved by a downward elimination scan followed by an upward back substitution
(Presset al.,1992, pp 42-43).

3.5 THE SKIN TEMPERATURE

The surface energy balance is satisfied independently for the tiles by calculating the skin temperature for each tile.
The skin layer represents the vegetation layer, the top layer of the bare soil, or the top layer of the snow pack, has
no heat capacity and therefore responds instantaneously to changes in e.g. radiative forcing. In order to calculate

the skin temperature, the surface energy balance equation is linearized for each tile leading to an expression for the

skin temperature. This procedure is equivalent to the Penmann-Monteith approach which can be derived by elim-

inating the skin temperature from the surface energy balance equation assuming that the net radiation minus ground

heat flux is known (e.gBrutsaert 1982). The approach followed here is an extension to the Penmann-Monteith
derivation in the sense that it allows for coupling with the underlying soil (or snow, ice). Because of the short time
scale associated with the skin layer, the equation for its temperature is solved implicitly together with the vertical
diffusion in the boundary layer.

The following general discussion applies to each tile but the parameters are tile dependent as discussed in the land

surface part of the documentation (Chapter 7). The surface energy balance equation can be written as:
Usw+Uw *H+LIg = Agin(Tein—Ts) (3.51)
whereOg,, andd , are the net shortwave and longwave radiation fluxes at the surface and the right hand side

represents the ground heat flux through coupling with the underlying soil, snow or ice with tempdrature . The
turbulent sensible and latent heat fluxes are
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H= ‘Js_cpdryTskina‘Jq (3.52)
Js= pCylUI{s; —Sekin} (3.53)
‘Jq: pCQ‘U‘{GIQI_asurquat(Tskin)} (3-54)

In order to solve for the skin temperature implicitly, the surface energy balance is solved together with the vertical
diffusion equations. After the downward elimination scan of the tridiagonal system of equéidB}a relation

is obtained between the lowest model level values and the surface values, i.e. bgweend,,@hekin) , and
betweens, andg;,

S| = ZpsSskint Zgs (3.55)

a, = ZAQqsal(-i-Skin) +Zgq (3.56)

Since the vertical diffusion equation is formulated in terms of the time extrapolated parameters (indicated by a hat,
see equatioif3.44), the skin temperature has to be extrapolated as well. Eliminating the lowest model level pa-
rameters and linearizing with respect to previous time step skin temperature leads to

H = pChlU{(Zas—1)34cn* Zast—Cpary TskindJg (3.57)
a0 00gqt ~ O
Jq = PCqlU| Elal(ZAQ _asurf)[qsat(-r;kin) + "ﬁt(TSkiﬂ_T;kin)] + aIZBQ% (3.58)

Also S, needs to be expressed in surface variables. For this purpose the moisture corregfionin  is evaluated
from the previous time level:

Sskin ~ CpfSKin (3.59)

Cp = dei’y{1+6asurquat(T;kin) +6(1_GI)QT} (3.60)

The net long-wave radiation at the surface is linearized with respect to skin temperature at the previous radiation
time step (indicated by superscrigtad  , which can be up to 3 hours earlier):

trad trad

~ 3 A
Oww = Opw —4Tekin ) (Tskin—T;Liid) (3.61)

SubstitutingS,,;, in(3.57)and replacingd and, in surface energy balance equégi&ni)by equationg3.57)
and(3.58)leads to an expression for skin temperaflisgn at the extrapolated time level.
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trad trad

- 4
Tskin = [/\skinTs“‘ Osw+Orw +4(Tgin) +pCplUIZgg + (3.62)

99
t t
pCQ(L - deTgkiné)‘U‘ gaIZAQ - asurf)quat(Tskin) - a-ls—athkinE-'_ aIZBQE}

d\3 aq
[4(1-2;:1) —pCH\U‘(ZAs—l)Cp—PCQ\U\(L—deTékina)(aleQ—asurf)ﬁat+ Askin}

-1

with ¢, from equation(3.60) Following the downward elimination scan of the tridiagonal matricesfor @nd
equation(3.62)is solved for all the tiles, using the appropriate parameters for each tile (note that also the transfer
coefficients and therefore coefficierfs,, Zgq Zas Zps are tile dependent). The resulting skin temperatures
are used ir§3.48)with the corresponding weights of the tiles as a boundary condition before doing the upward scan-
ning back-substitution.

This procedure is fully implicit for the dominant tile in the sense that atmospheric and skin variables are in equi-
librium at the new time level. However, equilibrium for non-dominant tiles is not necessarily achieved. It can hap-
pen that the surface fluxes from the dominant tile changes the temperature and moisture substantially at the lowest
model. If the fluxes to another tile (with small fraction) happen to be very different, this tile will not see the correct
atmospheric state in the computation of the skin temperature. A full implicit coupling would require the solution

of a matrix problem involving the skin temperatures of all the tiles simultaneously.

3.6 TENDENCY CALCULATIONS AND ENERGY DISSIPATION

Total wind and specific humidity tendencies after the vertical diffusion (including also the dynamics and the radi-
ation) are

t+1  t
du _u""t—u

at At
t+l ot
?alt' - V___.._At—V (3.63)
aq qt+1_qt
ot At

The kinetic energy lost by the mean flow through the diffusion proéegs, ,is

t+1 t
M% oAt [PV

t+1 t
. v__tvQ (3.64)
. 2 9t | e U O
diff

_ u
Ediss = 2At E% it 2

The kinetic energy lost is assumed to be transformed locally into internal energy. This procedure by-passes the sub-
grid scale energy cascade, but it allows to have a closed energy cycle in the model (the term is generally small)

t+1
oT _ i{& _Tt} (3.65)
0t |qiff +dyn+raa 201 Cpany(1+ eq' ")
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3.7 SHORTER TIME STEP IN THE VERTICAL DIFFUSION SCHEME

The vertical diffusion scheme is called three times in every physics time step, with a time step of 1/3 of the standard
time step.

3.8 DIAGNOSTIC COMPUTATIONS FOR POSTPROCESSING

3.8.1 Diagnostic boundary layer height

Because of its importance for applications (e.g. in air pollution modelling), the boundary layer height is diagnosed
and made available for postprocessing. The parametrization of the mixed layer (and entrainment) already uses a
model level index as boundary layer height, but in order to get a continuous field, also in neutral and stable situa-
tions the parcel lifting method (or bulk Richardson method) proposetrbgnand Mahrt(1986) is used as a di-
agnostic, independent of the turbulence parametrization. Boundary layer hgight is defined as the level where
the bulk Richardson number, based on the difference between quantities at that level and the lowest model level,
reaches the critical valuRi,, = 0.25 . The bulk Richardson is computed from the following set of equations

AU|?
S

(uhbl_u|)2+(vhbl_vl)2

vi = Cpary T1(1+£€0q)) + 92

Svhbl = Cpdry Thoi(1+€dpp) + ghy,
As = 8.5C 4y Ux Qg /Wy

. V3 (3.66)
w, = {ux +0.6(9/T)Qp,hp1} unstable
W, = U stable
29(s —s,—As
Ri, = h,, 9(Svhbi = Sui ) .
(Svhbr + Svi — 9hp —92))|AU|
where indexl indicates the lowest model level dng indicates the boundary layer height i.e the level where
Ri, = Ri, . Thevirtual dry static energy from the lowestlegg|  isincreased with aturbulenf\part  and com-

pared to the virtual dry static energy at boundary layer heglt . The boundary layer height is found by a vertical
scan from the surface upwards. If the boundary layer height is found to be between two levels a linear interpolation
is done to find the exact position. Since the boundary layer height is needed for  , the upward scan is done twice.
The first one uselhy, = 1000m in the expressiondigr  ; the second scan uses the result of the first scan.

3.8.2 Wind at 10 m level

Wind at the 10 m level is computed for postprocessing because it is the standard level for SYNOP observations. It
can be obtained rather easily by vertical interpolation between the lowest model level and the surface, making use
of profile functions(3.7) and(3.8). This procedure is appropriate over the ocean or in areas where the surface is
smooth and homogeneous. However, the postprocessed field is meant to be comparable to wind from SYNOP ob-
servations and for observations over land WMO requires SYNOP stations to be in open terrain in order to be well
exposed to wind. So the SYNOP wind observations are not necessarily compatible with the wind that is represent-
ative for a large area (i.e. a grid box from the model). Over inhomogeneous terrain, the problem can be patrticularly
serious, because the “aerodynamic roughness length” in the model is adjusted to provide sufficient drag at the sur-
face which is dominated by the rough elements. This approach leads to a low area-averaged wind speed which is
not comparable to the “open-terrain” wind speed as observed by WMO stations.
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In order to make the postprocessed wind compatible with SYNOP observations, the concept of exposure correction
is introduced. The open-terrain wind is obtained by taking the wind information from such a height above the sur-
face that it is less influenced by the underlying terrain. This height is called the blending hgjght . and for the
the interpolation to 10 m an aerodynamic roughness length is used that is typical for open terrain with grassland.

The interpolation procedure is as follows. First the blending height and the interpolation roughness length are set
dependent on the model roughness length field:

Ppiend= 75 Zomwmo = 0.03 ,Fpeng = (Udiend * VBiend Y 2 if Zgy >0.03 (3.67)

_ _ — (24 u\/2
Nplend= 21 »Zomwmo = Zom Fbiena= (Uf +V{) if Zgp <0.03

10t Zomwmo OMWMO
0~ ¥um Df%- Pu Fomwmon

o 2z O L O
F10 = Folend SO (3.68)
o [Fblend*‘ZOMWMOD_LIJ bIend+ZOMWMO|]+LIJ [FoMWMO[]
90 Zwmo  C MO L O mO L O

wherez,;, = 10m ,F.,q iSthe horizontal wind speed at the blending height either interpolated from model lev-
els to 75 m or copied from the lowest model level, dnd is the resulting horizontal windspeed at 10 m. The wind
speed from equatiofB.68)is converted to components making use of the wind direction from the lowest model

level.

3.8.3 Temperature and humidity at the 2 m level

Computation of temperature and moisture at the 2 m level is based on interpolation between the lowest model level
and the surface making use of the same profile functions as in the parametrization of the surface fluxes. The fol-
lowing expressions are derived from equati(th8) and(3.10)

+Z +Z
IogDZz OMWMO[] W, 5?2 omwmor], v, [FoHWMO[]

Z o L a o r o
S, = Seyrrt (S1—Seyrf) oHWMO (3.69)
2 surf | surf + +
lo 54 ZOMWMOD_qJ 1 ZOMWMO[|+qJ [FOHWMO[]
0 Zonwmo U MO L otYmo L O

%2 * Zomwmor] %2 * Zomwmo[] [F0QWMO[]

log= oY o ¥mo L O
0QWMO (3.70)

(1 T Zomwmop g + ZomwMo(] W [FOQWMO[]

o "mMO L O Mg L 0O

qz = qsurf+ (ql _qsurf)
log
O ZoowMOo
with  z,= 2m,  Zoywmo = Zogwmo = 0.003 if 2y, >0.03, and otherwise z5wmo = Zoy  and
Zoowmo = Zog - Temperaturél, isderived frosy amg  with equat{8rB). Also the dew point is computed
from g, and surface pressure. The dew point uses the saturation formulation with respect to water to be consistent
with WMO reporting practise. If the resulting dew point is lower than temperafyre  , the dew point is set equal
to temperature.

3.8.4 Wind gusts

The computation of gusts is intended to be compatible with WMO observing practise for wind extremes. In order
to get uniform observations, WMO defines a wind gust as the maximum of the wind averaged over 3 second in-
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tervals.

First the horizontal wind speed at the 10 m level is computed from the lowest model level (no exposure correction)

10" Zom[ Z10t Zom[] ZoM[]
- - o9 =g ¥ma T 0" PmaL O
0 = Fplend 3.71
M1 o |Og|:Fb|end"‘ZOMD_LPMEFblend+ZOMD+ wM[FOMB 371)

U zom O L

To simulate gusts, the standard deviation of the horizontal wind is estimated on the basis of the similarity relation
by Panofskyet al.(1977)

_ 0.5 13
o, = 2.2%. for L>0

with z; = 1000m. The difference between the gust akg;, is proportionatjo  , where the multiplier has
been determined from universal turbulence spectra for a 25% exceeding probability of the three-second wind gust
(seeBeljaars,1987). The resulting wind gust is

Fgust = Fmiot2.930, (3.73)

From the controlling parameters it is clear that the effects of surface friction (through surface roughness) and sta-
bility are captured. However, the approach might be less adequate for gusts in baroclinic situations and gusts due
to strong convective events. Paramefgy;,, is computed every time step and its maximum since the last post-
processing time is written out for archiving.

3.9 CoDE

Vertical diffusion, which affects temperature, velocities and specific humidity, is performed in subrgtine
MAIN called byVDFOUTERwWhich, in turn, is called by’ ALLPAR. VDFOUTER callsVDFMAIN three times
with 1/3 of the normal time step (these two routines have identical argumex3EEIAIN can be called directly
if the vertical diffusion is only needed once per time step).

At the start of the model integration the following setup routines are called to initialize modules specific to the ver-
tical diffusion code:
. SUVDF. Setup routine for a number of parametrization constants.
. SUVDFS Setup routine for constants and tables related to the stability functions. Stability
functions are included as statement functions from fcvds.h.
. SUVEG. Setup routine for vegetation and tile parameters.

The main subroutine/DFMAIN) does a sequence of computations and subroutine calls:

. The tiled surface fluxes and tiled skin temperatures are cycled from time step to time step (fluxes
are needed for the first guess of stability parameters), but are not available at the start of the
forecast. For the first time step, neutral transfer coefficients are used to estimate momentum fluxes,
the tiled skin temperatures are set equal to the grid box averaged skin temperature from the initial
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condition, and the sensible and latent heat fluxes needed as a first guess for the Obukhov length
computation are set to zero.

. VFDUPDZO0. This routine computes roughness lengths for momentum, heat and moisture over
ocean surfaces according to equati®24) It also computes surface buoyancy flux and Obukhov
length from the fluxes of the previous time level.

. The dry static energy is computed on model levels.
. A grid box average of the surface albedo is computed from the tile albedo and the tile fractions.
. VDFSURE This routine prepares the surface boundary conditions for temperature and humidity

and is called for every tile. The following quantities are computed: the surface specific humidity at
saturation, the derivative of the saturation humidity curve at the surface, surface dry static energy,
and vegetation stomatal resistances (see Chapter 7).

. VFDEXCS. This routine determines the drag transfer coefficients between the surface and the
lowest model level with the thermal stability expressed as function of the Obukhov length. It is
called for every tile. The implicit relation betweezyL ~ and the Richardson nuriigy,, is
solved iteratively (using the Newton method with the derivative approximated in finite differences).
Pre-computed tables defined in subroutBiéVDFS are used to obtain the first guess in stable
conditions (R¥»0) at the first time step. Transfer coefficients are multiplied by a constant factor

pa2Atg .
. VDFEVAP. This routine computes for each tile the equivalent evapo-transpiration efficiency and
the corresponding parametees aag ¢ defined by the land surface scheme (see chapter 7).
Dry static energy at the surface at time level is estimated as well.
. VDFSFLX. This routine computes surface fluxes for each tile (heat flux, evaporation, momentum

flux and virtual heat flux) at timé for later use in similarity functions and for the estimation of the
diagnostic boundary layer depth.

. VDFDPBL. This routine diagnoses the boundary layer height for time level . This boundary layer
height is for postprocessing only and is not used by the parametrization.

. VFDEXCU. This routine determines the turbulent diffusion coefficients between the model levels
above the surface layer. In unstable surface conditions, the depth of a mixed layer is estimated
where the diffusion coefficients are expressed according to equBd@®& and(3.37) Above the
mixed layer, the diffusion coefficients are expressed from local similarity theory with equations
(3.31) if Ri<0. In layers with RPO, diffusion coefficients are expressed as function of the
Richardson number according to equat{8r82) The entrainment rate at the top of the mixed layer
is computed according {8.40)

. VDFDIFM. This routine solves the diffusion equation for momentum, by Gaussian elimination of
the tridiagonal matrices.
. VDFDIFH. This routine solves the diffusion equations for dry static energy and specific humidity.

A downward elimination scan is done through the tridiagonal matrices, and coefficiggtzgg ,
Zpg, andzggy are computed for each tile. Then, subroutifig=TSK is called for each tile to
compute the skin temperatures from the surface energy balance equation. Subsequently the tiled
skin temperatures are used as a boundary condition and the back-sustitution is performed.

. VDFINCR. This routine computes the tendencies of the prognostic variables and estimates the
kinetic energy dissipation.
. VDFTFLX. This routine computes the tile fluxes at the new time levels. These are also the fluxes to

be used in the land surface scheme. Averaging over the tiles is also done for diagnostic purposes
and postprocessing.

. VDFPPCPL This routine computes the surface 2 metre temperature and humidity (dew point and
specific humidity), and the wind at 10 m.
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VDFPPGUST This routine computes wind gusts as they are typically observed by standard WMO
SYNORP stations.

APPENDIX A L IST OF SYMBOLS

Cy transfer coefficient for heat
Cu transfer coefficient for momentum (drag coefficient)
Cq transfer coefficient for moisture
Cp specific heat at constant pressure of moist air
Cpdry specific heat at constant pressure of dry air
Cpvap specific heat at constant pressure of water vapour
Egiss kinetic energy lost by the diffusion process
f Coriolis parameter
Folend horizontal wind speed at blending height (for pp of 10 m wind)
Fio horizontal wind speed at 10 m level (for pp)
g acceleration of gravity
hg. diagnosed boundary layer height
Pplend blending height (for pp of 10 m wind)
Jy vertical turbulent flux of
Jq surface humidity flux
J surface flux of dry static energy
Im surface momentum flux
Ky turbulent exchange coefficient fgr
Ky turbulent exchange coefficient for heat
Kwu turbulent exchange coefficient for momentum
Ko turbulent exchange coefficient for moisture
L Obukhov length
L latent heat of vaporization/sublimation
Iy mixing length for heat
Iy mixing length for momentum
Nt number of tiles
p pressure
Pr Prandtl number
o} specific humidity
(oM = J4/(pu.)
Qov virtual temperature flux in the surface layer
Osat saturation specific humidity
Rary gas constant for dry air
Ryap gas constant for water vapour
Ow net long wave radiation at the surface
Osw net short wave radiation at the surface
RHg, ¢ relative humidity at the surface
Ri local Richardson number
Ripuik bulk Richardson number for the surface layer
S dry static energy
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Subscripts:
i
k

virtual dry static energy

= J/(pu.)

temperature

time

horizontal wind speed
horizontal wind components
friction velocity = (J M/p)l/2
free convection velocity scale
turbulent velocity scale

roughness length for momentum (aerodynamic roughness length)

roughness length for heat

roughness length for moisture

scale height of the boundary layer

height of the lowest model levél

roughness length for momentum at SYNOP station
roughness length for heat at SYNOP station
roughness length for moisture at SYNOP station
height of sreen level observation (2 m)

height of surface wind observation (10 m)
implicitness factor for diffusion equation
Charnock parameter

scaling parameter for asymptotic mixing length

time step
vertical grid length
cpvap/cpdry -1

= (Rvap/ Rdry) -1

virtual potential temperature

Von Karman's constant

asymptotic mixing length

conductivity of

kinematic viscosity

density

standard deviation of horizontal wind

=z/L

geopotential

universal gradient stability function for wind
universal gradient stability function for temperature
universal gradient stability function for moisture
symbolic reference to a conservative quantity
universal profile stability function for wind
universal profile stability function for temperature
universal profile stability function for moisture

tile index
level index (counted from model top downwards)
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| referring to lowest model level
skin referring to the skin layer
surf referring to the surface

Superscrips:

t index for old time level, indicating beginning of time step
t+1 index for new time level, indicating end of time step
trad index referring to the latest full radiation time step

Special symbols:
O implicit variable defined by equatidB.44)
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Part IV: P HYSICAL PROCESSES

CHAPTER 4 Subgrid-scale orographic drag

Table of contents
4.1 General principles
4.2 Description of the scheme
4.2.1 Blocked-flow drag
4.2.2 Gravity-wave drag
4.3 Specification of subgrid-scale orography
4.4 Code
4.4.1 GWSETUP
4.4.2 GWPROFIL
4.4.3 GWDRAG

4.1 GENERAL PRINCIPLES

The influence of subgridscale orography on the momentum of the atmosphere, and hence on other parts of the phys-
ics, is represented by a combination of lower-troposphere drag created by orography assumed to intersect model
levels, and vertical profiles of drag due to the absorbtion and/or reflection of vertically propagating gravity waves
generated by stably stratified flow over the subgridscale orography. The scheme is described inldztaihich

Miller (1996).

The scheme is based on ideas presenteBdigesand Palmer(1990), combined with ideas from bluff-body dy-
namics. The assumption is that the mesoscale-flow dynamics can be described by two conceptual models, whose
relevance depends on the non-dimensional height of the mountain via.

H, = % (4.1)
whereH is the maximum height of the obstadl¢é, is the wind speed\and  is the Brunt—Vaisala frequency of
the incident flow.

At small H,, all the flow goes over the mountain and gravity waves are forced by the vertical motion of the fluid.
Suppose that the mountain has an elliptical shape and a height variation determined by a parameter  in the along-
ridge direction and by a parametar  in the cross-ridge direction, sucl thad/b <1 , then the geometry of the
mountain can be written in the form

H
1+x°/a% +y°/p?

h(x,y) = (4.2)

In the simple case when the incident flow is at right angles to the ridge the surface stress due to the gravity wave
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has the magnitude

2
Twave = PobGB(Y)NUH (4.3)
provided that the Boussinesq and hydrostatic approximations apgty.l(¥.3)G is a function of the mountain
sharpnessRhillips 1984), and for the mountain given gg. (4.2) G = 1.23. The termB(y) is a function of the
mountain anisotropyy , and canvary frd&d(0) = 1  for a two-dimensional ridgg(tb) = /4 for a circular
mountain.

At large H,, , the vertical motion of the fluid is limited and part of the low-level flow goes around the mountain. As
is explained inSection 4.2the depth,Z,, , of this blocked layer, whéh aNd  are independent of height, can
be expressed as

H n— H Neyi
Zp = Hx maXEO,—Hn E (4.4)
whereH,,  is a critical non-dimensional mountain height of order unity. The d&gth can be viewed as the
upstream elevation of the isentropic surface that is raised exactly to the mountain top. In each layét pelow the

flow streamlines divide around the obstacle, and it is supposed that flow separation occurs on the obstacle’s flanks.
Then, the dragD,(z) . exerted by the obstacle on the flow at these levels can be written as

Dpi(2z) = —pocdl(z)u‘zu‘ (4.5)

Herel(z) represents the horizontal width of the obstacle as seen by the flow at an upstrearnz heigl€; and
according to the free streamline theory of jets in ideal fluids, is a constant having a value close t&iuctiiyf{
1876;Gurevitch1965). According to observation§,;  can be nearer 2 in value when suction effects occur in the
rear of the obstacléBatchelorl967). In the proposed parametrization scheme this drag is applied to the flow, level
by level, and will be referred to as the drag of the ‘blocked’ fl@y,, . Unlike the gravity-wave-drag scheme, the
total stress exerted by the mountain on the ‘blocked’ flow does not need to be lenpriori. For an elliptical
mountain, the width of the obstacle, as seen by the flow at a given altitude, , is given by

I(z) = 2bEJZb'kZ—_ZE (4.6)

In Eq. (4.6) it is assumed that the levél,,, s raised up to the mountain top, with each layer Hglow raised
by afactorH/ Z,, . Thisleads, effectively, to a reduction of the obstacle width, as seen by the flow when compared
with the case in which the flow does not experience vertical motion as it approaches the mountain. Then applying
Eq. (4.5)to the fluid layers belowZ,, , the stress due to the blocked-flow drag is obtained by integrating from
z=0toz = Z,, viz.

UlU]
2

Ty = CyTOPoZ 4.7)

However, when the non-dimensional height is close to unity, the presence of a wake is generally associated with
upstream blocking and with a downstream foehn. This means that the isentropic surfaces are raised on the wind-

ward side and become close to the ground on the leeward side. It we assume that the lowest isentropic surface pass-
ing over the mountain can be viewed as a lower rigid boundary for the flow passmghe mountain, then the
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distortion of this surface will be seen as a source of gravity waves and, since this distortion is of the same order of
magnitude as the mountain height, it is reasonable to suppose that the wave stress will be Biyef8) what-

ever the depth of the blocked floi,,,, , although it is clearly an upper limit to use the total height, . Then, the
total stress is the sum of a wave stregs,,. . and a blocked-flow stress whenever the non-dimensional mountain
heightH,>H,  ie.

=T Eﬂ + Cq maxJ%Q o™ Hnm%D (4.8)
The addition of low-level drag below the depth of the blocked fl@yy, , enhances the gravity-wave stress termin

Eq. (4.8)substantially.

In the present scheme the value @j is allowed to vary with the aspect ratio of the obstacle, as in the case of
separated flows around immersed bodiesnfweberl961), while at the same time setting the critical number

H, equal to 0.5 as a constant intermediate value. Note also that for Hygé&q. (4.8)overestimates the drag

in the three-dimensional case, because the flow dynamics become more an more horizontal, and the incidence of
gravity waves is diminished accordingly. In the scheme a reduction of this kind in the mountain-wave stress could
have been introduced by replacing the mountain height giv&mir(4.3)with a lower ‘cut-off’ mountain height,
H(anm/Hn) . Nevertheless, this has not been done partly because a large non-dimensional mountain height often

corresponds to the slow flows for which the drag givekdpy(4.8)is then, in any case, very small.

4.2 DESCRIPTION OF THE SCHEME

FollowingBainesand Palmer(1990), the subgrid-scale orography over one grid-point region is represented by four
parameterst Yy ¢ anfl  which stand for the standard deviation, the anisotropy, the slope and the geographical
orientation of the orography, respectively. These four parameters have been calculated from the US Navy (USN)
(10" x 10') data-set.

The scheme uses values of low-level wind velocity and static stability which are partitioned into two parts. The first
part corresponds to the incident flow which passes over the mountain top, and is evaluated by averaging the wind,
the Brunt—-Vaisala frequency and the fluid density betwgen 2and above the model mean orography. Following
Wallace et al(1983),2 is interpreted as the envelope of the subgrid-scale mountain peaks above the model orog-
raphy. The wind, the Brunt—Vaisala frequency and the density of this part of the low-level flow will be labelled
U,, N, andpy , respectively. The second part is the ‘blocked’ flow, and its evaluation is based on a very simple
interpretation of the non-dimensional mountain height . To first order in the mountain amplitude, the obstacle
excites a wave, and the sign of the vertical displacement of a fluid parcel is controlled by the wave phase. If a fluid
parcel ascends the upstream mountain flank over a height large enough to significantly modify the wave phase, its
vertical displacement can become zero, and it will not cross the mountain summit. In this case the blocking height,

Z, » is the highest level located below the mountain top for which the phase change bétyeen and the moun-
tain top exceeds a critical valie, ~ , i.e.
3u
J' Shdz 2H, (4.9)
p
Zbl;k
In the inequality(4.9), the wind speedU ,(z) , is calculated by resolving the widdz) , in the direction of the

flow U, . Then, if the flow veers or backs with heigi#,.9) will be satisfied when the flow becomes normal to
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U, . Levels below this ‘critical’ altitude define the low-level blocked flow. The inequé#t®) will also be satis-

fied below inversion layers, where the paramdter  is very large. These two properties allow the new parametri-
zation scheme to mimic the vortex shedding observed when pronounced inversionstiaoyi989). The upper

limit in the equality(4.9)was chosen to b8u , which is above the subgrid-scale mountain tops. This ensures that
the integration in equalit{4.9)does not lead to an underestimatioriyf, ~ , which can occur because of the limited
vertical resolution when usingu  as an upper limit (a better representation of the peak height), but this upper limit
could be relaxed given better vertical resolution.

In the following subsection the drag amplitudes will be estimated combining formulae valid for elliptical moun-
tains with real orographic data. Considerable simplifications are implied and the calculations are, virtually, scale
analyses relating the various amplitudes to the sub-grid parameters.

4.2.1 Blocked-flow drag

Within a given layer located below the blocking lev&],,  , the drag is giveizfy(4.5) At a given altitudez
the intersection between the mountain and the layer approximates to an ellipse of eccentricity

1
(@b = (a R, (@10)

where, by comparison witkq. (4.6) it is also supposed that the level= 0  (i.e. the model mean orography) is

atan altitudeu above the mountain valleys. If the flow direction is taken into account, the Iéayth can be writ-
ten approximately as

1
I(z)=2 max(bcoqu,asian)EZZ"%_“ZBF (4.12)

where ) is the angle between the incident flow direction and the normal ridge dire@tion, , For one grid-point

region and for uniformly distributed subgrid-scale orography, the incident flow encountd€iza) obstacles is
normal to the ridge(y = 0) , whereas if it is parallel to the ridgp = 17/2) it encountef$2b) obstacles,
whereL is the length scale of the grid-point region. If we sum up these contributions, the dependendd df1)
ona andb can be neglected, and the led¢t) becomes
1
_ o ok —ZrF
I(z) = LD—z+u ik (4.12)

Furthermore, the number of consecutive ridges (i.e. located one after the other in the direction of the flow) depends
on the obstacle shape: there are approximaltely2b) successive obstacles when the flow is along the ridge, and
L/(2a) when it is normal to the ridge. If we take this into account, together with the flow direction, then

1
_ L® Zok=2F __ rcosh  sin
|(Z) = —2— 0 Z+H 0 maxD———a—— ) —b—D . (413)
Relating the parameteess abd to the subgrid-scale orography parametgrso a/land/ and, allowing

the drag coefficient to vary with the aspect ratio of the obstacle as seen by the incident flow, we have
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cod ljJ + ysm l]J

r = (4.14)
ycos Y + sin L|J
and the drag per unit area and per unit height can be written
1
Du(z) = —Cy4 max%Z—% , O%pzop %’Zzb'_':_ m EF max( cosp , ysin w)%. (4.15)

The drag coefficient is modulated by the aspect ratio of the obstacle to account for the fé&xf that is twice as large
for flow normal to an elongated obstacle as it is for flow round an isotropic obstacle. The drag tends to zero when
the flow is nearly along a long ridge because flow separation is not expected to occur for a configuration of that
kind. It can be shown that the termax( cosp , y sin))  is similar to a later form used for the directional depend-
ence of the gravity-wave stress. For simplicity, this later form has been adopted, i.e.

Du(z) = Cy4 max%Z— ODpch %’Z;'i m %2 (Bcos W+ Csin’ W)—— ‘ | (4.16)

where the constant8(y) ar@@ly) are defined below. The difference beEgeéh.15)andEq. (4.16)has been
shown to have only a negligible Eq. (4.11)impact on all aspects of the model’s behaviour,

In practice,Eq. (4.16)is suitably resolved and applied to the component from of the horizontal momentum equa-
tions. This equation is applied level by level belay, and, to ensure numerical stability, a quasi-implicit treat-
ment is adopted whereby the wind veloclty Hq. (4.16)is evaluated at the updated tirhe dt  , while the wind
amplitude,|U| , is evaluated at the previous time step.

4.2.2 Gravity-wave drag

This gravity-wave part of the scheme is based on the woMibér et al. (1989) andBainesand Palmer(1990),

and takes into account some three-dimensional effects in the wave stress amplitude and orientation. For clarity and
convenience, a brief description is given here. On the assumption that the subgrid-scale orography has the shape of
one single elliptical mountain, the mountain wave stress can be writtBhilipg 1984)

(14.7,) = pHUHNHszG(B COSleJH +C SinleJH , (B—=C) sinp cosyy) (4.17)

whereB = 1—0.18/—0.04,/2 ,C = 0.48,/+0.3y2 ands is a constant of order unity. Furthermore, when  or

a are significantly smaller than the length , characteristic of the gridpoint region size, there are, typically,
L2/(4ab) ridges inside the grid-point region. Summing all the associated forces we find the stress per unit area,
viz.

(T, T9) = pyuULNL{HOG{B coquJH +C sianJH , (B—=C) sing,, cogp,} (4.18)

whereH has beenreplaced®y ,and o

It is worth noting that, since the basic parameters U, Ny are evaluated for the layer betweer2pu and
above the mean orography that defines the model’s lower boundary, there will be much less diurnal cycle in the
stress than in previous formulations that used the lowest model levels for this evaluation. The vertical distribution
of the gravity-wave stress will determine the levels at which the waves break and slow down the synoptic flow.
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Since this part of the scheme is active only above the blocked flow, this stress is now constant from the bottom
model level to the top of the blocked flow,,,, . Abo¥g, , up tothe top of the model, the stress is constant until
the waves break. This occurs when the total Richardson nurRlber, , falls below a criticaRvglue , which is of
order unity. When the non-dimensional mountain height is close to unity, this algorithm will usually predict wave
breaking at relatively low levels; this is not surprising since the linear theory of mountain gravity waves predicts
low-level breaking waves at large non-dimensional mountain heighiteg and Huppert1969). In reality, the

depth over which gravity-wave breaking occurs is more likely to be related to the vertical wavelength of the waves.
For this reason, when low-level wave breaking occurs in the scheme, the corresponding drag is distributed (above

the blocked flow), over a layer of thickness , equal to a quarter of the vertical wavelengths of the waves, i.e.
Zoi + Az
N g, = T
U_p dz = 5 (4.19)
Zblk

Above the heighZ, + Az are waves with an amplitude such Riat Ri_

4.3 SPECIFICATION OF SUBGRID -SCALE OROGRAPHY

For completeness, the following describes how the subgrid-scale orography fields were commBa@tebgnd
Palmer(1990). The mean topographic height above mean sea level over the gridpoint region (GPR) is denoted by
h, and the coordinate  denotes elevation above this level. Then the topography relative to thik peight- h
is represented by four parameters, as follows
0] The net variance, or standard deviatipn, i, y) in the grid-point region. This is calculated
from the US Navy data-set, or equivalent, as describetMajlaceet al. (1983). The quantityu
gives a measure of the amplitude agd approximates the physical envelope of the peaks.
(i) A parametery which characterizes the anisotropy of the topography within the grid-point region.
(i)  An angley , which denotes the angle between the direction of the low-level wind and that of the
principal axis of the topography.
(iv) A parameters which represents the mean slope within the grid-point region.

The parameterg anfl may be defined from the topographic gradient correlation tensor

_ dhoh
Hij = 0x%;0%;
wherex; = x ,and, = y ,and where the terms be calculated (from the USN data-set) by using all relevant pairs
of adjacent gridpoints within the grid-point region. This symmetric tensor may be diagonalized to find the direc-
tions of the principal axes and the degree of anisotropy. If

_ 109nF, h(?D | _ Lohi?, dhiFD _ ghoh
K = 305%x0 " oyo S b = Epxo *ooyo B MM = 55y (4.20)
the principal axis oH;; is oriented at an anflle  toxthe -axis, where s given by
_1
6 = - arcta(M/L). (4.22)

2

58
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 4 ‘Subgrid-scale orographic drag’ 5“‘,

This gives the direction where the topographic variations, as measured by the mean-square gradient, are largest.

The corresponding direction for minimum variation is at right angles to this. Changing coordinatey‘to which
are oriented along the principal axes = x co$9 + y sind ayld= y coD —x sind , the new valués df
andM relative to these axes, denoked L', Wfid , are given by

1
K =K, L'=(L2+M?® and M’ = 0,

whereK ,L andM are given byq. (4.20) The anisotropy of the orography or ‘aspect ratyp’.  is then defined
by the equations

XI
(4.22)
_ KL _ K= (L2+MA?
K' + L K+(L2+M2)l/2
If the low-level wind vector is directed at an angle  toxhe -axis, then the ¢gingle is given by
Y =06-y. (4.23)
The slope parametes, , is defined as
2 _ phf
o = w0 (4.24)

i.e. the mean-square gradient along the principal axis.

4.4 CoDE

The code mirrors the basic form of the scheme. Hence there is a routine defining all the basic input values for the
evaluations of drag, wave stress etc.; a routine to calculate the vertical distribution of wave stress; and a principal
routine which computes the wave stress at the surface and the total momentum tendencies, including that from the
low-level drag.

The orography parametrization is called fraALLPAR asGWDRAG which in turn callsGWSETUR andGW-
PROFIL

4.4.1 GWSETUP

This defines various reference model levels for controlling the vertical structure of the calculations, and sets up a
number of derived atmospheric variables and geometric calculations required to run the scheme:
(@) The definition of the Brunt—Vaisala frequency on half levels

2¢° (Te=Tye_0DO

O
N2, ;5 = =B L= C,, Py _ (4.25)
k—1/2 Cor (T T E o k-1/2(p

Pr-1)
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(b)  The definition of the mean wind components in the laper z <2u (where is the standard
deviation of the subgridscale orographic height)

k=2p

Z U, Apy

Ulow = —t::gp (4.26)

ZAPK

k=p

and similarly forV 5y, ; likewise the mean static stabilitd, 5,y ., and the mean derity,,
are calculated.

(c) The calculation of necessary geometry pertaining to geographical orientation of subgridscale
orography and wind direction,

V
e
K = tan 0,0 (4.27)
P = 0-0y (4.28)
§ = tar L LoWD (4.29)
|:lJLOWD

andP = 6-¢ , where is the orientation of ridges relative to east, and the calculatiimlbps
(1984) parameters

B =1-0.18/-0.04° , C =0.48/+0.3y°, (4.30)

wherey is the anisotropy of the subgridscale orography.
(d)  The calculation of the vertical wind-profile in the plane of the gravity wave stress. Defining

_ ULOWU VLOWV

Uk k k

- ‘VLOW‘ ‘VLOW‘

and similarly for\7k ,whereV ow = (Uiow: Viow) -
then the wind profile is defined level-by-level as

Ve = (U, D1+V, D,) (D} +D)"?, (4.31)

whereD; = B—-(B-C) sin2q3 andD, = (B—C) sin{ cos] ;thevaluesdf¢ are also used
to compute half level valuegg, ,,,  etc. by linear interpolation in pressure.
(e)  The calculation of basic flow Richardson Number

Rik-1/2 = NE_l/zlj

O Pk — Pk-1 BZ
9Pk —-1/2 (V@-VE.1) O
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) The calculation of the depth of the layer treated as ‘blocked’ (i. e. experiencing a direct drag-force
due to the subgrid-scale orography). This is given by the valuggf that is the solution to the
finite-difference form of the equation

3u

Nk
J' —Xdz > F, (4.32)
0
Zblk

whereF is a constant defined later.

()  The calculation of the layer in which low-level wave-breaking occurs (i. e. the layer experiencing
gravity wave breaking (if any) immediately above the ‘blocked’ layer). This is given by the value of
Az that is the solution to the finite difference form of the equation

o tAZ N
I —dz = 1—T; (4.33)
7 2

the value of(Z,, + Az) is not allowed to be less thgn
(h)  The calculation of the assumed vertical profile of the subgridscale orography needed for the

‘blocking’ computations
Zo—2
ZII(DEP — blk k (4.34)
Zt i

This computes the vertical profile of gravity-wave stress by constructing a local wave Richardson number which
attempts to describe the onset of turbulence due to the gravity waves becoming convectively unstable or encoun-
tering critical layers. This wave Richardson number can be written in the form

4.4.2 GWPROFIL

Ri = Ri g—=%__§,
01+ RiY%a)?Q
whereRi is the Richardson number of the basic flow. The parameterN |6z|/ U, in {Blajch _represents the
amplitude of the wave and,  is the wind speed resolved in the directiapof . By requirinRihat never
falls below a critical valueRicit  (currently equal to 0.25), values of wave stress are defined progressively from
the top of the blocked layer upwards.

When low-level breaking occurs the relevant depth is assumed to be related to the vertical wavelength. Hence a
linear (in pressure) decrease of stress is included over a depth given by the soli#mpn(4132) The linear
decrease of stress is written as

(Pk—Pz,)
T(py) = Tz, + (T =Tz )% (4.35)
blk blk (p* — pzhlk)
where the asterisk subscript indicates that the value is at the Byet Az)
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4.4.3 GWDRAG

This is the main routine. After callim@WSETUR it defines the gravity-wave stress amplitude in the form,
Twave = KPLowTH (U2 ow *+ V2 ow)Y? (D? + D%)Y2 N o (4.36)

(where k is a constant defined later aad is the mean slope of the subgrid-scale orography) and then calls
GWPROCIL The tendencies due to the wave stresses are then calculated in the form gravity-wave stress
amplitude in the form,

Tyave = KPLowTH (UZ ow + V2 ow)2 (D2 + D%)V2 N oy (4.37)

wherek is a constant defined later and  is the mean slope of the subgrid-scale orography.

oug  _ (Tk+1._Tk)

= gkt T ) ¢ 4.38
EBt wave g(pk+1_pk) (lIJ) ( )

wheref () is the necessary geometric function to generate components, (similgdy/fot),, .. ).

Next the low-level blocking calculations are carried out for levels betgw . These are done level-by-level as fol-
lows. Writing the low-level deceleration in the form

oug  _ 0 00 [Zok=Z \U\
Cotl), ~ CdmaxDZ ODZH 2+ q (Bcoqu+CS|nlu) (4.39)

where r = (COSZLIJ +y sin2L|J)/(y COSZLIJ +Sin2L|J) andB andC have been defined earliey, (4.39)is
evaluated in the following partially implicit manner by writing it in the form

oug  _ unti_yn-1 _

il — A n-1yn+1
Bt oAt un=iu

thenU™*! = Un-1/(1+B) and® = A |U"-1 2At . Hence

oug _ _QgB pgurt
Cot, 01+ pO 2At

This calculation is done level-by-level.
Finally the tendencies are incremented. This includes local dissipation heating in the form

9Tn_ 1DISS
Uot O c, 24t

where DISS = %{(un—l)2+(vn—l)z—(U)Z—(’\?)z} andJ = Un- 1+2At52”% etc.

sgsor
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APPENDIX A L IST OF SYMBOLS

half mountain width inx -direction

function of the mountain anisotropy

half mountain width iny -direction

drag coefficient

drag due to flow in blocked layer

function of the mountain sharpness

maximum mountain height= 21)

mountain height profile

non-dimensional mountain height€ NH/|U| )
critical non-dimensional mountain height

length scale of the grid-point region

horizontal width of mountain seen by the upstream flow
Brunt—Vaisala frequency

Brunt—Vaisala frequency of un-blocked flow evaluated at heitfst 211)
Richardson number

critical Richardson number

wind speed irk -direction

wind speed of incident un-blocked flow evaluated at heigft 21)
component of the wind speed in the directiorgj
component of wind speed in the direction of the stress
wind speed iry -direction

depth of blocked layer

anisotropy of the orography € a/b<1 )

orientation of the orography

standard deviation of orography

density of air at the surface

density of the un-blocked flow evaluated at heigl{t= 2p1)
slope of the orography

stress due to blocked flow

surface stress due to gravity waves

angle between incident flow and orographic principal axis
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CHAPTER 5 Convection

Table of contents
5.1 Introduction
5.2 Large-scale budget equations
5.3 Cloud model equations
5.3.1 Updraughts
5.3.2 Downdraughts
5.4 Convective types
5.4.1 Deep convection
5.4.2 Shallow convection
5.4.3 Mid-level convection
5.5 Sub-cloud layer
5.6 Cloud microphysics
5.6.1 Freezing in convective updraughts
5.6.2 Generation of precipitation
5.6.3 Fallout of precipitation
5.6.4 Evaporation of rain
5.6.5 Melting and freezing of precipitation
5.7 Link to cloud scheme
5.8 Momentum transports
5.9 Discretization of the model equations

5.10 Structure of code

5.1 INTRODUCTION

Cumulus convection is parametrized by a bulk mass flux scheme which was originally desciibesitle(1989).

The scheme considers deep, shallow and mid-level convection. Clouds are represented by a single pair of entrain-
ing/detraining plumes which describes updraught and downdraught processes. Momentum transport by convective
is also included.
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5.2 LARGE-SCALE BUDGET EQUATIONS

The contributions from cumulus convection to the large-scale budget equations of heat moisture and momentum
are

O

S 10 i m

%Ecu - paz[MUpSUp+ M gownSdown= (Myp + Mgoun)S] %

+ L(C _edown_ésubcld) - (Lsubl_ I—Vap)(M -F ) 0

q O

Eg_?% cu - PaZ[M upup * Mdownqdown_(Mup+ Mdown)q] E
- O (5.1)

_(C _edown_esubcld) E

. O

%E = [Mup Up+ MdOWnudOWn_(Mup+ Mdown)u] E

[l

1 0 )
Eg—gc - [MUD *+ MgownVdown— (Myp + Mgoun)V] E
O

whereM , , My, are the net contributions from all clouds to the updraught and downdraught mass fluxes,
cpandey,,, arethe condensation/sublimation in the updraughts, and the evaporation in the downdsgghts.
Sgown Aup+ Adown s Uup » Ugown » Vup @NdVg,,, are the weighted averages of the dry static ensrgye $pecific
humidity (g ), and the horizontal wind componenis ( and ) from all updraughts and downdraughts within a grid
box (although individual convective elements are not considered) obtained from the bulk cloud model described
below. Ly, andL,,, are latent heats of sublimation and vaporizationland is the effective latent heat for an
ice—water mix (an empirical function of temperature),,4  is the evaporation of precipitation in the unsaturated
sub-cloud layerM is the melting of snow aRd s the freezing of condensate in the convective updraught. In ad-
dition to(5.1) we consider the equations for precipitation

P(2) = (6™~ Ehaat M)pO . PTE) = (6 e B Mpaz (52

snow,

whereP™"(z) andP*"™(z) are the fluxes of precipitation in the forms of rain and snow at reigt" and

G°"" are the conversion rates from cloud water into rain and cloud ice into snow. The evaporation of precipitation
in the downdraughts,,, , and below cloud basg,q ., have been splitinto water and ice compefignts, ,
snow ~rain ~SNow

edownv esubcld andesubcld

5.3 CLOUD MODEL EQUATIONS

5.3.1 Updraughts

The updraught of the cloud ensemble is assumed to be in a steady state. Then the bulk equations for mass, heat,
moisture, cloud water content and momentum are
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0
OMyp _ E,-D O
0z P up E
oM, s ~ _ oM g _ _ 0

%’ = Eups - Dupsup+ chup , %’ = Eupq — Dupqup—pcup % (5.3)

oMl _ _ _ OM Fyp _ _ _
T = _Duplup + pCup_pG ) T - Duprup +pG - pSfaIIout%
aMupuup : -~ 6Mupvup 5 _ 0
T = Eupu - Dupuup , T = upV - Duqup 0
O
whereE,, andD,, are the rates of mass entrainment and detrainment per unit lgpgth, is the updraught cloud

water/ice content, antd,,  is precipitating rain and snow in the updraughtss. The treatment of the cloud microphys-
ical processes is describedSaction 5.6

The vertical integration of5.3) requires knowledge of the cloud-base mass flux and of the mass entrainment and
detrainment rates. Cloud-base mass flux is determined for the various types of convection from the closure assump-
tions discussed iBection 5.4

Entrainment of mass into convective plumes is assumed to occur (1) through turbulence exchange of mass through
the cloud edges and (2) through organized inflow and detrainment is assumed to occur (1) through turbulent ex-
change and (2) through organized outflow at cloud top. The superscripts (1) and (2) are used to denote the compo-
nents of the entrainment and detrainment due to turbulent and organized exchanges, respectively;

_ W, @ - p®,p®@
Eyp=Ey +Ey » Dy = Dy + Dy (5.4)

5.3.1 (a) Entrainment and detrainment rateBurbulent entrainment and detrainment are parametrized as

(1) _ (D) (1) _ <(1)
Eup €My Dy =3 My, (5.5)

where the fractional entrainment/detrainment rates depend inversely on cloud radii in the updrigyghtSifp- ) (
sonand Wiggert 1969;Simpson1971):

w_02 50 _02 (5.6)

up Rup' up Rup

€

By assuming typical cloud sizes for the various types of convection, average values of entrainment/detrainment
rates are defined; deep convection is assumed to have a larger radius and so a smaller entrainment rates than shallow
convection. In order to keep the scheme simple we use fixed values of turbulent entrainment/detrainment rates for
each of the various types of convection:

M x 10%m™~ for penetrative and midlevel convergence in the
) @ _ O presence of large-scale flow convergence
€p = Op = O (5.7)
D N, — . . s
MBx10 ' m for shallow convection in suppressed conditions
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For penetrative convection and mid-level convection we deliberately impose a very small value typical for tropical
thunder clouds{impson1971) so as not to inhibit the penetration of clouds to large heights. For shallow convec-
tion we use a value typical for the larger trade wind cumMittg, 1975), noting that small clouds with much larger
entrainment/detrainment rates which detrain immediately above cloud base are not represented in our parametri-
zation. In order to take into account enhanced turbulence in the lower part of the aguds, §,,and are increased
in the lowest 150hPa of the cloud in the case of deep and shallow convection. The enhancement factor varies line-
arly from 4 at cloud base to 1 at 150hPa above cloud base. Turbulent entrainment is only applied over the lowest
half of the cloud layer.

5.3.1 (b) Organized entrainment and detrainme®tganized entrainment is applied to deep and mid-level
convection. The formulation used is discusseflibsection 5.4.below.

Organized detrainment is estimated from the vertical variation of the updraught vertical velggity , which is es-
timated from the budget equation for the updraught kinetic energy

aKup _ Hup 1 Tv, up — Tv
02" " g PCZKuy Ty 0 (5.8)
with
W2
Kup = %’ (5.9)
whereK,, is the updraught kinetic enerdy, ,,  is the virtual temperature of the updraugﬁpnd the virtual

temperature of the environmenmt,,  is a mixing coefficient which is equal to the entrainment madsflux ( ), or
the detrainment mass flwD(,, ) if this is larger. As entrainment is set to zero in th upper part of the cloud layer,
use of detrainment mass flux in this region better represents the effect of mixing and vertical pressure gradients in
the upper part of deep convective clouds, reducing vetical velocity and reducing overshoot of convective towers
into the lower stratosphere.

y (= 0.5) is the virtual mass coefficienS{mpsorand Wiggert1969), the factof £ 2 ) is introduced because
the flow is highly turbulentChenget al. 1980) and for the drag coefficient a valu€gf = 0.506 is uSchpson
and Wiggertl969). The value fof is 1.875. The cloud base value of the updraught velocity is chosemsd 1

w,, enters the scheme in several ways: (i) for the generation and fallout ofSaatig¢n 5.9, (i) to determine
penetration above the zero-buoyancy level and the top of cumulus updraughts and (iii) to specify detrainment below
the top of the updraught.

w,,, determines the level to which convection penetrates (where it reduced to zero). This allows convection to pen-
etrate above its level of neutral buoyancy. Organized detrainment is estimated by equating the decrease in up-
draught vertical velocity due to negative buoyancy at the top of the cloud to the decrease in mass flux with height:

M ,(z Kp(Z
W@ | [ K@) 5.10)
Mp(z +AZ) Kup(Z +A2z)
This assumes that the cloud area remains constant in the detraining layer and neglects the vertical variation of buoy-

ancy.Eq. (5.10)defines the reduction of mass flux with height, which combined with the updraught continuity
equation Eq. (5.3) gives the organised detrainment rate.
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5.3.2 Downdraughts

Downdraughts are considered to be associated with convective precipitation from the updraughts and originate
from cloud air influenced by the injection of environmental air. Followkngsch and Chappel(1980) and-oster

(1958), the Level of Free Sinking (LFS) is assumed to be the highest model level (below the level of minimum
moist static energy) where a mixture of equal parts of cloud and saturated environmental air at the wet-bulb tem-
perature becomes negative buoyant with respect to the environmental air. The downdraught mass flux is assumed
to be directly proportional to the upward mass flux. Followdmipnson(1976, 1980) the mass flux at the LFS is
specified from the updraught mass flux at cloud base as

(Mgown)Lrs = NMp)pase with n=-0.3 (5.11)

The vertical distribution of the downdraught mass flux, dry static energy, moisture and horizontal momentum be-
low the LFS are determined by entraining/detraining plume equations similar to those for the updraught;

_aMdown - E -D %
0z down down B
O(M g4ourS

_ 9 MdowrSdown) _ E yourS—DaonrSaonn+ LPCqom 1]

0z n

(M gowrdown) _ - 0
- % = Egownd—DgownAdown + PEdown % (5.12)

0

0(M gownU down) _ a

__.95".‘55_&_ = Egown"=D gownUdown 5

0

0(M gownV down) _ 0

—_ % = EgownV—DdownVdown B

e4owniS the evaporation of convective rain to maintain a saturated descent; the moistening and cooling of the envi-
ronmental air injected at LFS is also due to evaporating rain.

Entrainment and detrainment in downdraughts are highly uncertain as relevant data are not available. As for the
updraught, both turbulent and organized entrainment/detrainment are considered.

5.3.2 (a) Turbulent entrainment and detrainmefor turbulent mixing

£oun = Oiown = 2% 10°'m™ (5.13)

5.3.2 (b) Organized entrainment and detrainme@rganized entrainment for the downdraught is based upon
a formulation suggested INordeng(1994);

Eg Tv,down - Tt-Jl?wnrdown - -T—V E
2 \
o = Z (514
0 Ty down— T downl down— Tv O
(Wégvsvn)z _ 09 v,down cf)wn down \ BjZ
Ty 0
ZiFs
wherew(L,g\,SVn is the vertical velocity in the downdraught at the LFS (set to})m s
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The scheme has no explicit rain water equation for the downdraught agg,so is estimated by
nlev
k k
FuMup
Foown = k=1 K (5.15)
M

Organized detrainment from the downdraught occurs when either the downdraught becomes positively buoyant or
approaches the surface. If the downdraught remains negatively buoyant until it reaches the surface then the mass
flux is decreased linearly over the bottom three model levels for L31 and L50 versions of the IFS. In L60 versions
the downdraught is detrained over the lowest severn model levels, maintaining an outflow depth of about 50hPa as
in lower resolution versions of the model. However if a downdraught becomes positively buoyant during its de-
scent, it is detrained over one level, except where this occurs at cloud base, when the downdraught fluxes are de-
creased linearly (deep convection) or quadratically (mid-level convection) to zero at the surface.

5.4 CONVECTIVE TYPES

In using a bulk mass flux scheme, as opposed to a scheme which considers an ensemble of convective clouds (such
as that ofArakawaand Schubert1974), some determination of convective cloud type must be made so that appro-
priate choices can be made for the cloud properties. Firstly it must be determined if the profile can support convec-
tion from the surface layer. If on carrying out an undilute ascent from the surface layer a cloud base is found where
the parcel buoyancy is greater thaf.5 K, then either deep or mid-level convection is initiated. If no such cloud
base is found then higher levels of the model are tested for a buoyant layer, mid-level convection being initiated
from the lowest such level.

For convection initiating from the surface, the original version of the convection schErttke1989) used a
comparison of moisture convergence and surface evaporation to determine whether convection was deep or shal-
low. However this is now done on the basis of the depth of the convective cloud. If the cloud depth exceeds 200
hPa then deep convection is assumed, shallow convection if not.

Once the type of convection has been determined its intensity (controlled by the cloud-base mass flux) is deter-
mined as outlined below.

5.4.1 Deep convection

Following Fritschand Chappel[(1980) andNordeng(1994), the cloud base mass flux for deep convection is esti-
mated from assuming that convection acts to reduce the convective available potential energy (CAPE) towards zero
over a specified time scate ;

z — z
dCAPE _ CAPE _ ¢ g@T.g"", _ ¢
€t 1 L T Oe0 % "J.Z C'd* Daz Edz (5.16)
base base
where
|Vlcld = Mup+ Mdown = u[l\/lup]base"' B[Mdown]u:s (5-17)

wherea and3 describe the vertical variation of the updraught and downdraught mass flux due to entrainment and
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detrainment and the subscript ‘base’ refers to cloud-base quantities. As the downdraught mass flux at the LFS is
linked to the updraught mass flux at cloud b&sg (5.11) then,

Mg = [Myplpasd@ +BN) (5.18)

Using Eq. (5.18) in Eq. (5.16) results in an expression for the cloud base mass flux. CAPE is estimated from the
parcel ascent incorporating the effects of water loading,

z

o or, o -T, O
CAPE = go—e iz (5.19)
Zpase O TV .

In practice the vertical variation of the updraught and downdraught mass fluxesl3 above) is estimated from

an initial ascent using an arbitrary value for the updraught mass flux at cloud base followed by a downdraught cal-
culation. Using these estimates the updraught mass flux at cloud base is recomputed and downdraught mass fluxes
rescaled. A second updraught ascent is then computed to revise the updraught properties.

The adjustment time scafe s rather arbitrary but experience suggests that to prevent grid-scale saturation it must
be set such that

Mgq= pW (5.20)

wherew is the grid-scale vertical velocity. The magnitude of the grid-scale vertical velocity roughly doubles when
resolution is doubled and so originally At T&3 is set to 2 hours, and at other resolutions was originally varied
linearly with the spectral truncatioN( );

1= (2 hours)?—\l3 (5.21)

However for resolutions of the deterministic forecasts3I9) this leads to a value far  of 1400s, close to the
timestep of the model at this resolution (1200s), implying that convection acts to produce zero CAPE at each time
step. It is also shorter than the time scale associated with the growth of a deep convective cloud, typically around
1 hour. Thus such a short adjustment timescale may be thought unphysical, although the assodiation of  with a
physical timescale is a mantter of debate.

As horizontal resolution increases, parts of convective cloud systems may become better resolved (for example the
stratiform regions) and be represented through an interaction between the dynamics and cloud scheme of the mod-
el. In this scenario an unrestricted decrease of  with resolution may work against a smooth transition from para-
metrized to explicit representation of at least part of convection. Although it is unlikely that this is a significant
problem at a resolution of B19, a lower limit of 3600s has been applied to the relaxation timescale given by Eq.
(5.21) for horizontal resolutions greater thari59.

The vertical distribution of the updraught mass flux above cloud base is determined by assuming that there is or-
ganized entrainment which is directly proportional to the large-scale moisture convergence as
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51

E? = _ggv mq + w20 (5.22)

(3]

z

Organized entrainment is only considered in the lower part of the cloud layer where large-scale convergence is en-
countered, that is, below the level of strongest vertical ascent. The idea to link the cloud mass flux directly to the
large-scale moisture convergence has first been advocated as a parametrizhtiaizégp(1981) who indicated

that it may provide vertical profiles of mass flux and convective heating in good agreement with observations. The
assumptior(5.22)ensures that the vertical distribution of the convective mass flux follows that of the large-scale
ascent which is partly supported by diagnostic studies for tropical convectiorCeegget al, 1980;Johnson

1980).

5.4.2 Shallow convection

Here we consider cumulus convection, which predominantly occurs in undisturbed flow, that is in the absence of
large-scale convergent flow. Typical examples are trade-wind cumuli under a subsidence inversion, convection oc-
curring in the ridge region of tropical easterly waves and daytime convection over land. This type of convection
seems to be effectively controlled by sub-cloud layer turbulence. In fact, most of the diagnostic studies carried out
for trade-wind cumuli show that the net upward moisture flux at cloud-base level is nearly equal to the turbulent
moisture flux at the surfacé€ Moneand Pennell1976). In regions of cold air flowing over relatively warm oceans

the then relatively high sensible heat flux has been found to be of significant importance. We therefore derive the
mass flux at cloud base on a balance assumption for the sub-cloud layer based on the moist static energy budget;

B
" _ i~ _0 |:|a =0 10 ,_——
[Mup(hup_h)]base - _J-O %7 Mh + WEh + CmeD + BE(pW h )turb% dz (5-23)

rad

with

h=c,T+Lg+gz (5.24)

The moisture supply to the shallow cumulus is largely through surface evaporation as the contributions from large-
scale convergence are either small or even negative, such as in the undisturbed trades where dry air is transported
downward to lower levels.

An initial estimate for the updraught base mass flux is obtained E&in¢b.23) If downdraughts occur (relatively
rare for shallow convection due to the low precipitation rates), then a revised estimate is made accounting for the
impact of downdraughts upon the sub-cloud layer, the |.hEsq.0f5.23)being replaced by

[Mup(hup_ H)]base"' [Mdown(hdown_ H)]base = [Mup(hup_ Ij\)]base'i' [Bn I\/Iup(hdown_ H)]bas,e (5'25)

Again downdraught properties are obtained using the original estimate of the updraught base mass flux and then
rescaled by the revised value. For the updraught a second ascent is calculated using the revised value of the base
mass flux.

No organized entrainment is applied to shallow convection. As turbulent entrainment and detrainment rates are
equal, the mass flux remains constant with height until reducing at cloud top by organized detrainment.
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5.4.3 Mid-level convection

Mid-level convection, that is, convective cells which have their roots not in the boundary layer but originates at
levels above the boundary layer, often occur at rain bands at warm fronts and in the warm sector of extratropical
cyclonegBrowninget al. 1973;Houzeet al. 1976;Herzeghand Hobbsl980). These cells are probably formed by

the lifting of low level air until it becomes saturated/éxlerand Atlas1959) and the primary moisture source for

the clouds is from low-level large-scale convergertdeuzeet al. 1976). Often a low-level temperature inversion
exists that inhibits convection from starting freely from the surface; therefore convection seems to be initiated by
lifting low-level air dynamically to the level of free convection. This occurs often in connection with mesoscale
circulations which might be related to conditionally symmetric instabilgr{netand Hoskind 979;Bennetand
Sharp1982) or a wave-CISK mechanisiEnjanuel1982).

Although it is not clear how significant the organization of convection in mesoscale rain bands is for the large- scale
flow, a parametrization should ideally account for both convective and mesoscale circulations. Such a parametri-
zation, however, is presently not available and we must therefore rely on simplified schemes. Here we use a para-
metrization which in a simple way considers the finding of the diagnostic studies mentioned above. We assume that
convection is activated when there is a large-scale ascent, the environmental air is sufficiently moist, i.e., of relative
humidity in excess of 80%, and convectively unstable layer exists above (i.e. at cloud base the buoyancy is greater
than-0.5 K).

The convective mass flux at cloud base is set equal to the vertical mass transport by the large-scale flow at that level:

pbase Wbase = (Mup)base+ (Mdown)base = (Mup)base+ Bn(Mup)base = (Mup)base(l + BI’] ) (5-26)

following the notation ofSubsection 5.4.4bove. Again two estimates of the updraught base mass flux are made;
first neglecting downdraughts, followed by a revised estimate if downdraughts occur. The closure ensures that the
amount of moisture which is vertically advected through cloud base by the large-scale ascent is fully available for
generation of convective cells.

In addition to the injection of mass through cloud base, we assume again that cloud air is produced by moisture
convergence above cloud base through organised entrainment in the same way as for penetrative convection as giv-
en by(5.22)

5.5 SUB-CLOUD LAYER

The first level at which convective mass, momentum and thermodynamic fluxes are estimated is cloud base. To rep-
resent the effects of convective updraughts on the sub-cloud layer a simple scaling of cloud base fluxes is applied
in which they decrease to zero at the surface through the sub-cloud layer.

Care must be taken to ensure that fluxes of liquid water are zero below cloud base. Through the cloud base level an
interpolation of fluxes liquid water static energy and total water content is used to estimate fluxes of dry static en-
ergy and water vapour mixing ratio in the level immediately below cloud base;

(MS)B;SEHZ (Zn)(MS)Sgse_ L(M |)B;SE
(MQ)ip™® ™= (Z") (M) ™™+ (M1) (5.27)
(MI)"=0

base+1

where(@) refers to the value ¢f at the level immediately below cloud Hase. is given by
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7 = Psurt— Ppase+1 (5.28)
Psurf— Pbase

and pg,; is the surface pressure.

For deep and shallow convection is setto 1 (implying a linear decrease in the flux with pressure below cloud
base) while for mid-level convectiam is equal to 2 (implying a quadratic reduction in flux below cloud base).

For the remainder of the sub-cloud layer, fluxes at level ‘B+1’ are reduced to zero at the surfac€alying rec-
omputed as

Psurt— Pk

= ——suf Tk (5.29)
Psurt— Ppase+1

where p, is the pressure at ledel  of the model.

The cloud-mass and momentum fluxes in the sub-cloud layer are treated in a similar manner.

5.6 CLOUD MICROPHYSICS

5.6.1 Freezing in convective updraughts

We assume that condensate in the convective updraughts freezes in the temperat@®0dtdé< T < 273.16K
maintaining a mixed phase within that range accordinbt6) (seeChapter 6 ‘Clouds and large-scale precipita-
tion’ ).

5.6.2 Generation of precipitation

The conversion from cloud water/ice to rain/snow is treated in a consistent way with that in the large-scale precip-
itation scheme by using a formulation followiSgndqvis(1978)

_ i C 2
PGP = Mzl 1~ exp (I leri) 3] (5.30)
=T

wherec, = 1x 10°s? and; = 0.5x 10° g kg_1 w,, is the updraught vertical velocity and is limited to a
maximum value of 10 m$in Eq. (5.30) The value of the autoconversion coefficient has been increased from val-

ues used in previous cycles of the convection scheme by a factor of 1.5

Sundqvis(1988) takes account of the Bergeron-Findeisen process for temperatures{s8iow through a tem-
perature dependent modificationaf &g ;

C'o = CoCer (5.31)

I —
I crit = IcritCBF

where
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up! (5.32)
Cge=1 for T>Tge
Tge = 268.16K,andT,,, = 260K .
Eqg. (5.30)is integrated analytically in the vertical.
5.6.3 Fallout of precipitation
The fallout of rain water/snow is parametrized as (€up.and Raymondl980)
6S o = My—Y—r (5.33)
fallout UqupAZ up '
whereAz is the model layer depth. The terminal velo¥ity is parametrizéiuaan@d Orville 1969)
V = 53217 (5.34)

wherer, is given in units ofy kg_1 . Since the fall speed of ice particles is smaller than that of water droplets,
only half the value oV  calculated witlag. (5.28)s used for ice. In estimating the fallout of precipitation in the
mixed phase region of the cloud a weighted mean of the fall speed for ice and water precipitationEsju€e83)

is integrated analytically in the vertical

5.6.4 Evaporation of rain

The evaporation of convective rain is parametrized following a propodétssler(1969), where the evaporation
is assumed to be proportional to the saturation defigit,,— Q) and to be dependent on the densitygf.rain

(gm?®)

™" = 0y (Qsa=A)Prm " (5.35)

wherea; is a constant being zero tpr g,

As the density of rairp,,;, is not given by the model it is convenient to express it in terms of the rain int@nsity
-2 -1
(gm~s ) as

R = prainvrain (5.36)
whereV ., is the mean fall speed of rain drops which again is parametrized folloesalpr(1969).

1/8
Vrain = uzprain/ A p/ psurf (5-37)

(Note that this is different from the formulation used in the estimation of the fallout of precipitation).

Thus we have
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13/20 8/9
i /p/ g 0
e = 0y (Qeu- DIETHRE (5.38)
o % O O
Since the convective rain takes place only over a fractigy,, of the grid area, the evaporation ratelat level
becomes
as
i AP/ Psut R
eram = Cconval(qsat_q){a—surfc_} (5-39)
2 conv
where the constants have the following valuéssgler 1969)
a, = 544x 10°  a, = 509x 10°  ag = 0.5777
In view of the uncertainty of the fractional area of precipitating clouds a constant valGeg,gf = 0.05 is as-
sumed.
The evaporation rate is calculated implicitly in the model by means of
AR _
29 . -A (5.40)
which follows from
7 1/2
eram — AR1/2 A= al(qsat_q){ pa psun‘Cl } (5.41)
2 conv
and
rain _ 1 a_R - a_R
e’ = 097 gap (5.42)

5.6.5 Melting and freezing of precipitation
Melting of snow falling across the freezing levély( ) is parametrized by a simple relaxation tdwards ;
EE(T -To)

M = Lf - (543)

whereM is the amount of snow (kgzna) melting and is a relaxation time scale which decreases with increasing
temperature,

5 x 3600
= 44
T oT Ty} (549
The parametrization may produce melting over a deeper layer than obsklasain(1971) but this has been inten-
tionally introduced to account implicitly for the effects of vertical mixing which may develop in response to the
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production of negative buoyancy.

5.7 LINK TO CLOUD SCHEME

Before the introduction of the prognostic cloud scheme Gespter 6 ‘Clouds and large-scale precipitatipwa-

ter detrained from convectionY,,l,, ) was evaporated instantaneously. However with the prognostic cloud
scheme water detrained from convection is taken to be a source of cloud mass increasing the cloud fraction and
water content of clouds;

2y Dl
] (5.45)
ol _ Duplup
at p

wherea is the cloud fraction arld  the grid-box mean cloud water.

5.8 MOMENTUM TRANSPORTS

Equation set5.3) includes a treatment of the vertical transport of horizontal momentum by convection. Studies
have shown that for deep convection momentum transports are over estimated by the plume models unless the ef-
fects of cloud scale horizontal pressure gradients are inclu@estpryet al. 1997b). For unorganised convection

the effects of the pressure gradients are to adjust the in-cloud winds towards those of the large-scale flow. This can
be represented by an enhanced turbulent entrainment rate in the cloud momentum equations. To ensure mass con-
tinuity the turbulent detrainment rate is also increased by an equivalent amount. As the air entrained as detrained
have differing properties this adjusts the in-cloud wind back towards the large-scale value.

Hence for deep and mid-level convection the turbulent entrainment and detrainment rates used in the updraught
momentum equation are

+ A€

gk (. (uv) _ Sﬁb(l) (1)

up up (5.46)
6Eb(1)' (u,v) — 6Eb(1) + )\6&:))
Where((p)k isthe value ap in levéd Whiéj} aﬁ@? are given by equation (5.7).

When sl'jb(l) >0 (below the mid-level of the cloud) = 2 , while {tﬁ'p(l) = 0 (in the upper part of the cloud)

thenA = 3 .Gregory(1997) suggests that the above formulation provides an adequate description of the effects

of cloud scale pressure gradients in cases of deep convection. For shallow convection and downdraughts it is as-
sumed that the effects of the pressure gradient term can be neglected and no enhancement of the entrainment rates
in the momentum equations is applied. This formulation limits the momentum transports to be downgradient. Up-
gradient transports by highly organized convective systems (e.g. African squall lines) are not captured by this meth-
od.

The definition of the horizontal wind in the updraught and downdraught at cloud base and LFS is not well known.
For the updraught the value at cloud base is set to an average of the large-scale winds over the depth of the sub-
cloud layer. For the downdraught the initial values at the LFS are set equal to the average values of the winds in the
updraught and those of the large-scale flow.
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5.9 DISCRETIZATION OF THE MODEL EQUATIONS

The flux divergence in the large-scale budget equat{briy and in the cloud equatior(.3) and(5.12)are ap-
proximated by centred finite differences as

_1o(Ma) _ Mys 1284172~ My _1/28¢_1/2
p 0z Pk+1/2=Pk-1/2

(5.47)

The definition of the large-scale variables at half levels pose a problem, when the half-level values defined by linear
interpolation of full-level values very noisy profiles evolve in time particularly with regard to humidity. Much
smoother profiles are obtained when the half-level values are determined by downward extrapolation from the next
full level above along a cloud-ascent through that level:

— O

= - LT O 0
Ty Tk 7 Oop Ch (pk+1/2 Py) % (5.48)

_ _ BED 3 O

Oc+1/2 = Yk plh,, (pk+1/2 Px) E

wherehg, = ¢, T + gz + L, is the saturation moist static energy. Using an extrapolatio(blik8)for calculat-

ing the downward transports is also more consistent with the calculation of the updraughts where cloud air is trans-
ported upwards through levéd+ 1/2  with the thermal state below that level and equally with the downdraughts
which depend only on values efandq above that level. Similarly, because (6£47)the downward transport of
environmental air through the same level accounts now only for thermal properties above that level. The choice of
a moist adiabat for extrapolation is dictated by the property of the moist static energy which is, by convection in
the absence of downdraughts, only changed through the fluxes of moist static energy

hg _

B, = SanMulhip =] (5.49)
As the lines of the saturation moist static enetgy; through p@Rt, 1,5 Tk—1/2) and the updraught moist
static energy are almost parallel, apart from entrainment effects, the diffelngpedﬁ is little affected by the ver-

tical discretization.
For horizontal winds, values at model half levels are set to those on the full model level below.

The ascent in the updraughts is obtained by vertical integrati@h.8}. Starting at the surface the condensation

level (equal to the lowest half-level which is saturated or supersaturated and where buoyancy is greater than
—0.5 K) is determined from an adiabatic ascent. The cloud profile above cloud base is determined layer by layer
by first doing a dry adiabatic ascent with entrainment and detrainment included and then adjusting temperature and
moisture towards a saturated state, taking into account condensation and freezing processes. The buoyancy of the
parcel is calculated taking into account the effects of cloud and precipitation water loading i.e.

B = Tp(1+ 0.608],,—lyp—Fyp) — Te(1+ 0.6081,) (5.50)

Special care has to be taken in the discretizatio(bd) because of overshooting effects. A centred differencing
scheme is used so that
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K -K E
whobs D HE (L+BCH Kypk-1/2t Kiypksrat +
Zy /2= Zk+1/2 Myp k+1/2
(5.51)

1 1 {Tv,up_-T—V}k—l/Z_'_{Tv,up_-T—V}k+1/2
f(1+y)2 {T} 1o {Teirn

Finally, we mention that for numerical reasons the environmental air must not be convectively unstably stratified:

Sk-1/22Sk+1/2 (5.52)

In fact, one of the forecasts with the ECMWF global model became numerically unstablésa&)was not im-
posed.

5.10 SRUCTURE OF CODE

The parametrization of cumulus convection is performed in subroutines shéign h1l.
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CALLPAR |—| CUCALLN]| — [ CUININ

| CUBASEN

CUMASTRNH CUBASCMN

L { CUASCN

CUENTR

| CUDLFSN

CUDDRAFN

— CUBASCMN

| CUASCN |

|| CUENTR

L | CUFLXN

L { CUDTDON

| { CUDUDV

Figure 5.1 Structure of convection scheme

CUCALLN

Provides interface of routines for cumulus parametrization. It takes the input values through arguments from
CALLPAR and returns updated tendenciesof, a, I, u and , as well as convective precipitation rates.
CUMASTRN

Master routine for convection scheme.

CUININ

Initializes variables for convection scheme (including vertical interpolation to the half model levels).
CUBASEN

Calculates condensation level for surface air and sets updraught base variables.

CUASCN
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Calculates ascent in updraughSUASCN is called twice, the second time after downdraughts have been
calculated taking account of the CAPE adjustment closure for deep convection and downdraughts for mid-level
and shallow convection Routin€8JENTRandCUBASMCN are called fronCUASCN.

CUENTR
Calculated entrainment and detrainment rates.

CUBASMCN
Calculates cloud base properties of mid-level convection.

CUDLFSN
Calculates the level of free sinking for downdraughts.

CUDDRAFN
Calculates the downdraught descent.

CUFLXN
Calculates final convective fluxes and surface precipitation rates taking into account of melting/freezing and the
evaporation of falling precipitation.

CUDTDQN
Calculates the tendencies dandq from convection.

CubDUDV
Calculates the tendencieswénd v from convection

CUADJTQ
Calculates super/sub saturation and adjlstsdqg accordingly.

EXTERNALS
SubroutineSATUR for calculating saturation mixing ratio.

PARAMETERS
Defined in subroutin8 UCUM called fromINIPHY .

APPENDIX A L IST OF SYMBOLS

CAPE Convective available potential energy

Cy Drag coefficient

C conv Fraction of grid square occupied by convection
Cp Specific at constant pressure for moist air

Cup Condensation/sublimation in the updraughts
Dup Rate of mass detrainment in the updraughts

D gown Rate of mass detrainment in the downdraughts
Eup Rate of mass entrainment in the updraughts

E gown Rate of mass entrainment in the downdraughts
gran Evaporation of rain

€down Evaporation of precipitation (rain and snow) in the downdraughts
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rain

€gown Evaporation of rain in the downdraughts

o Evaporation of snow in the downdraughts

ésqbcld Evaporation of precipitation (rain and snow) in the unsaturated sub-cloud layer
Eeibeld Evaporation of rain in the unsaturated sub-cloud layer

Eaubald Evaporation of snow in the unsaturated sub-cloud layer

F Freezing of condensate in the updraughts

GPreeP Conversion rate from cloud (water+ice) into precipitation (rain+snow)
G"n Conversion rate from cloud water into rain

G Conversion rate from cloud ice into snow

h Moist static energy= cpf +Lg+gz )inthe environment

hsat Saturated moist statice energy in the environment

hyp Moist static energy in the updraughts

N gown Moist static energy in the downdraughts

Kup Kinetic energy in the updraughts

L Effective latent heat for an ice/water mix

Lius Latent heat of fusion

Loupl Latent heat of sublimation

Lyap Latent heat of vaporization

lup Cloud water/ice content in the updraughts

M Melting of snow

M g Net mass flux in the convective clouds (updraughts and downdraughts)
Myp Net mass flux in the downdraughts

M gown Net mass flux in the downdraughts

pran Net flux of precipitation in the form of rain

psnow Net flux of precipitation in the form of snow

p pressure

o} Specific humidity of the environment

Aup Weighted average specific humidity in the updraughts

Udown Weighted average specific humidity in the downdraughts

R Rain intensity

Fup Precipitation (rain+snow) in the updraughts

I down Precipitation (rain+snow) in the downdraughts

Stallout Fall-out of rain/snow

S Dry static energy in the environment

Sup Weighted average dry static energy in the updraughts

Sdown Weighted average dry static energy in the downdraughts

Te

Ty Virtual temperature in the environment

Tyuw Virtual temperature in the updraughts

u u component of wind in the environment

Uyp Weighted averagas component of wind in the updraughts
Ugown Weighted averagau  component of wind in the downdraughts
\ Mean terminal velocity of precipitation (rain+snow)

V ain Mean terminal velocity of rain drops

v v component of wind in the environment

Vup Weighted averages component of wind in the updraughts
Vgown Weighted averager  component of wind in the downdraughts
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g =

up

prain

Vertical velocity in the environment
Weighted average vertical velocity in the updraughts

Density of air
Density of rain within the grid box
Adjustment time scale
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Part IV: P HYSICAL PROCESSES

CHAPTER 6 Clouds and large-scale precipitation

Table of contents
6.1 Theory
6.1.1 Definitions
6.1.2 Basic equations
6.1.3 Definition of the source and sink terms
6.2 Numerics
6.2.1 Integration of the equations for cloud water/ice and cloud cover
6.2.2 Calculation of
6.2.3 Convective cloud source
6.2.4 Stratiform cloud source
6.2.5 Precipitation fractions
6.2.6 Precipitation sources
6.2.7 Evaporation of precipitation
6.2.8 Cloud top entrainment
6.2.9 Final moist adjustment

6.3 Code

6.1 THEORY

Cloud and large-scale precipitation processes are described by prognostic equations for cloud liquid water/ice and
cloud fraction and diagnostic relations for precipitation. The scheme is described in détaitke(1993).

6.1.1 Definitions

6.1.1 (a) Specific cloud water content and cloud fractidihe grid-mean specific cloud water/ice content is
defined as

-1 Pw
|_Vl'pdv, (6.1)

wherep,, is the density of cloud watgs, is the density of moist airé¥nd is the volume of the grid box. The

85
(Printed 19 September 2003)



F20- Part IV: ‘Physical processes’
A~ 4

fraction of the grid box covered by clouds is defined as

a=L(sdv. 5= E 1, inclouds (6.2)
\4 00, otherwise

Furthermore, the definition of the specific cloud water content per cloud area (in-cloud water/ice content) is

lig = 1 (6.3)

6.1.1 (b) Saturation specific humiditythe saturation specific humidity is expressed as a function of satura-
tion water vapour pressure as

Osat = =k ) (6.4)

where the saturation water vapour pressure is expressed with the Tetens formula

_ O f =ToD
salT) = aleXpElla3DT _a4DB’ (6.5)
wherea,; anda, are different depending on the sigfDBf T ) (i.e. water or ice phas@with 273.16 K )

6.1.1 (c) Mixed phaseln the scheme only one variable for condensed water species is used. The distinction
between the water and ice phase is made as a function of temperature. The fraction of water in the total condensate
is described as

a=0 T<Tie,
T—Tie?
=~ e[l 1 6.6
a D%_TMDTW<T<Tw (6.6)
a=1 T>T,.

T and T, represent the threshold temperatures between which a mixed phase is allowed to exist and are chosen
asT;, = 250.16 K andT, = 273.16 K . The saturation thermodynamics are calculated according to the mix-
ture of water and ice obtained witly. (6.6)so that the saturation specific humidity becomes

Osat = cxqsat(w)"' (1 - a)qsat(i) ’ (6-7)

whereqq, ) ansy are the saturation specific humidities with respect to water and ice, respectively. The latent
heat of phase changes is described as

L = aLvap+(l_q)Lsubl' (6-8)
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6.1.2 Basic equations

With these definitions and the usual assumption that clouds encountered extend vertically over the whole model
layer depth the equations for the time change of the grid-box averaged cloud water/ice content and the cloud frac-
tion are obtained as

ol 10, —
ot = A(I) + Sconv+ SbI + Sstrat_ Ecld - Gprec_ Bﬁ(pw I )entr (6-9)
and
oa _
a - A(a) + 6aconv + 6abl + 6astrat_ 66‘evap (6-10)

The terms on the right-hand sideky. (6.9)andEq. (6.10)represent the following processes:

. A(l), A(a) — transport of cloud water/ice and cloud area through the boundaries of the grid
volume
. Sconv: 98¢ony — formation of cloud water/ice and cloud area by convective processes
. Sy, 0a,, — formation of cloud water/ice and cloud area by boundary-layer turbulence
. Sqratr 984t — formation of cloud water/ice and cloud area by stratiform condensation processes
. E .4 — rate of evaporation of cloud water/ice
. Gprec — generation of precipitation from cloud water/ice
. (1/p)o(pw'1")ent” 9z — dissipation of cloud water/ice by cloud top entrainment
. da,,,, — rate of decrease of cloud area due to evaporation.
The large-scale budget equations for specific humidity , and dry static esergy,, T + gz after introduction

of the scheme are modified to

0 10, ——
£ = A(9) =Sy~ Sgratt Ecia + Eprec— BE(pW q)entr (6.11)
and
0s 10 —
ot = A(S) + L(Sp 1+ Sgyrar—Ecia —E pred — LusM — BE(pW S")entr (6.12)
+ Cp{ (1_a)R clear™ aR cld}
where A(q) andA(s) represent all processes except those related to clouds and rabiggion. is the latent heat

of freezing,M is the rate of snowmeR,.,, aRd,y; are the radiative heating rates in cloud-free and cloudy ar-
eas. The flux-divergence terms represent the effects of cloud top entrainment.

6.1.3 Definition of the source and sink terms

6.1.3 (&) Convection.Clouds formed by convective processes are parametrized by considering them to be
condensates produced in cumulus updraughts and detrained into the environmental air. This approach, besides be-
ing part of the cloud parametrization, represents also an important extension of the model’s cumulus parametriza-
tion. It is applied for all types of convection, namely deep, shallow and mid-level. The source of cloud water/ice
content is
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D M0l
Scov = f)(lup_ 1)+ pupE (6.13)
and the source of cloud area is described as
D M oa
da oy = (1- a)f + pupE ) (6.14)
whereD,,, is the detrainment of mass from cumulus updraugfys, is the specific cloud water/ice content in cu-

mulus updraughts an,,, is the updraught mass flux (see chapter 5). The(faeta)  Eq. (B114)appears
because updraught air detrains simultaneously into cloud-free air as well as into already existing clouds.

6.1.3 (b) Boundary layer cloudsThis part of the scheme considers stratocumulus clouds at the top of convec-
tive boundary layers. They are distinguished from shallow cumuli by making the assumption, that the cloud depth
must not exceed one model-layer depth. All clouds deeper than one layer are represented as convective clouds by
the cumulus convection scheme. The scheme follows the mass-flux approach, so that the cloud transport for mois-
ture is written as

Fq = pw(qup_qdown)! (6.15)

whereq,, andjy,,, areupdraughtand downdraught specific humidity, respectivelpyand pa, fw,, )is the
cloud mass fluxw,,, being the updraught velocity aqg the fractional area of updraughts. Note that in contrast
to convection, stratocumulus cloud circulations contain roughly equal ascending and descending branches. The
cloud-base mass flux is determined by reformulating the moisture transport at cloud base produced by the boundary
layer parametrizatiod, (s&ections 3.&nd3.40f Chapter 3 “Turbulent diffusion and interactions with the sur-
face’) into the mass-flux concept so that

J
q
qO _{ a(qsat+ Icld)top + (1 - a)qtop} .

(PW)pase = (6.16)

The subscripts ‘0’ and ‘top’ refer to model levels near the surface and close to the cloud top (i.e. next level above
cloud base), respectively, indicating that the updraughts start close to the surface and the downdraughts close to the
cloud top. Above cloud base the assumption is madeihat  decreases linearly to zero at cloud top. The net gen-
eration of cloud water/ice due to condensation in updraughts and evaporation in downdraughts then becomes

Sp = _F_) 9z (Iup_aldown) ) (6.17)

and the source of cloud air in terms of cloud cover is

_ _1a(pW)

(1-a). (6.18)

6.1.3 (c) Formation of stratiform cloudd-ere the formation of clouds by non-convective processes (e.g.
large-scale lifting of moist air, radiative cooling etc.) is considered. The parametrization is based on the principle
that condensation processes are determined by the rate at which the saturation specific humidity decreases. This
rate is linked to vertical motions and diabatic cooling through
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dqsat _ ﬁquaﬂ — ﬂquaﬂjjTD
at - Ddp Eina(w+ gM¢,) + OaT ath,,, (6.19)
where (dqg,/dp),,,, is the change afs,, along a moist adiabat through dginT) w , is the area-mean gen-
eralized vertical velocitygM,, is the cumulus-induced subsidence between the updraugh{$T amt) ., is

the net temperature tendency due to radiative and turbulent processes. Two cases of condensation are distinguished
(@) in already existing clouds and
(b)  the formation of new clouds

Ceg = C1+Cy. (6.20)
Condensation in already existing clouds is described as

_adqsat dQy
dt dt

c, = <0. (6.21)

New clouds are assumed to form, when the grid-averaged relative humidity exceeds a threshold value which is de-
fined as a function of height as

RHcrit: RHC+(1_RHC)E’-;__O_1%2 0,<0

RHcrit = RHC 0-trop + (Ac)d <0< Oy

|jrtrop + (Ac)d - O-|j2
O (Ag)qy O

crit = 1 o< O-trop

(6.22)

RHcrit = RHC + (1 - RHc) 0-trop <0< O-trop + (Ao)d

RH

where RH, = 0.8 ,0 = p/pg,; Wwithp being the pressure apd,,;  the pressure at the sudace,0.8 ,
Oyop IS the height of the tropopausedn  -coordinates ghd), = 0.2 . The increase in cloud cover is determined
by how much of the cloud-free area exceeds saturation in one time step which in turn depends on the moisture dis-
tribution in the cloud-free area and how fast saturation is approached. The moisture is assumed to be evenly dis-
tributed within the rangd{q"" - (ds—9° )} ,dssd  around the mean environmental vaitié , While the
approach to saturation is determinedday,/ dt . The increase in cloud cover then becomes

—(1-a) dqsat dqsat

dagyar = ™ Tt Tt <0, (6.23)
which can be expressed in terms of grid averages (using the defiitioag,,+ (1-a)q®" ) as
_ 2 1 dOgy dqgy
dag, = —(1—-a) Qo) dt gt < 0. (6.24)
For the application oEq. (6.24)at values ofq close to saturation, the constréiag; < (1—a)/At is imposed

to ensure realistic values af

The generation of cloud water/ice in newly formed clouds is then
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c, = _Lsa dgsar dgy

2 strat dt dt < 0! (625)

wheredag,,; is the fractional cloud cover produced in the time stéfrby6.24)
6.1.3 (d) Evaporation of cloud water/icelhe scheme describes evaporation of clouds by two processes in

connection with large-scale and cumulus-induced descent and diabatic heating and by turbulent mixing of cloud
air with unsaturated environmental air.

Egg = E1+E5. (6.26)
The first process is accounted for in the same way as stratiform cloud formation exceqi thet > 0 . Hence
d d
E,=a gtsat gtsa‘> 0. (6.27)

Assuming a homogeneous horizontal distribution of liquid water in the cloud, the cloud fraction remains unaltered
by this process except at the final stage of dissipation where it reduces to zero.

6aevap = At

The parametrization of cloud dissipation as cloud air mixes with environmental air is described as a diffusion proc-
ess proportional to the saturation deficit of the environmental air:

E, = aK(qsx—0q) , (6.29)

where the diffusion coefficient is

K =10°s". (6.30)
The decrease in cloud cover is parametrized as

E2
6aevap = " " (6.31)
Cl

wherel, is the specific cloud water/ice content per cloud area as defifef (6.3) Note that because &q.
(6.3)the parametrizationsq. (6.29)andEq. (6.31)imply a reduction in cloud area while,;  remains unchanged.

6.1.3 (e) Cloud top entrainmen&luxes of heat, moisture, cloud water/ice, and momentum through cloud top
due to the cloud top entrainment process are described as

(WD )entr = ~WAD, (6.32)

where® stands for any of the transported variables\apd is the entrainment velocity.  stands for the change
of ® between two model levels. The parametrization of cloud top entrainment is currently only used if the level
above a cloudy model level is entirely cloud free ands, is positive (stable layer), v8jere  represents the vir-

90
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 6 ‘Clouds and large-scale precipitation’ -“ v ‘,

tual dry static energy between the two layers. There are two parametrized contributions to the entrainment velocity
We = We, 1+ We, 2" (6.33)
0] Clouds at the top of convective boundary laydrsthe case of clouds at the top of convective

boundary layers the parametrization of the entrainment velocity folloeardorff (1976). The
entrainment velocity is represented as

W),

W1 = =5t (6.34)
where
H
it _ 1 it
—(W's,)y = or-l_—lj'wsvdz (6.35)
0

is the average buoyancy flux in the mixed layer of helight camd 0.5
(i)  All cloud tops.The second contribution to the entrainment velocity is parametrized as

We 5 = BB, (6.36)

whereAF |, is the longwave radiative flux divergence gnd 0.5

Cloud water/ice transported into the cloud free layer above by entrainment is assumed to evaporate immediately.

6.1.3 (f) Precipitation processesSimilar to radiation, precipitation processes are treated seperately in clear
and cloudy skies. This owes to the fact that the microphysical processes in these two regions are very distinct from
each other, with conversion, collection and accretion processes being relevant in clouds whereas evporation of pre-
cipitation is the relevant process outside clouds. Therefore the precipitation flux is written as

p = peld, per (6.37)

with
PCIdE—ii‘J'P TH(1)dA (6.38)

and
PC”E%\J.P [(1-H(I))dA (6.39)

where the step functiori(1) , marks the portion of the grid-cell containing cloud with a condensate specific hu-
midity 1 >0 and A is the area of the grid-cell.

The precipitation fraction in the gridbox is then described as
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with

and

cld clr

ap = ap *ap (6.40)
add = %J'H(I)H(P)dA (6.41)
acp”E%\J'(l—H(l))H(P)dA. (6.42)

Precipitation sources are represented differently for pure ice clouds and for mixed phase and pure water clouds.

Gprec = Gi + Gmw (6-43)

The distinction is made as a function of temperature accordifi@t@6.6) The rain and snow formed is removed
from the column immediately but can evaporate, melt and interact with the cloud water in the layers it passes

through.

(i) Pure ice clouds.The precipitation process in ice clouds is treated separately for two classes of
particles. The separation is made by size at a threshold ofubh@CFirst the ice water content in
particles smaller than 100m is determined following a parametrization proposed by McFarquhar
and Heymsfield (1997) as

1 . [FWCtotﬂ)z
IWC_yg0 = mtmm[lwcwt, by et J (6.44)
where
_ Plyg
IWC,,; = 1000 (6.45)
is the total ice water content in g'f IWC, is set to 1 g ¥, b;=0.252 g n® and b= 0.837. The
fallout of the so diagnosedWC_,o, (now in kg™ is treated as a sedimentation of the ice
particles with a terminal fall speed of
C
Wige = CIWC_y50° (6.46)
based orHeymsfieldand Donner(1990); the constants currently chosen ar829 and §-0.16.
The ice content in particles larger than 100
IWC,;4 = 100000WC,,; — IWC_;0 (6.47)
is converted into snow within one timestep.
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(ii)

(iii)

Given the fallspeed and the separation by particle size the contributi@),tQ. from pure ice
clouds can be written as

10 IWC. 100
Gi = 237 (Wicel WC.00) + —= (6.48)

wheret is the time-step of the model. For the samll particle ice settling into cloudy area is treated
as source of cloud ice in the layer below whereas ice settling into clear sky is converted into snow
(seeSubsection 6.2)3 Note that the minus sign in the first term of the right hand side of (6.48)
appears since the fall velocity of ice is assumed to be positive downwards.

Mixed phase and pure water cloudsor mixed phase and pure water clouds a parametrization
following Sundqvis{1978) is used. The generation of precipitation is written as

o 0
Gy = acolcl{l—expg—m—cﬁg% (6.49)

where cgl represents a characteristic time scale for conversion of cloud droplets into drops and
I..i is a typical cloud water content at which the release of precipitation begins to be efficient.
These disposable parameters are adjusted as follows

and
I
I, = == (6.51)
crit F]_FZ

to take into account the effect of collection of cloud droplets by raindrops falling through the cloud
(F,) and the Bergeron—Findeisen mechanism ( ). Hgre  Fand are defined as

F,=1+b;./Pioc (6.52)
and
Fo=1+b, [(Tge—T) if Tio<T<Tge (6.53)
cld cld

where P, is the local cloudy precipitation ratB,(. = P~ /ap ) amdp is the temperature

at which the Bergeron—Findeisen mechanism starts to enhance the precipitation. The values for the
constants are those used Byindqvist(1978), namelyTg: = 268 K ,b; = 100 ,b, = 0.5 ,

c; =107s*, andl;it =03 gkg .

Evaporation of precipitation The parametrization of rain and snow evaporation is uncertain. A
scheme followingKessler(1969) is used. It describes the evaporation rate as
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Op2 1 PP
E. = {a% x544x10 (q_—q) x (2
prec { p }(qsat q) E[bOD 5.9x10_3a(;,|r%

(6.54)

where a‘é,” is the clear-sky precipitation fraction. Evaporation of rain/snow only takes place when
the grid mean relative humidity is below a threshold value. The choice of the threshold value is not
straightforward for numerical reasons. Here, the assumption is made that the clear-sky relative
humidity (= grid mean relative humidity in the absence of clouds) that can be reached by
evaporation of precipitation is a function of the fractional coverage with precipitation of the clear
sky part of the grid-box. Hence, the threshold value is parametrized as

clr

RH e, = 0.7+ 0.31—-_P—a. (6.55)

(iv)  Melting of snow.The melting of snow is parametrized by allowing the part of the grid box that
contains precipitation to cool t0,,,; over atime scale |, i.e.,

cld clr Cp T_Tmelt

M = (@%%+a’ )? et (6.56)
us

whereT o; = 0°C and

5h

T IF 0T T

6.2 NUMERICS

6.2.1 Integration of the equations for cloud water/ice and cloud cover

As cloud processes are rapidly varying in time, care must be taken tpef®6.9)andEq. (6.10)are integrated
over the relatively large model time steps. Therefore terms that depend lineaaly onl and are integrated analyt-
ically. Eqg. (6.9)andEq. (6.10)can be written as

ol _
5; = C-DI (6.57)

where C is defined biq. (6.13) Eq. (6.17) Eq. (6.21) Eq. (6.25) Eq. (6.27)andEq. (6.29)and D is defined by
Eq. (6.48)or Eq. (6.49)respectively, and

g‘ = (1-a)A-aB+C, (6.58)
with A, B, andC, defined b¥eq. (6.14) Eq. (6.18) Eq. (6.24) Eq. (6.28)andEq. (6.31) Analytical integration
of Eq. (6.57)andEq. (6.58)yields

A+C,
A+B

a(t+At) = a(t)exp{—(A+B)At} + [1-exp{—(A + B)At}] (6.59)
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and
I(t+At) = I(t)exp(—DAL) + %{ 1— exp(-DAt)} (6.60)

Since there are terms . (6.57)that depend oa  and termsthiy. (6.58)that depend oth  the following method
to solve the two equations is adopted. FiEgt (6.59)is solved using the values fér attime .Thenatime-centred
value for the cloud fractiorf s calculated as

4 = a(t+At) +a(t)
— -

(6.61)

ThenEq. (6.60)is divided bya and solved yielding a new value for the in-cloud vdlygt + At) which is con-
verted into the grid-mean value by re-multiplying wéth

6.2.2 Calculation ofdqg,,/ dt

Special care has to be taken in the numerical calculaticingf/ dt fgn{(6.19) Since the saturation water
vapour pressure depends exponentially on temperature, straightforward numerical integiatjo(6af9)would
produce large truncation errors. Therefore the averagigf/ dt over the time step is determined by the means

of moist adjustment (e.dflaltiner and Williams1980). This is achieved by first extrapolating the cloud temperature
to time-levelt + At and then adjust temperature and moisture toward saturation conditions.

6.2.3 Convective cloud source

The vertical discretization of equations (6.13) and (6.14) is achieved with a simple upstream scheme, i.e.,

D l_,—1
S = 2wk 1 )—gM k=1 'k 6.62
conv . (lup 12— 1) —9 up,k—l/Zpk_l_pk ( )
and
D a -a
da,, = —RK(1—a)—gM, ., \_q ——— 6.63
conv Py ( K=IMyp vep — p, ( )

Although two of the terms in equation (6.62) depend linearlpn it was decided to treat the convective source
(like any other source of condensate) fully explicitely, i.e., (6.62) is added into (6.57) as a contribudipn to only.

For cloud fraction it is obvious that the first term on the right hand side of (6.63) can be added to in equation
(6.58) wheras the second term can be split into a contributiBa to  Capd

6.2.4 Stratiform cloud source

It is evident from (6.24) that the stratiform source of cloud cover is quadratically dependémht-cen) and can
therefore not easily be integrated analytically following (6.58). To overcome this problem one fatior aj is
integrated intoA, , i.e., treated explicitely, before carrying out the analytic integration of (6.58), i.e.,

1-a  fl9s0
A = . 6.64
0 (Gt at ©59
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6.2.5 Precipitation fractions

The method to determinacpId arﬂvﬁ,Ir is as follows. If precipitation is generated in a level through the processes
of autoconversion or ice sedimentation, it is assumed to be generated at all portions of the cloud uniformly and thus

at the base of levéd aﬁ,'cf( = a, . The precipitation generated in this cloudy region is given by:

d pk+1/2 0
APS =—I% G prec D—I(I)dpEdA, (6.65)

Pk-1/2

and the cloudy precipitation flux at the base of lekisl given byP°kId = Pﬁ'd + APﬁ'd where the twiddle symbol

indicates the value oP®'®  atthe top of Ie\lfeIBecause the cloud is assumed to be internally homogenous, (6.65)
simplifies toa, G prec(Pr+1/2— Pk-1/2)79 » WhereS is the generation rate of precipitation inside the cloud.
If only accretion occurs in the clouds of Ie\ks;IaP K equalsaP « » the fractional area that contains cloudy precip-
itation flux at the top of leve{.

Because the clear precipitation flux is assumed to be horizontally uniform, evaporation does not alter the area con-

taining clear precipitation flux such thaﬁI K = aﬁ,' rk . Only in the case that all of the clear precipitation flux evap-

orates in levelk does aCF,"k = 0 The clear-sky precipitation flux at the base of lekkels given by

P = Py + APC'T, whereP} " is the clear-sky precipitation flux at the top of leyahd
| 1 % pk+1/2 ~elr
cir
APy = ;\I[gf Eprec 11— H(D)dp’ DdA = 8 \Eprec(Pus 2= Pu-1/2/9,  (6.66)
Pr-1/2
whereE .. represents precipitation evaporation. Note that precipitation evaporation is a fund%'?alﬁ of guar-

anteeing that precipitation generated in a level cannot evaporate in the same level. This will guarantee consistency
with the assumption that clouds where present fill the vertical extent of the grid cell and that horizontal transfer of
precipitation mass from cloudy to clear regions of the grid cell is not possible.

At the interfaces between levels, precipitation mass that is in cloud of the upper level may fall into clear air of the
lower level, or precipitation mass that is in clear air of the upper level may fall into cloud of the lower level. Thus

at level interfaces an algorithm is needed to transfer precipitation and its area between the cloudy and clear portions
of the grid box. The algorithm is constructed by determining the amount of area associated with each transfer and
then transferring precipitation fluxes between clear and cloudy components according to the assumption that the
precipitation flux is horizontally uniform but with different values in the clear and cloudy regions containing pre-
cipitation.

There are four possible areas to be defined (see schematic in Figure ?7?): the area in which cloudy precipitation flux
falls into cloud of the lower level, the area in which cloudy precipitation flux falls into clear air of the lower level,

the area in which clear precipitation flux falls into clear air of the lower level, and the area in which clear precipi-
tation flux falls into cloud of the lower level. To determine these areas, the cloud overlap assumption is applied to
determine the relative horizontal placements of clouds in the upper and lower levels. For the ECMWF model, the
cloud overlap assumption is expressed in terms of an equation which relates the total horizo@aicuvead by

clouds in levels 1 td (wherek = 1 is the top level of the model), to the total horizontal area cover by clouds in
levels 1 tok-1:

1-max(ay, ax_1)
1-min(ay,_4,1-9)’

(1-Cy) = (1-Cy_y) O (6.67)
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where d is a tiny number set to POEquation (6.67) gives maximum overlap for clouds in adjacent levels and
random overlap for clouds separated by clear levels. From this equation, one can determine the portion of clouds
of the lower level which is unoverlapped by clouds at all higher levels; this &€a= C,-C, _; , cannot have
any precipitation falling into it. Using this assumption, the area for which cloudy precipitation flux falls into clear

air of the level below is given by:

Id : Id
Dayy o = Ap _,—Min(a, —AC, apy ;). (6.68)

Equation (6.68) makes the further assumption that there is maximum overlap between the area covered by cloudy
precipitation at the base of the upper level and the portion of the lower level cloud which lies beneath clouds in
higher levels,a, —AC . With the assumption that the precipitation flux is horizontally uniform, the amount of
cloudy precipitation flux of the upper level that falls into clear air of the level below is:

Aag g . ¢ Id
APig - cir = ET“ Epi—l' (6.69)

ap k-1

The area in which clear precipitation flux of the upper level falls into cloud of the level below is:

Aag, _ g = Max(o0, min(a‘;'vrk_l, a,—AC-a,_,)), (6.70)

which assumes maximum overlap between the portion of the cloud in the lowekledéth has cloud at some
higher level other thak-1, and the area covered by the clear precipitation flux. Again, with the assumption that the
precipitation flux is horizontally uniform, the amount of clear precipitation flux of the upper level that falls into
cloud of the level below is:

Aag, | g I
clr —cld = % Epi—rl (6.71)

P,k-1

AP

Finally, the areas and fluxes at the top of l&wehn be related to those at the base of lexieby:

~cld cld

ap = ap -1t Dag, . g—Bagqy e (6.72)
~cl |

8pk = ap k_1—Dag _ cja t Dagg  cir (6.73)
~cld cld

Pk = P li AP L c1ia—BPeg - cirs (6.74)
~clr _ clr

Pk = Pla=APgr L cig + AP - cir - (6.75)

From these equations it is obvious that total precipitation g8+ a5 " , and precipitatioR i P! ,are

conserved at level interfaces.

6.2.6 Precipitation sources

After the integration oEq. (6.60)he fallout of condensate (represented by the tBrim  Eqin(6.57) out of model
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level k is determined as

1, (t) = I, (t + At)
Gralloutk = % +Cy. (6.76)

The condensate falling out of model level s then distributed into rain, snow or cloud ice in the level below using
the following assumptions:
0] Pure water cloudsln the case of pure water cloud$ (> T, ) all condensate falling out of a model
level is converted into rain, i.e.,

Graink = Gtalloutk - (6.77)

(i)  Mixed phase clouddn the case of mixed phase cloudg,{,<T, <T, ) all condensate falling out
of a model level is converted into rain or snow whereby the partitioning between the two phases is
determined usingq. (6.6) i.e.,

Graink = AGralloutk (6.78)

and

Gsnow,k = (1_ak)Gfallout,k' (6-79)

(i)  Pure ice clouds.n the case of pure ice cloudd (< T,.. ) the condensate falling out of a model
level is partitioned into a source of cloud ice in the level below and snow. There are two sources of
snow from falling cloud ice; i) all ice content in particles larger than ufidis converted into snow,
and ii) of the falling cloud ice in particles smaller than 10fn, ice falling into clear sky is
converted into snow, while ice in falling into cloud remains cloud ice. This is implemented in the
code as follows. First (6.44) is solved to determine the ice water content in particles smaller than
100um. Then (6.60) is solved for lay&r  using

Ck = Cnopre(;k'i-cfallin,k (680)
and
W
Dy = —01000 Pillice k +(1—0(<100)"1‘, (6.81)
pk—l' pk+1' At
2 2
where
IWC 100k

= . 6.82
G<100,k IWCtot, K ( )

Cropreck represents all sources and sinks of cloud ice not related to precipitation processes,
whereasCq,jin «  is the source of cloud ice through settling of particles from the layer above (for
definition see below). Then (6.76) is solved to determine the fallout of ice out of kay&, o1 k

Of the ice water content falling into layek in particles smaller than 1080, i.e.,
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O 100 k-1Ctaloutk -1+ the part falling into overlapping cloud area is treated as source of cloud ice,
Cranin k- The area of cloud overlap is determined as

Aovip,k = Min(a,—AC, ay_,), (6.83)

where AC is the change of total cloud cover from layer 1 to lalger  as described above.
Hence,

Ctanlin,k = @ovipA<100k-1Cralloutk-1- (6.84)
With these defintions the generation of snow in ldvel becomes

Gsnowk = (1_aovlp,k+1a<100,k)GfaIIout,k' (6-85)

After the definitions above the precipitation at the surface can be written as

Psfc = J'(Grain + Gsnow_ Eprec)pdz . (6-86)
4

6.2.7 Evaporation of precipitation

Since the evaporation of precipitation has a threshold value of relative humidity at which the process should cease
to exist (see quation (6.55)) an implicit treatment is applied when solving (6.54). If (6.54) is written as

09 _
ot = Plas—a), (6.87)

the implicit solution becomes

Aq = BAt(9s —q') , (6.88)

1+ BA{l + Eﬁquﬂ

CPWD

wheren refers to the time level at the beginning of timegi¢p . (6.88) ensures that evaporation of precipitation
never leads th”+l > q2+1 . To ensure the maximum relative humidity after evaporation does not exceed the

threshold value defined in (6.55) the maximum change in specific humidity is calculated as

R Hcrit,Ep Eq: - qn

L (flag]
1+ RHcrit,Epc_g;*TSE
p

(6.89)

(Aq)max:

The smaller of the values given by (6.88) and (6.89) is then chosen as the true value of evaporation of precipitation.

6.2.8 Cloud top entrainment
After parametrizing the entrainment flux asdq. (6.32)and the entrainment velocity askuy. (6.33)the tendency
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equations for the two levels involved in the entrainment process are solved simultaneously using an implicit for-
mulation.

The tendency equation for the cloudy model lekel, , can be written as

(6.90)

whereFg, 1, isthe fluxof® taken at half-level-1/2 . A similar equation can be written for the level im-
mediately above the cloudk —1 . Since only the transport between lévels k arid are considered only the
flux at half levelk —1/2 is non-zero. The solution fdr  at both model levels for time 1 given the values at
time n can then be found by solving the system of two linear equations

W (PR —pp+t

PRHi-dp = —gAt (6.91)

11— 1
k_i k+§

and
W (PR —dp+1)

pk_g"p

PRr{-dp_, = gAt (6.92)

1
k=3

6.2.9 Final moist adjustment

After the calculation of the liquid water/ice tendency and the corresponding tendencies of temperature and moisture
a final test for supersaturation is performed. If any supersaturation is found the grid box is re-adjusted to saturation
(using the moist adjustment formulation) and the moisture excess is converted into precipitation.

6.3 CoDE
The parametrization of cloud and large-scale precipitation processes is performed in the following routines:
CLDPP

This routine prepares the cloud variables for radiation calculations and calculates total, high, mid-level and low
cloud cover for postprocessing.

CLOUDSC

This routine carries out all calculations necessary to satyg6.9)andEq. (6.10) The calculations are carried out
in the following order:
. initial setup including calculation of
* Usat
. tropopause height fagq. (6.22)
. mixed layer buoyancy integral as definedt (6.35)

. convective source terms including freezing if different mixed phase assumptions are used for
convection and large-scale process&s (6.13)andEq. (6.14)
. entrainment velocity due to longwave coolirigy( (6.36)
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. generation of clouds at top of convective boundary lager (6.17)andEq. (6.18)
. erosion of clouds by turbulent mixingdq. (6.29)andEg. (6.31)
. calculation ofdqg,,/dt (see sectidh2.2

. large-scale evaporatio& . (6.27)

. large-scale cloud formatiote(. (6.21) Eq. (6.24) andEqg. (6.25)
. analytical integration of the equation far Eq. (6.59)

. moist adjustment (see secti6r2.9

. analytical integration of the equation fér Eq. (6.60) and precipitationEq. (6.37)to Eq. (6.56)
andEgq. (6.65)to Eq. (6.86).

. melting of snow Eq. (6.56)

. evaporation of precipitatiorieq). (6.54)

. final tendency calculations
. mixing due to cloud top entrainmetiitd. (6.91)andEq. (6.92)
. flux calculations for diagnostics

APPENDIX A L IST OF SYMBOLS

A() advective transport through the boundaries of the grid box
a fraction of grid box covered by clouds

QAprec fraction of grid box covered by precipitation

Ayp fractional area of updraughts

Celd condensation rate

Cp specific heat at constant pressure

Dup detrainment in the cumulus updraughts

Euqg rate of evaporation of cloud water/ice

E prec rate of evaporation of precipitation

at saturation water vapour

Fow longwave radiative flux divergence

Fq moisture transport by clouds

g acceleration of gravity

Grailout generation of precipitation that falls out from one level to another
Goprec generation of precipitation from cloud water/ice

Grain generation of precipitation in the form of rain

Genow generation of precipitation in the form of snow

H mixed-layer height

Jq surface humidity flux

K diffusion coefficient

L latent heat

Lius latent heat of fusion

Loupl latent heat of sublimation

Lyap latent heat of vaporization

| grid-mean specific cloud liquid-water and ice content

log specific cloud water content per cloud area

lgown specific cloud water/ice content in the cumulus downdraughts
lup specific cloud water/ice content in the cumulus updraughts
M rate of snowment
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Me, cumulus-induced subsidence mass flux

P precipitation rate

Ploc local precipitation rate

p pressure

q™" environmental specific humidity

Jdown specific humidity in the convecive downdraughts

Osat saturation specific humidity

Asai() saturation specific humidity with respect to ice

Asatw) saturation specific humidity with respect to water

Aup specific humidity in the convecive updraughts

R ag radiative heating rate in cloudy air

R gear radiative heating rate in cloud-free air

Rary gas constant for dry air

Ryap gas constant for water vapour

RH, =0.8

RH,i; threshold value of the relative humidity

Sconv formation of cloud water/ice by convective processes

S formation of cloud water/ice by stratiform condensation processes
S formation of cloud water/ice by boundary-layer processes
S dry static energy

Sy virtual dry static energy

T temperature

To =273.16 K

Tgar = 268 K temperature at which the Bergeron—Findeison enhances the precipitation
Tice =250.16 K

Tmelt =0°C

w area-mean generalized vertical velocity

W PW = pa,w,, is the cloud mass flux

W, entrainment velocity

Wice terminal fall speed of ice particles

Wyp updraught velocity

a fraction of condensate held as liquid water

day, rate of increase of cloud area by boundary-layer processes
08 ony rate of increase of cloud area by convective processes
ddgrat rate of increase of cloud area by stratiform condensation processes
d8eyap rate of decrease of clopud area due to evaporation

p density of moist air

Pw density of cloud water
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Part IV: P HYSICAL PROCESSES

CHAPTER 7 Surface parametrization

Table of contents

7.1 Introduction
7.2 Tiles and surface fluxes
7.2.1 Tile and vegetation characteristics
7.2.2 Surface heat and evaporation fluxes
7.3 the surface energy balance and coupling to the soll
7.4 Snow
7.4.1 Snow mass and energy budget
7.4.2 Prognostic snow density and albedo
7.4.3 Additional details
7.4.4 Treatment of melting
7.5 Soil heat transfer
7.5.1 Discretization and choice of parameters
7.5.2 Soil-water phase changes
7.6 Soil-water budget
7.6.1 Interception
7.6.2 Soil properties
7.6.3 Discretization and the root profile
7.7 Seallake ice
7.8 Numerical solution of the surface equations
7.8.1 Recap of the analytical equations
7.8.2 Implicit numerical solution

7.9 Code

7.1 INTRODUCTION

The parametrization scheme described in this chapter represents the surface fluxes of energy and water and, where
appropriate, corresponding sub-surface quantikés. 7.1 summarizes the main features of the land part of the
model; hereafter the scheme will be referred to as the TESSEL (Tiled ECMWF Scheme for Surface Exchanges
over Land) scheme. At the interface between the surface and the atmosphere, each grid-box is divided into fractions
(tiles), with up to 6 fractions over land (bare ground, low and high vegetation, intercepted water, shaded and ex-
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posed snow) and up to 2 fractions over sea and freshwater bodies (open and frozen water). Each fraction has its
own properties defining separate heat and water fluxes used in an energy balance equation solved for the tile skin
temperature. Special attention is devoted to the different physical mechanisms limiting evaporation of bare ground
and vegetated surfaces.

Schematics of the land surface

snow on
ground & low

i interception
high P vegetation

vegetation low resenoir  pore snow under
vegetation ground high wegetation

Figure 7.1 Schematic representation of the structure of TESSEL land-surface scheme

Over land, the skin temperature is in thermal contact with a four-layer soil or, if there is snow present, a single lay-
ersnow mantle overlying the soil. The snow temperature varies due to the combined effect of top energy fluxes,
basal heat flux and the melt energy. The soil heat budget follows a Fourier diffusion law, modified to take into ac-
count the thermal effects of soil water phase changes. The energy equation is solved with a net ground heat flux as
the top boundary condition and a zero-flux at the bottom.

Snowfall is collected in the snow mantle, which in turn is depleted by snowmelt, contributing to surface runoff and
soil infiltration, and evaporation. A fraction of the rainfall is collected by an interception layer, where the remaining
fraction (throughfall) is partitioned between surface runoff and infiltration. Subsurface water fluxes are determined
by Darcy’s law, used in a soil water equation solved with a four-layer discretization shared with the heat budget
equation. Top boundary condition is infiltration plus surface evaporation, free drainage is assumed at the bottom;
each layer has an additional sink of water in the form of root extraction over vegetated areas.

Finally, open water points have a fixed surface temperature. When present, frozen water occupies a fraction of the
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grid box, with a prognostic ice temperature evolving in the forecast following the heat budget of a four-layer ice
model in thermal contact with an underlying ocean at freezing temperature.

7.2 TILES AND SURFACE FLUXES

7.2.1 Tile and vegetation characteristics

Grid-box surface fluxes are calculated separately for the different subgrid surface fractions (or “tiles”), leading to

a separate solution of the surface energy balance equation and skin temperature for each of these tiles. This is an
analogue of the “mosaic” approachkdsterand Suare£1992). Note that the tiles at the interface soil-atmosphere

are in energy and hydrological contact with one single atmospheric profile above and one single soil profile below.
Each grid box is divided into 8 fractions: two vegetated fractions (high and low vegetation without snow), one bare
soil fraction, three snow/ice fractions (snow on bare ground/low vegetation, high vegetation with snow beneath,
and sea-ice, respectively), and two water fractions (interception reservoir, ocean/lakes). The tile for "high vegeta-
tion with snow beneath" is a combined tile with a separate energy balance and evaporation model for the high veg-
etaton and the underlying snow. A mixture of land and water (ocean/inland water) tiles is not allowed, i.e. a grid
box is either 100% land or 100% sea.

In each grid box two vegetation types are present: a high and a low vegetation type. An external climate database,
based on the Global Land Cover Characteristics (GLCC) data that has been derived using one year of Advanced
Very High Resolution Radiometer (AVHRR) data and ancillary informatibovéland et al. 2000; http://
edcdaac.usgs.gov/glcc/glcc.html; see &sapter 9. The nominal resolution is 1 km. The data used provides for
each pixel a biome classification based on the Biosphere—Atmosphere Transfer Scheme (BATS) model (Dickinson
et al. 1993), and four parameters have been derived for each grid box: dominant vegetation,tspd,T,, and

the area fractiomd, andA,, for each of the high- and low-vegetation components, respectively.

The coverag€; for the tilei depends on the type and relative area of low and high vegetation, and the presence of
snow and intercepted water. In the absence of snow and interception, the vegetation coverageQfdnghdw

(c.) vegetation are calculated Asc, T.) andA c,.{T.), respectively, witlt,., a vegetation type dependent cov-
erage (se@able 7.). The bare ground fractian is the residual.

(2]
I
1

AHCveg(TH)
CL = ALCueq(T1) (7.1)
cg = (1-cy—c)
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TABLE 7.1 VEGETATION TYPES AND PARAMETER VALUES(SEE TEXT). H/L REFER TO THE DISTINCTION BETWEEN
HIGH AND LOW VEGETATION.

rS,min LAI gD

Index Vegetation type H/L (s Y (mzm'z) Cueg (hPab) a, b,

1 Crops, mixed farming L 180 3 0.90 0 5.558 2.614
2 Short grass L 110 2 0.85 0 10.739 2.608

3 Evergreen needleleaf trees H 500 5 0.90 0.03 6.706 2.175
4 Deciduous needleleaf trees H 500 5 0.90 0.03 7.066 1.953
5 Evergreen broadleaf trees H 175 5 0.90 0.03 5.990 1.955
6 Deciduous broadleaf trees H 240 6 0.99 0.03 7.344 1.303
7 Tall grass L 100 2 0.70 0 8.235 1.627

8 Desert - 250 0.5 0 0 4.372 0.978

9 Tundra L 80 1 0.50 0 8.992 8.992
10 Irrigated crops L 180 3 0.90 0 5.558 2.614
11 Semidesert L 150 0.5 0.10 0 4.372 0.978
12- Ice caps and glaciers - - - - - - -

13 Bogs and marshes L 240 4 0.60 0 7.344 1.303
14 Inland water - - - - - - -

15 Ocean - - - - - - -

16 Evergreen shrubs L 225 3 0.50 0 6.326 1.567
17 Deciduous shrubs L 225 15 0.50 0 6.326 1.567
18 Mixed forest/woodland H 250 5 0.90 0.03 4.453 1.631
19 Interrupted forest H 175 25 0.90 0.03 4.453 1.631
20 Water and land mixtures L 150 4 0.60 0 - -

Each vegetation type is characterized by a series of (fixed) parameters as detaitée hl

. A minimum canopy resistance,

. A leaf area index_Al;

. A vegetation coverage,,

. A coefficient,g,, for the dependence of the canopy resistancen water vapour pressure deficit;

. The root distribution over the soil layers, specified by an exponential profile involving attenuation

coefficientsa,,andb,;

The numerical values for the parameters of Table 1 are based both on experiments conducted as described in van
den Hurket al.(2000) and on literature review, in particulahfoufet al. (1995),Manziand Planton(1994),Gia-
rd and Bazilg(1999),Dormanand Sellerg1989),Bonan(1994),Pitmanet al.(1991), andZenget al.(1998).

The presence of snow and intercepted water dynamically modifies the coverage fractions. The coverage of snow,
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C.v IS linearly related to the snow mass per unit area (abreviated to snow mass in the folld®vi(ig)its

103( kg m‘z) or m). The interception reservoir fractiog, is given byW,/W,,, with W, ,, the maximum value for

the intercepted water in the grid box, defined from the leaf area index contributions from the high and low vegeta-
tion tiles. The water contents of the interception reserVigj(units m), andS are prognostic quantities in the mod-

el. Snow cover is assumed to be overlying vegetation and bare ground with the same fraction. The interception
reservoir occupies an identical fraction of all snow-free tiles.

. S
Csn = mlngl, S—B
cr

Wim = WinalCg +cy LLAI(TY) +¢ CLAI(T )] (7.2)
. W,
¢, = min=l, —
! %‘ WImD

In the expressions above the minimum snow mass that ensures complete coverage of the gd ,bex@s015m

and the maximum water over a single layer of leaves or over bare groufg js, = 0.0002 m . The leaf area
indexLAl, is specified inTable 7.1as a function of surface type. The full set of fractional tile coverages is given
by Egs. (7.3)and(7.4), where the indexing of the tiles is detailedTiable 7.2 Since a mixture of land and ocean
tiles is not allowed, a grid box is either 100% water (open water and ice, with ice figction

C,=1-g
C, = ¢ (7.3)
C;, =0,i0[3 Nq]

or 100% land (tiles 3 tbl;, whereN;=8 is the number of tiles):

C,=C,=0
Cs = (1-c5) [Ty

Co= (1-csp) Hl-c)) [,

Cs = C5[{1—-cy) (7.4)
Ce = (1-c5p) H1-¢)) [ey

C7 = Csnlly

Cg = (1-cgp) H1-c)) H1-cp—cy)

Apart from the fractional gridbox coverage, each tile has a couple of additional paramet€ablséee?:

. The skin conductivity/\ , provides the thermal connection between the skin level and the soil or
snow deck. For high vegetation),, , is different for a stable and unstable stratification of the
temperature gradient between the skin level and the upper soil or snow layer. This difference is
considered to represent the asymmetric coupling between the ground surface and the tree canopy
layer: an effective convective transport within the tree trunk space for unstable conditions, and a
limited turbulent exchange for stable stratificatiBogveldet al. 1999).

. A small fractionfg, of net short-wave radiation that is transmitted directly to the top soil or snow
layer. The remaining fraction of the short-wave radiationfgl)-is absorbed by the skin layer.
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TABLE 7.2 TILE SPECIFICVALUES.

Index Tile Ngy unstable N stable e Rehsistance
(W m-ZK-l) (W m-ZK-l) scheme

1 Open water - 0 0 Potential

2 Ice water 58 58 0 Potential

3 Interception 10 10 0.05 Potential
reservoir

4 Low vegetation 10 10 0.05 Resistance

5 Snow on low 7 7 0 Potential
vegetation/bare
ground

6 High vegetation Ay y+5 N,+5 0.03 Resistance

7 High vegetation Ayy+5 A, s+5 0.03 Canopy and snow
with snow ' ' resistance
beneath

8 Bare ground 15 15 0 Resistance

The resistance scheme describes the way of coupling with the atmo&ahtentialdenotes atmospheric resist-
ance onlyResistancelenotes aerodynamic resistance in series with a canopy or soil resistamogyy and snow
resistancalenotes a canopy resistance for the vegetation and an extra aerodynamic coupling to the snow surface

(seeFigs. 7.1-7.2andSubsection 7.2. For tiles 6 and 7\, , = 15W m 2K and, s = 4.5W m2K !

represent the aerodynamic coupling between the canopy and the soil in the unstable and stable cases, respectively,
and the factor 5 represents the longwave radiative exchdmhggsble/stableefers to the temperature gradient
between the skin layer and the top soil or snow layer.

Finally, the surface albeda; , is similar for all land tiles within a grid box except for those covered with snow
(see the snow scheme description below). The climate database provides the snow-free background albedo on a
monthly basis. Long-wave emissivity, , outside the window region is equal to 0.99 for all tiles; emissivity in the
window region is tile dependent and varies between 0.93 and 0.98ébd=2.1in Section 2.5.%or more details).

The remaining surface characteristics (roughness length for momengyrand heatz,,) are similar for all land

tiles within a grid box and specified in the climate datab@karter 9.

7.2.2 Surface heat and evaporation fluxes

A resistance parameterization is used to calculate the turbulent fluxes. Momentum exchange is parameterized with
the same roughness length for all tiles, but with a different stability correction for each tile. The resistance scheme
for water vapour and heat exchanges is different for different tilesKgp€&.2). For ocean, sea ice and snow on

low vegetation, the turbulent fluxes of heat and water vapour are given by

Hi = paCp|U|Chi(TL+ 92 = Teyi) (7.5)

Ei = P/UL|Ch ildL —Asad Tsk )] (7.6)

with p, the air densityg,, the heat capacity of moist agy,the acceleration fo gravityJ, | T\, q., z, the wind
speed, temperature, humidity and height of the lowest atmospheric model levél, grtie turbulent exchange
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coefficient, that varies from tile to tile because of different atmospheric stabilitie<IlSmaer For a description
of the exchange coefficients where different roughness lengths for heat and momentum are assumed and a Monin—
Obukhov formulation is adopted for the stability dependence.

potential canopy resistance res|Stance to snow
T
Ta g a a Ta R
g rg s a 'a fa
...... 94
H
e . e
T s.snD
&K At gy
T T A

: B Tad) s At Tai) e ; I
P Agi sat'’ sk - satt sk .Tsn hgtﬂsn]

Figure 7.2 Resistance scheme for three categories of couptientialrefers to ocean, sea ice and and snow on
low vegetation{Canopy) resistanc® dry low and dry high vegetation, bare soil, and interception reservoir when
potential evaporation exceeds the maximum reservoir cofRenistance to snote snow under high vegetation.

For high and low vegetation, an additional canopy resisteyiseadded:

_ _Pa
Ei = r,+

r [QL_qsat(Tsk,i)] (7-7)

with ry = (U |Cy i)_l andi indicating the high or low vegetation tiles, is a function of downward shortwave
radiationR, leaf area index_Al, average unfrozen root soil watér , atmospheric water vapour deficind a
minimum stomatal resistaneg m, following Jarvis (1976):

ro = S0 (R)F,(6)14(D,) 7.8)

f, is a hyperbolic function of downward short-wave radiation only:

1 bR ,+cC
—_— = mln[l, a(Tg-l)} (7-9)

wherea = 0.81 ,b = 0.004 W'm? anct = 0.05 .

Functionf, is defined as
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O _
E 0 0 <B,up
1 U 8-0 _
—— = pwp 0. <B<8 (7.10)
f,(6) % Bcap— Bpwp pwp cap
E 0 0>0:,,
where the soil moisture at permanent wilting point and at field capaity, Band , respectively, are defined

in Table 7.5 0 is a weighted average of the unfrozen soil water

6= z Remax fiiq. 8y Bpup) (7.11)
k=1
whereRy is the the fraction of roots in laydrand the fraction of unfrozen soil watefry, = 1-f¢(T,) ,isa

parameterized function of the soil temperature of ldyet ., as specified in Section5.2 Table 7.1lists the co-
efficientsa, andb, which are used to calculate the root fractignaccording to Zengt al. (1998):

Ry = 0.5[exp(-a,zy_1/5) + exp(—b,zy _1/5) — exXp(—a,Zy 1 1/2) — €XP(-b,Zy 4 1/5)] (7.12)

wherezy,1 /- is the depth of the bottom of lay&r(in m; z,,= 0 m). Contributions from levels exceeding the col-
umn depth are added to the deepest soil layer in order to ensurElR@t = 1 Table.7.3lists the distribution of
the roots over the four soil layers.

TABLE 7.3 ROOT DISTRIBUTION PER VEGETATION TYPHIN %) OVER THE FOUR LAYERS VEGETATION INDEXES
REFER TOTable 7.1

Vegetation

h 1 2 3 4 5 6 7 8 9 10 11 13 16 17 18 19
index

Layer 1 24 35 26 26 24 25 27 100 47 24 17 25 23 23 19 19
Layer 2 41 38 39 38 38 34 27 0 45 41 31 34 36 36 35 35
Layer 3 31 23 29 29 31 27 27 0 8 31 33 27 30 30 36 36

Layer 4 4 4 6 7 7 14 9 0 0 4 19 11 11 11 10 10

A dependence on atmospheric humidity defibii£e (T, )-e, , with e the vapour pressure) is included according
to

(o) = P90 (7.13)

wheregp depends on the vegetation tyfalfle 7.}, and is non-zero for high vegetation only.

Evaporation from the interception reservoir is giverBwy (7.6)only when the amount of water in the interception
reservoir W, is sufficient to sustain potential evaporation during the entire timesstep W,.iff limited, an addi-
tional resistance), analogue to; in Eq. (7.7) is introducedr; is calculated from the potential evaporation of the
previous time step. Note that this type of flux-limiter is a time-step dependent feature of the model numerics.
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Bare-soil evaporation uses a resistance approach, an analogue to the canopy transpiration foreqld@of)
The soil evaporation resistan@gg, is

rsoil = rsoil,minfz(fliqel) (7-14)

with f; given byEq. (7.10) andrggjj min=50's m. By this parameterization, evaporation from bare ground is treat-

ed similar to a single leaved canopy with a minimum resistaggenyn, €xtracting water from the upper soil layer

only, and not experiencing any additional stress due to limited radiation or dBcgif7.14)shuts off evaporation

when the top soil moisture reaches permanent wilting point. When compared to observations over semi-arid areas,
an alternative relative humidity formulatioM@hfoufand Noilhan1991;Viterboand Beljaars1 995), that does not

have a similar limitation, gave excessive evaporatian (en Hurlet al.2000).

A special treatment is included in the calculation of evaporation over high vegetation with snow underneath (see
Fig. 7.2). Evaporation takes place from both the canopy component in thejlg £) and from the snow lying

under the vegetation. The canopy evaporation uses a canopy resistance and saturation specific humidity at the can-
opy skin temperature, while the snow evaporatiag; is parameterized with an additional constant aerodynamic
resistance , shand saturation specific humidity at snow temperaliye The evpaoration from tile 7 is the com-
bination of the canopy transpiration and the snow evaporation:

q. —d- =p Q- _QSat(Tsn) +p a- _qsal(Tsk)

a a
ra ra, sn re

E; = pa (7.15)

whereqg. is the humidity at the connection point of the three resistafkigsa.2). After elimination ofg. ,E;
can be rewritten as:

e — QT
E7 = p, q. qsal( srk) + P, a. QSal( sn)r (7.16)
ratre+rg z I’a'i'ra, snt ra, sn‘i71
a, sn re

The first term in the equation above is interprete@gg,; and is treated in the standard way (i.e., implicit in the
tile skin temperature). The second term is interpreted as evaporation from Eggy) and is handled explicitly.

The values of, shdepend on the stability of the subcanopy layer and are functiorts, of Ngnd  Tdbee
7.2;rasn=67s m?! and rasn=220s nit for an unstable and stable subcanopy layer, respectively. In spring, the
latent heat flux of that tilel,E eq7+LsEgy7 Will be dominated by snow evaporation since the frozen soil under
the snow deck will lead to very large values of

The grid box total sensible and latent heat fluxes are expressed as an area weighted average:

I
I

C;H; (7.17)

i=1

m
1

C,E, (7.18)

i=1

with H; given byEq. (7.5) andE; by Eqg. (7.6)for ocean, sea-ice and snow on low vegetatteq, (7.7)for dry
high and low vegetation, the interception reservoir (witlmeplaced byr|) and for bare soil (wittr. replaced by
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Isoi) @ndEQ. (7.16)for high vegetation with underlying snow.

7.3 THE SURFACE ENERGY BALANCE AND COUPLING TO THE SOIL

A skin temperaturd ¢ forms the interface between the soil and the atmosphere. As detaifttion 3.5it is
calculated for each grid box tiles separately, by scanning the surface energy balance solver over the 8 tiles, assum-
ing a complete coverage of the specific tile. For a single tile, this procedure is very similar to the derivation of the
Penman—Monteith equation in which the skin temperature is eliminated from the surface energy balance equation.
The numerical approach used in TESSEL has the advantage that the feedback of skin temperature on net radiation
and ground heat flux is included (section 3. The input radiation and reference atmospheric temperatyde (

specific humidity ¢, ) and wind speed{, ) are identical for each tile. The surface fluxes "seen" by the atmosphere

are calculated as an area-weighted average over the tileEdseé7.17and(7.18). For the high vegetation with

snow underneath, the skin temperature is that of the high vegetation; the temperature of the underlying snow is cal-
culated separately.

The energy balance equation solved for each tile takes into account partial absorption of net short-wave radiation,
1-fsi, in the skin layer (seable 7.3. The remaining energy is directly passed to the soil or snow:

(I-frs)(1-a;)Rs+ E(RT_GT;‘K )t Hi+ Ly B = Agi(Toki—Ta) (7.19)
wherei denotes the tile indeRgandRt are downward short-wave radiation and long-wave radiation, respectively,
o is the Stefan—Bolzman constailt, the temperature of the upper soil or snow laydythe sensible heat flux,
andL, E; the latent heat flux from the skin layer, and, ; , the skin conductivity foi tilatent heat of evapo-
ration, L, is used for all evaporation terms except snow evaporation, Whjléhe latent heat of sublimation, is
used for evaporation of snow (i.e., tile 5 and the contribuigyy from tile 7, defined b¥eq. (7.16).

The tiled surface is thermally coupled to the snow deck, when present, and to a single soil profile. The net flux into
the soil is a weighted average of the flux from each tile.

The solution ofq. (7.19)is performed inside the code for turbulent exchanges in the atmosjitteapter 3. The
atmospheric vertical diffusion equations yield a tridiagonal system of equations, with the coupling to the skin tem-
perature given by the matrix row corresponding to the lowest model level. The first step for the solution of the sys-
tem of equations, an LU decomposition, is followed by the solutidigpf(7.19)before back-substitution. Details

of the computations can be foundGhapter 3

7.4 S\ow

The snow scheme represents an additional “layer” on top of the upper soil layer, with an independent, prognostic,
thermal and mass contents. The snow pack is represented by a single snow templeyzdnckthe snow mass per

unit area (snow mass for sho8) The net energy flux at the top of the snow pang , is the residual of the skin
energy balance from the snow covered tiles and the snow evaporation from the tile with high vegetation over snow
(EqQ. (7.15). The basal heat ﬂU)Gan , IS given by equation a resistance formulation modified in case of melting.
The absorbed energy is used to change the snow temperature or melt the snolgyeh@eeds the melting point.

The heat capacity of the snow deck is a function of its depth and the snow density, which is a prognostic quantity
depending on snow age followin@6uville et al. 1995). The snow thermal conductivity changes with changing
show density. The snow albedo changes exponentially with snow age. For snow on low vegetation it ranges be-
tween 0.50 for old snow and 0.85 for fresh snow (to which it is reset whenever the snow fall exceeds I)mm hr
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The albedo for high vegetation with snow underneath is fixed at 0.15.

7.4.1 Snow mass and energy budget

The snow mass budget reads as:
0S
pwﬁ =F+ Csn(Esn_ Msn) (7.20)

whereF is snowfall (units kg mis?), S is snow mass (sometimes referred as snow water equivalent) grid-averaged
(units 103 kg ), p,, is the water density (units kg Eg,andMg, are snow evaporation and melting, respec-
tively (units kg m?s?), andcgy is the snow fraction (seq. (7.2), i.e. the sum of tiles 5 and 7 (sés. (7.4). In

Eqg. (7.20)and in the remaining of this section, all surface fluxes are per unit area and apply only to the snow area
(i.e.tile 5 and 7). The snow equivalent wagapplies to the entire grid square and therefore occurs in the equation
divided by the total snow fraction. The snow flux from the atmospheric médisd again for the entire grid square.

As a general rule, all quantities with subscipt will refer to the snow area. I&q. (7.20) the snow evaporation

is defined as

CsnEsn = CsEs+C7Eg, 7 (7.21)

Snow mass and snow depth are related by
Dy, = — — (7.22)

whereDygy,is snow depth for the snow-covered area (unifdy,is NOT a grid-averaged quantity) apd,,  is the
snow density (units kg ).

The snow energy budget reads as

Pu S 9Ts
Pi Csn ot

oT Py SOT
(pc)snDany‘l = (pc)sn_w -

N B
p Cep Ot = Rsn* LsEgn* Hon=Gsn = Qs (7.23)
sn“sn

=(pC);

where(pC); andpC),, are theice and snow volumetric heat capacities, respectively](um"ﬁ&‘l pi ), isthe
ice density (units kg ri R'S\'n is the net radiation absorbed by the snow pack (units %) kry is the latent heat of
sublimation (units J k§, Hgp, Gan, andQg,represent, respectively, the snow sensible heat flux, basal heat flux (at
the bottom of the snow pack), and energy exchanges due to melting (unit§ VEan (7.23)neglects the thermal
energy brought by precipitation. The snow is composed of an ice fraction, a liquid water fraction and an air fraction,
v;, v,, andv, , respectively, where typical:3<v,<0.9 and the liquid water fraction is significantly different
from zero in melting conditions. The following approximations are maéeir7.23)

(pC)sn = Vi(pC)i + Vw(pc)w + Va(pc)a: Vi(pc)i + VW(pC)W

psn = Vipi + prw + Vapaz Vipi + prw

(7.24)
(PC)sn_ Vi(PC)i + Vu(PC)y _ (PC);
Psn VipPi + ViwPw Pi
The melting term couples the mass and energy equation
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PwdS

an = Lstn = _Lfc_snat m

(7.25)

whereL is the latent heat of fusion (units J%@nd the subscrit m represents melting.

7.4.2 Prognostic snow density and albedo

Following Douville et al. (1995) snow density is assumed to be constant with depth and to evolve exponentially
towards a maximum density¥/érseghy1991). First a weighted average is taken between the current density and
the minimum density for fresh snow

_ SPan* (AtF/py,)Prin

ek, ST (AtF/p.) (7.26)
The exponential relaxation reads
Pen’ = (PThn—Prmay) EXP(—TAAL/T;) + Py (7.27)

where timescales; = 86400 s , amg = 0.24 corresponding to an e-folding time of about 4 days, with mini-
mum densityp,i, = 100 kg rhand maximum densitp,,,,, = 300 kg#H(seeTable 7.5.

TABLE 7.4 SNOW-RELATED PARAMETERS

Symbol Parameter Value
Do Maximum snow thermal depth 0.07m
Ser Threshold value for grid box coverage of snow 0.015m
A min Minimum albedo of exposed snow 0.50
Omax  Maximum albedo of exposed snow 0.85

Ogn ¢ Albedo of shaded snow 0.2

A Ice heat conductivity 2.2 WK
Pmin Minimum snow density 300 k g
Pmax  Maximum snow density 100 k g‘?n
o; Ice density 920 kgm
(pC); Ice volumetric heat capacity 2.05%0n3 K1
T, Linear coefficient for decrease of albedo of non-melting snow 0.008
T Coefficient for exponential decrease of snow density and melting snow albedo 0.24
Ty Length of day 86400 s

Snow albedo in exposed areas evolves according to the formulatidakefret al. (1990),Verseghy(1991) and
Douville et al.(1995). For non melting-conditions:

aitt = ol —TAUT, (7.28)
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wheret, = 0.008, which will decrease the albedo by 0.1 in 12.5 days. For melting condigys0

t+1 t
as; = (asn_amin)exp(_TfAt/Tl) * Qnin (7-29)

wherea,,;, = 0.5 andh,,,, = 0.85 .IfsnowfalF >1 kg rthrt, the snow albedo is reset to the maximum value,

t+1 _
asn - Ymax-

The above formulae are inadequate to describe the evolution of the surface albedo of snow cover with high vege-
tation. Observations suggest a dependence on forest type but, by and large, the albedo changes from a value around
0.3 just after a heavy snowfall to a value around 0.2 after a few day8étesand Ball(1997) and the discussion

in Viterboand Bett41999)). This change reflects the disappearance of intercepted snow, due to melt (for sufficient-

ly warm temperatures) or wind drift (for cold temperatures). Ways of describing those two mechanisms would in-
volve either a separate albedo variable for the snow in the presence of high vegetation, or the introduction of an
interception reservoir for snow. In the absence of any of the two, we defipe = 0.2 for the snow in the pres-
ence of high vegetation. This value was chosen to match the overall forest albedo in the presence of snow from the
results ofViterboand Bett§1999).

7.4.3 Additional details

7.4.3 (a) Limiting of snow depth in the snow energy equatlaoitial experimentation with the snow model
revealed that the time evolution of snow temperature was very slow over Antartica. The reason is rather obvious;
the snow depth over Antartica is set to a climatological value of 10 m which can respond only very slowly to the
atmospheric forcing due to its large thermal inertia. In previous model versions, the properties of layer 1 were re-
placed by snow properties when snow was present, which kept the timescale short. A physical solution would have
been to introduce a multilayer snow model, with e.g. four layers to represent timescales from one day to a full an-
nual cycle. As a shortcut, a limit is put on the depth of the snow layer in the thermal blﬂn@,@i,: 0.07m . The
energy equation reads:

oT N B
(pc)snDljsnwsn = Rsn+ LsEsn+ Hsn_Gsn_an

DL,

(7.30)

min(Dgp, Dgy
7.4.3 (b) Basal heat flux and thermal coefficientfie heat flux at the bottom of the snow pack is written as

a finite difference in the following way:

Te—T
Go, = =1 (7.31)

rsn

whererg, is the resistance between the middle of the snow pack and the middle of soil layer 1, with two compo-
nents: the resistance of the lower part of the snow pack and the resistance of the top half of soil layer 1:

DH,, 1
)‘sn Ask 8

ren = 0.5 (7.32)

where the second term is the skin layer conductivity for bare sail (tile 8), which can be seen as an approximation
of 0.5(D,/A+) . The snow thermal conductivity, is related to the ice thermal conductivity accordDguuille et
al. (1995):
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.88
A, = Ai%%‘g (7.33)
1

Table 7.4contains the numerical values of the ice density and ice heat conductivity.

7.4.3 (c) Numerical solution for non-melting situatioriBhe net heat flux that goes into the top of the snow
deck is an output of the vertical diffusion scheme

N N
Hsn = Rsn+ LsubEsn+ Hsn (7'34)

In the absence of melting, the solutionky. (7.30)is done implicitly. The preliminary snow temperature, prior to
the checking for melting condition3,L, , is given by

TDSn_T;n _ N _TDsn_Tl

Ay At Cosn r

(7.35)

sn
A, = min[(pC)ip—Wé, Almax}
Pi Csn

(7.36)
Almax - (pC)i%vaaX
I

sn

where superscrigtrefers to the current time step and superscript * to the preliminary value at the next time step.
The solution forTLL,, is obtained from

t
At v At N ToO
T + =Tt — + — 7.37
Qn% rSﬂ'A\l[| SN Alg*sn rsng ( 3 )

The basal snow heat flux to be used as input for the thermal budget of the soil (in the snow covered fraction only) is

To.-T
Go, = T, (7.38)
rsn
Finally, a preliminary new value for the snow maS§| , is computed from snow fall and snow evaporation
sO-s'
Pw N F +cEqp (7.39)

7.4.4 Treatment of melting

7.4.4 (a) No melting occurslf TLL,< T, no melting occurs and the preliminary valugsl, a8t be-
come thet+1 values, while the basal heat flux is giverBuy (7.38)

7.4.4 (b) Melting conditions.If TL,> T, snow melting occurs and the time step is divided in two fractions,
At = Ajt+ A,t, where the first fractiom);t  brings the temperatur&gtwith no melting:
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Ay(To—T.
At = 1{To=Tsn (7.40)

N t
Hsn_ (TO _Tl)/ Fsn

while, during the second fractioA,t , melting occurs with no resultant warming of the snow:

t+1

T =T,
N B
an = Hsn Gsn (741)
N B
St+l—SD an _ Hsn_Gsn
pWA—zt —Cs M = Con7— L - _CsnT
If not all the snow mels.e., if ST1>0, the following heat flux is passed to the soil
T,-T
Go =22 ! (7.42)
rsn
When all the snow meltse., if St1<0, the melting time step is redefined as:
s'"t=o0
At = pyl— 2 (7.43)
2 7 Pwhf N B .
Csn(Hsn_Gsn)
At = 1—(At+ALL)
and the basal heat flux is redefined as
At+AtT,—T, Agt
B — 1 20 "1 1 -3 HN (7.44)

sn At r At

sn

7.5 SIL HEAT TRANSFER

In the absence of internal phase changes, the soil heat transfer is assumed to obey the following Fourier law of dif-
fusion

JoT _ 0
(PC)soii 5 ot a*P‘T 02] (7.45)
where (pC),,; Is the volumetric soil heat capacity m_3K_l) T, is the soil temperature (unitgz K), is the
vertical coordinate—the distance from the surface, positive downwards—(units m)A-and is the thermal

conductivity (W m'lK'l) . The above equation assumes that heat fluxes are predominantly in the vertical
direction, that the effects of phase changes in the soil and the heat transfer associated with the vertical movement
of water in the soil can be neglectedie(Vries1975), and that the effects of hysteresis can be negletély (

1982).

The boundary condition at the bottom, no heat flux of energy, is an acceptable approximation provided that the total
soil depth is large enough for the time-scales represented by the model or, in other words, the bottom of the soil is
specified at a depth where the amplitude of the soil heat wave is a negligible fraction of its surface amplitude (see
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de Vries(1975) and next section).

7.5.1 Discretization and choice of parameters

TABLE 7.5 PARAMETERS IN THE LAND-SURFACE SCHEME SEE Table 7.4FOR SNOWRELATED PARAMETERS

Symbol Parameter Value

b Clapp and Hornberger soil parameter 6.04

b, Interception efficiency 0.25

D, Depth of soil layer 1 0.07 m

D, Depth of soil layer 2 0.21 m

D, Depth of soil layer 3 0.72 m

D, Depth of soil layer 4 1.89m

Fey Fraction of gridbox covered by convective rainfall 0.5

k Heterogeneity factor for convective precipitation 0.5

Tsy Highest temperature for existence of ice water To+1

T, Lowest temperature for existence of liquid water T ;—3

W max Maximum water amount on single leaf 0.0002 m

Ysat Hydraulic conductivity at saturation 457% 10* ms*
Nary Heat conductivity of dry soil 0.190W m'K™
Asm Heat conductivity of soil matrix 3.44W m'K ™
Aw Heat conductivity of liquid water 0.57W m K™
(PC)soit  Volumetric soil heat capacity 2.19x 16 Im3k™
Ot Soil moisture at saturation 0.472 M m™
Bcap Soil moisture at field capacity 0.323 mMm™
Bpwp Soil moisture at permanent wilting point 0.171 mm>
Weyt Matric potential at saturation —0.338 m

For the solution oEq. (7.45)he soil is discretized in four layers, of deptbg (k,= 1,2, 3 4 ,the temperatures
are defined at full layersT,, ), and the heat fluxes, at half Iayéni&(l/z is the heat flux, positive downwards,
units W m > , atthe interface between layjler  dnd 1 ). An energy-conserving implicit algorithm is used, lead-
ing to a tridiagonal system of equations with solution detail&kition 7.8

The boundary condition at the bottom is:

G,.1,,=0 (7.46)

At the top, the boundary condition is the soil heat flux at the surface, computed as a weighted average over the tiles.
For the snow free tiles, the flux into the soil consists of two parts. Apart from the diffusion of heat governed by
Nk i(Tsk i—T1) (seekq. (7.19), the net shortwave radiation not absorbed by the skin ldyg) provides energy

to the soil.Table 7.Zists the values of\, ; anti; for each of the tiles. For the snow tiles, the heat flux into the

soil is the snow basal flux, calculated using a resistance formulation and modified in the case of partial melting (see
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Egs. (7.31)(7.38) (7.42) and(7.44).

The net heat flux into the soil is given by:
B
G2 = Z Cil Ask i(Tsii—T1) * frgi(1—-0) R + Gy (7.47)

where the summation scans all snow free tiles.

The volumetric soil heat capacity is assumed constant, with \&AlL@x 160 Im3k™ Tédde 7.5for a list of
constants used by the model). The heat conductiyity, , depends on the soil-water content fdtetgnsgLidard
etal.(1998) (see alsbarouki1986;Johanseri975) and is given by a combination of dky,,  and saturateg

values, weighted by a factor known as the Kersten nuriger,

A= Ke()‘sat_)‘dry)+)‘dry ' (7-48)
whereAy,, = 0.190W m'K™ and

1-6 0

Aeat = Aam A2 (7.49)

sat =
where the heat conductivity of the soil matrix,,, = 3.44W m'K™  and the thermal conductivity of water is
A, = 0.57TW mK™. Eq. (7.49) represents a simplification of Peters—Lidard formulation, neglecting the
changes in conductivity due to ice water and assuming the quartz content typical of a loamy soil. Finally, the
Kersten number for fine soils was selecteBaters-Lidardet al.(1998):

8 O
K, = log |maxd0.1 =0 +1 (7.50)
. = log | maxpg

The depths of the soil layers are chosen in an approximate geometric relatidiafde&.5), as suggested in Dear-

dorff (1978).Warrilow et al. (1986) have shown that four layers are enough for representing correctly all times-
cales from one day to one year. Using the numerical values of the heat capacity and soil depths défibés in

7.5, the amplitude and phase response of the numerical solutibn.df7.45)were analysed byiterboand Bel-

jaars (1995) for typical values of soil moisture kq. (7.48) and for harmonic forcings at the surface with periods
ranging from half a day to two years. The analysis points to an error in the numerical solution of less than 20% in
amplitude and 5% in phase for forcing periods between one day and one year.

7.5.2 Soil-water phase changes

At high and mid latitudes the phase changes of water in the soil have an important effect on the water and energy
transfer in the soil. A proper consideration of the solid phase of soil water requires modifications including, in order
of importance:
(@) The thermal effects related to the latent heat of fusion/freezingReuse1984);
(b)  Changes in the soil thermal conductivity due to the presence of iceRermer1970, not included
in TESSEL as mentioned in the previous section);
(c)  Suppression of transpiration in the presence of frozen groundRettset al. 1998) and already
described irEq. (7.11) and
(d)  Soil water transfer dependent on a soil water potential including the effects of frozen water (e.g.
Lundin1989), represented in a proxy wayty. (7.66)
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The latent-heat effects are described in the following. The main impact will be to delay the soil cooling in the be-
ginning of the cold period, and to delay the soil warming in spring, although the latter effect is less important be-
cause it occurs when the solar forcing is significant. Both effects make the soil temperatures less responsive to the
atmospheric forcing and damp the amplitude of the annual soil temperature cycle. More details on the soil-freezing
scheme and its impact on forecasts and the model climate are descliltedoinet al. 1999.

The soil energy equatioiq. (7.45) is modified in the presence of soil water phase changes as

oT _ o, oT 06,

(pC)soila - 72[)\1—6_2} + quspwa (7-51)

where®, is the volumetric ice-water content. Without loss of generality, for the grid squares characteristic of NWP
models it can be assumed that

6, =6,(6,T) = f(T)6 (7.52)

where@ is the total soil-water content (liquid + ice), and

f(T)=0 T>Ty
0<f((T)<1 T;=sT<Ty, (7.53)
fr(T) =1 T<Ts

whereT,, andT;, are characteristic temperatures limiting the phase change regime. In reality, the valgearal
Ty, and the functiorf,(T) have complicated dependencies on soil texture and composition (s&®ikiamsand
Smith1989), but here they are approximated in a simple way. For an idealized homogeneous, one-component soil,
f(T) would be a step-function. The physical reasons for having an interval over which melting/freezing is active,
rather than a threshold temperature, incluf@ligms and SmithHL989):

(@) Adsorption, resulting from forces between the mineral parts of the soil and the water;

(b)  Capillarity, related to the fact that the water-free surface is not plane;

(c) Depression of the freezing point due to the effect of dissolved salts; and

(d)  Soil heterogeneity.

To avoid an undesirable coupling between the temperature and water equations in thg. £8i52)is simplified
to

0, = T+(T)6 (7.54)

where 6; is a constant, representing the amount of soil water that can be frozen (thawed). For simplicity,
B; = (cy +¢.)0.4,- The scaling with the vegetated fractions is the simplest way of distinguishing between dry
(vegetation-sparse areas, e.g. deserts) and wet (vegetated) areas. Cdaopif¥rigt)with Eq. (7.51)results in

ot 5% = gl

[(pc)soil - quspwﬁ TE (755)

showing that the effect of freezing can be interpreted as an additional soil heat capacity, sometimes referred in the
literature as the ‘heat-capacity barrier’ around freezing; not considering the process of soil water freezing/melting

can lead to very large artificial temperature changes that do not occur in nature when sufficient soil water is avail-

able.
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Finally, functionfg(T), is given by

0
0o T>Tg
i
0 (T -05T, —0.5T) 0
f(T) = 00.501— sm[ ( il fZ)J 0 T,s<T<T, (7.56)
E O Ty =T O
E 1 T<T,,

With Ty= T+ 1, Ty = T, - 3.

7.6 IL -WATER BUDGET

The vertical movement of water in the unsaturated zone of the soil matrix obeys the following equatiRitlsee
ards(1931),Philip (1957),Hillel (1982), andVilly (1982) for the conditions under whidfgs. (7.57)and(7.58)
are valid) for the volumetric water contetht

90 oF
pw‘é{ = - —52_W + prG (757)
p, is the water densitylg m? )E,, isthe water flux in the soil (positive downwc’;lll(gs;r,ﬂ_zs_l ). Sd isa
volumetric sink term r(n3m_3s_1 ), corresponding to root extraction. Using Darcy'sHaw, can be specified as:
_ 08 _ 0O
F, = pW%‘E_VD (7.58)

A (mzs_l) andy (n st ) are the hydraulic diffusivity and hydraulic conductivity, respectively.

Replacing7.58)in (7.57) specifyingSy = Sq(8, z) , and defining parametric relationsfor gnd as functions

of soil water, a partial differential equation f@r is obtained; it can be numerically integrated if the top boundary
condition is precipitation minus evaporation minus surface runoff. The bottom boundary condition assumes free
drainage.Abramopoulogt al.(1988) specified free drainage or no drainage, depending on a comparison of a spec-
ified geographical distribution of bedrock depth, with a model-derived water-table depth. For the sake of simplicity
the assumption of no bedrock everywhere has been adopted.

7.6.1 Interception

The interception reservoir is a thin layer on top of the soil/vegetation, collecting liquid water by the interception of
rain and the collection of dew, and evaporating at the potential rate. The water in the interception réggrvoir, ,
obeys

ow,
pW_ = C|E| + D + I (759)
ot
wherec|E, is the water evaporated by the interception reservoir (or dew collection, depending on it®sign),
represents the dew deposition from other tiles, dnd kg r(fzs'1 ) is the interception—the fraction of
precipitation that is collected by the interception reservoir and is later available for potential evaporation. Because
the interception reservoir has a very small capacity (a maximum of the order of 1 mEx s@e2), it can fill up
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or evaporate completely in one time step; special care has to be taken in order to avoid numerical problems when
integratingEg. (7.59) In addition, sinceE, is defined in the vertical diffusion code, it might impose a rate of
evaporation that depletes entirely the interception layer in one time step. In order to conserve water in the
atmosphere-intercepted water—soil continuum, the mismatch of evaporation of tile 3 plus dew deposition from the
other tiles (which is not explicitely dealt with by the vertical diffusion) as seen by the vertical diffusion and the
intercepted water has to be fed into the soil.

The equation is solved in three fractional steps: evaporation, dew deposition, and rainfall interception. The solver
provides as outputs

(@) the inteception layer contents at time step 1, W|n 1 ;

(b)  Throughfall (ie, rainfall minus intercepted water); and

(c)  The evaporation effectively seen by the intercepted layer in eaéh tile

First, the upward evaporatiois{ <0 ) contribution is considered; becaBSg depends line®fly on Eqg.(see
(7.2)), an implicit version of the evaporating part(éf59)is obtained by linearizing,(W,)E,

w,0-w/

E
Pu— g = CIWIE + - (W E-W)) (7.60)

Wlm

where WUl is the new value of interception-reservoir content after the evaporation process has been taken into
account. After solving fow Ll , a non-negative value of evaporation is obtained and the evaporation seen by this
fractional time step is calculated

Wi = max(Qw,0

. W|1—W|t (7.61)
E' = p,
WAt

The dew deposition is dealt with explicitely for each non-snow tile in succession, for tiles 3, 4, 6, 7, 8, where tile
7 is also considered because in the exposed snow tile, the canopy is in direct evaporative contact with the atmos-
phere. When the evaporative flux is downwarsX 0 )

2 _ 1 . 1 At 0
W2 = W+ minfW,, —W 56D
(7.62)

2 1
D. = Wi =W,

1 w At

where superscript 2 denotes the final value at the end of the this fractional time step.

The interception of rainfall is considered by applying the following set of equations to large-scale and convective
rainfall
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3 2 . 2 At
Wi =W +m'n%/\/lm —-Wp, o —b (CH+CL)RISD
W} -w?
Tls = Rls_pw At
(7.63)
At
Wit = W3+ min W3, b (cn+c) ™ Ram
| | aNlm | HYCUE D
W|t+1—W|

ch = Rcv_pr

R,/ F. is a modified convective rainfall flux, computed by applying the heterogeneity assumption that
convective rainfall only covers a fractiof,, = 0.5  of the grid bdy, = 0.25 s a coefficient of efficiency of
interception of rain. The total evaporation seen by the interception reservbif is for tiles 4, 6, 7, and 8 and
¢,E, + D, fortile 3.

The interception reservoir model described in this section is probably the simplest water-conserving formulation
based on Rutter's original propositidRu(tteret al. 1972;Rutteret al. 1975). For more complicated formulations

still based on the Rutter concept see, for instaMahfoufand Jacquemitj1989),Dolmanand Gregory(1992),

andde Ridder(2001).

7.6.2 Soil properties

Integration ofEqgs. (7.57)and(7.58)requires the specification of hydraulic conductivity and diffusivity as a func-
tion of soil-water contentMahrt and Pan(1984) have compared several formulations for different soil types. The
widely used parametric relations ©fappand Hornberge(1978) (see alsGosbyet al. 1984) are adopted:

_ D 0 [Fb +3
Y=Y
=Bl (7.64)
A = bysal(_wsar) DiDb *+2 .
0 o

sat sat

b is a non-dimensional exponent,,, awmd,,  are the values of the hydraulic conductivity and matric potential
at saturation, respectively. A minimum value is assumed\for yand corresponding to permanent wilting-point
water content.

Cosbyet al. (1984) tabulate best estimatestof y,;; Wg,; &g, for the 11 soil classes of the US Department

of Agriculture (USDA) soil classification, based on measurements over large samples. Since the model described
here specifies only one soil type everywhere, and because the determination of the above constants is not independ-
ent of the values &.,, an@,,, . the following procedure is adopted.

A comprehensive review of measurement$gf, apg, may be fouRdtierson(1990). Starting from Pat-
terson’s estimates &,, an,, forthe 11 USDA classes, a mean of the numbers corresponding to the medium-
texture soils (classes 4, 5, 7, and 8, corresponding to silt loam, loam, silty clay loam and clay loam, respectively)
is taken. The resulting numbers &#g,, = 0.323 m’m° @, = 0.171 mm= . Averaging the values of
Coshyet al.(1984) for soil moisture and soil-water conductivity at saturation for the same classes gives the numer-
ical valuesyg, = 5.57x 10° ms* and, = 0.472 mm~ . The Clapp and Hornberger expression for the
matric potential

123
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Part 1V: ‘Physical processes’

3

b
W= v (7.65)

sat
is used withg(6,,,,,) = =153 m (-15 bar) ang)(6.,) = —3.37 m (-0.33 bar) (deidlel 1982;Jacquemin
and Noilhan1990) to find the remaining constariis apd, . The resultbare6.04 Yand —0.338 m
The above process ensures a soil that has an availability corresponding to the average value of medium-texture
soils, and yields a quantitative definite hydraulic meaningd{g, and compatible with the Clapp and
Hornberger relations (sdable 7.2for a summary of the soil constants).

Finally, the water transport in frozen soil is limited in the case of a partially frozen soil, by considering the effective
hydraulic conductivity and diffusivity to be a weighted average of the values for total soil water and a very small
value (for convenience, taken as the valu&qf (7.64)at the permanent wilting point) for frozen water. The soll
properties, as defined above, also imply a maximum infiltration rate at the surface defined by the maximum down-
ward diffusion from a saturated surface. If the throughfall exceeds the maximum infiltration rate, the excess pre-
cipitation is put into runoff. However, in practice the maximum infiltration rate is so large that this condition is
never reached. Surface runoff is therefore only produced if the soil becomes saturated.

7.6.3 Discretization and the root profile

A common soil discretization is chosen for the thermal and water soil balance for ease of interpretation of the re-
sults, proper accounting of the energy involved in freezing/melting soil water, and simplicity of the code. Equations
Egs. (7.57rand(7.58)are discretized in space in a similar way to the temperature equations, ie, soil water and root
extraction defined at full layerd), am,,.Se .aRq.;,, the flux of water at the interface between layer
k andk + 1 . The resulting system of equations represents an implicit, water-conserving method.

For improved accuracy, the hydraulic diffusivity and conductivity are taken asl@deeand Pan1984)

)\k+1/2 = (1_ ffrED)\[maX(ekn' GE+1)] + ffrm(epwp)

- (7.66)
Y12 = (L=FrDy[max(8,", 8, )] + fLy(8,,,)
wheref U= min[f(8,), f+(6,.,)] - The boundary conditions are given by
Fary2= PuY
4+1/2 w4 (7.67)
l:1/2 =T+ Msn_stc+ E1/2
The difference between throughfdil  and surface runQjff (kg m_zs_l) is the soil infiltration at the surface:
T = Tls+ ch
max(Q F., T, — It my)
stc = max(O, Tls + Msn_ If,mx) + Cl\:/cvcv - (7.68)

(esat_el)
e = puf o o)y
f,mx pW 1/2 05D1 1,2

and),,, = fIN(B,,,p) + (1—fDA(Bg,y) , with a similar equation foy,,, . The evaporation at the top of the
soil layer,E;,, ,is computed as the sum of the evaporations of tile 8 plus the contributions necessary to conserve
water with the solver of the interception layer:
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(@) tile 3 mismatch(after the evaporated water used by the interception reservoir for the given tile is
subtracted) ; and

(b)  when the evaporative fluxes are downward (i.e., dew deposition), the evaporation for tiles 4, 6 and
the canopy evaporation of tile 7.

Root extraction is computed as

p S _ C Ei Rkek
w60, k Z |DkZRjej
J

(7.69)

where the sum over tileisis done for tiles 4, 6, and 7 (for which only the transpiration is used) and the sunj over
is done over all soil levels. In case of dew deposition (i.e., tile downward evaporativésfyxy 0

7.7 FA/LAKE ICE

Any non-land point (i.e., a grid point with land cover less or equal 0.5) can have two fractions, open water and ice.
A surface analysis defines the ice fraction,and the temperature of the open water fraction; both quantities are
kept constant during the forecast. No distinction is made between surface and skin temperature for the open water
fraction (seelable 7.2.

The ice fraction is modelled as an ice slab, with open water underneath and a skin temperature for the thermal con-
tact with the atmosphere. The main caveats in the sea ice parameterization are:
(@) Fixed depth of the slab (which can be relaxed once there is a reliable data set to specify its
geographic distribution;
(b)  Fixed fraction, which is a reasonable assumption for a 10-day forecast period, and avoids the need
for the momentum balance of the ice and its complex rheology (seeHebipr and Flato 1992)
and the definition of the ocean currents; and
(c)  No snow accumulation on top of the ice (although one of the main effects of snow, i.e., a markedly
different surface albedo, is partially emulated by the prescribed seasonal albabteia.2.

The ice heat transfer is assumed to obey the following Fourier law of diffusion

o), - o, o 7.70
(PCh55 = 55 M5 (7.70)
where (pC), = 1.88x 163 m3k™ is the volumetric ice heat capacity, is the ice temperature, and

A = 203W mK™ is the ice thermal conductivity. The boundary condition at the bottom is the temperature of
the frozen waterT, = T, — 1.7 and the top boundary condition is the net heat flux at the surface, obtained from
the solution of the ice skin thermal budget.

Eq. (7.70)is solved with the ice disretized in four layers, with the depth of the top three layers as in the soil model
and the depth of the bottom layer defined as

D,, =D, - Z D, | (7.71)
j=1
and the total depth of the ice slab, , is prescribed as 1.5 m. In order to ensure a constant ice fraction, the solution
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of the ice thermal budget is capped to the ice melting temperafire, T, at all levels. The details of the numerical
discretization can be found Bection 7.8

7.8 NUMERICAL SOLUTION OF THE SURFACE EQUATIONS

7.8.1 Recap of the analytical equations

The water budgetHgs. (7.57H7.58) with boundary conditions given tq. (7.67), the soil energy budgeEg(.
(7.45), with boundary conditions given Wqs. (7.46X7.47) and the ice energy budgeid. (7.70) can be rewrit-

ten in a generalised form as:

oY _ 1o0o¥Y

The meaning of the different variables in each individual equations is summaiddeel 7.6 together with the re-
spective upper and lower boundary conditidhg,

TABLE 7.6 VARIABLES IN THE GENERALIZED SOIL/ICE TEMPERATURE AND WATER EQUATION

Equation W C A y Sy UBC LBC
Soil moisture 0 1 Ag Yo Sy Fg = If —cgEq Fo = V¥g
Soil temperature T (PCers At 0 0 Fr = HY Fr=20
Ice temperature T, (pC), A 0 0 F, = HN Ths+1 = Toi

UBC and LBC stand for upper and lower boundary condition, respectively

7.8.2 Implicit numerical solution

Eqg. (7.72)is time discretized in the following way:

Wit 19pov g
At = Cozaz ~YoOr Sw (7.73)
where
g = Gimp|LIJt+l+(l—Gimp|)LPt (7.74)

and the semi-implicit coefficienty;,,;, = 1 . If the prognostic varialtle is defined at full levels and the fluxes
F, are defined at half-levels (the interface between layegs);7.73)can be discretized in space to give:

126
IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Chapter 7 ‘Surface parametrization - 30=

G-yt _ Atlé}‘k (W1 - @) A (W= Wisa) 4 Yk-1/2 yk+l/2|]+AtSq,k k=2 .. Ns—1

Aimpl - Cko ALz Az _y ) Az Az y)p Az,

g _y! _ AtDFw )‘k—l/z(qu_qu+1)+yk—l/2_yk+l/2E+AtSw ) K =1

Aimpl C. Az, Az Az, q)p Az, 0 ' (7.75)
R ‘ U . R A 0

Y-y _ At oWk =) Ag_1/2(We—Wi+1) \/|<-1/2—\/1<+1/2E_|_AtsqJ . k=Ns

Uimpl Ck% Az Azy 4, TV I Az - ’

where the horizontal brace means that the term exists only for the ice temperature equation (because of the bottom
temperature boundary condition forice) add, z,, z,.,,, ,aRd,, represent the thickness d&f,lagdr
the depths of its centre, the top and the bottom interface, respectively:

Az = Dy =241/ Zk_1/2 (7.76)

Az, 1/0 = Zxi1— 2k

Eq. (7.75)leads to a triadiagonal system of equations:

Yy 1[?\k v, Py EI. Ak_1/2 )\k+1/2|] l4J|<+1[?\|<+1/2D
|mpIECkAZkD almpl CkAZk kAZkD almpI[bkAZk

Ot O
= O—X +Atg/k ve Yirwa, ps, 0 k=2 .. Ns—1
g

Clz, U

impl

- - T
P, %l )\k+1/2|:|_l'|',k+1|j\k+l/2|:|_ Fy
C bz U ajyy LAz 0 C Az,

|mpI
Wi Yik-12=Yk+1/20] (7.77)
= + At + AtS k=1
Aimpl 0 Caz 0 K
L0 o R
Py 1|j\k v, Yk EIH)\ —12 }\k+1/2%_ ka+1|j\k+1/2D
c,Az,0 a C Az a Az, U
Aimpr HkBZy |mp% k %‘ézﬁm ﬁ%[ll‘:l[h:l
t I I
Wy Vk-12— Vk+1/zu
= + At + AtS k = Ns
impl O CkA k 0 K

with the generalized modified diffusivitiesx_1,2 , defined as:

_ AtanpA 10

Ak_1/2 =
Azy_q/5
IDAZNs+1/2 = Dpns/2 (7.78)
o .
O WNs+1 = To,|

whereD is the depth of the deepest soil layer. The discretization above conserves water (energy) and is linearly
stable. The coefficients and are a function of variable at the current tim&Step,
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7.9 CoDE

The surface parameterization computations are shared between the vertical diffusion MDEMAIN , see
Chapter 3and the main surface routineRFMAIN. In VDFMAIN, the tile fluxes and skin temperatures are com-
puted: After the elimination part of the tridiagonal system of equations is computed, the energy budget for each tile
is computed before back-substition.

At the start of the model integration, the following setup routine is called to initialize a module specific to the soi-
code:
. SUSOIL Setup routine for soil/snow/ice constants.

The main subroutine of the surface cod&kEMAIN) is called fromCALLPAR, with: (a) values of the surface
prognostic equations at time step n, convective and large scale rainfall and snowfall, tile evaporation, sensible and
latent heat fluxes, and temperatures, net surface longwave flux, tile net shortwave flux as inputs; and (b) tendencies
for the surface prognostic variables, plus a comprehensive set of diagnostic arrays as 8&pMa.IN does a
sequence of computations and subroutine calls:

. SRFSN Solution of the snow energy and water budget and computation of the next time step
density and albedo fields. Inputs: snow depth, temperature, density and albedo at the current time
step, soil temperature, shortwave and longwave radiation fluxes, snowfall, and tile fluxes. Outputs:
snow depth, temperature, density and albedo at the next time step, meltwater flux, and basal heat

flux.

. SRFRCG Computes apparent soil heat capacity, ie including effects of soil freezing. Inputs: soil
temperature and vegetation covers. Output is volumetric heat capacity.

. SRFT. Solution of the soil heat budget. Inputs: Soil temperature, soil moisture, longwave radiative

flux, snow basal heat flux, volumetric heat capacity, tile evaporation, sensible heat flux and
shortwave radiative flux. Output: Soil temperature at the next time step. First the modified heat
diffusivity, the soil energy per unit area and the right-hand sice of the system of equations are
computed. The generalized surface tridiagonal soB&F-WDIF, is called to solve for the semi-
implicit variable, T/a . The soil temperatures for the next time step are computed at the end.

. SRFL Solution of the ice heat budget. Inputs: Ice temperature, longwave radiative flux, tile
evaporation, sensible heat flux and shortwave radiative flux. Output: Ice temperature at the next
time step. First the modified heat diffusivity, the ice energy per unit area and the right-hand sice of
the system of equations are computed. The generalized surface tridiagonal SBIF&VDIF, is
called to solve for the semi-implicit variabl@,/a . Theice temperatures for the next time step are
computed at the end.

. SRFWL Solution of the interception layer water budget. Inputs: Interception layer contents, low
and high vegetation water cover, maximum capacity of the interception layer, convective and large
scale rainfall, snow evaporation of shaded snow tile, and tile evaporation. Outputs: Interception
layer at next time step, convective and large scale throughfall and tile evaporation collected (or
depleting) the interception layer.

. SRFWEXC First part of the computation of the soil water budget, ie, computation of the
coefficients of the tridiagonal system of equations for . This includes the partitioning of
transpiration into root extraction at the different layers and soil hydraulic coefficients including the
effect of frozen water. Inputs: Soil moisture and temperature, convective and large-scale
throughfall, snowmelt, tile evaporation, tile evaporation collected (or depleting) the interception
layer, and snow evaporation of the shaded snow tile. Outputs: Modified diffusivity for water, right-
hand side of the tridiagonal system, and layer depths.
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SRFWDIE Generalized surface tridiagonal solver. Inputs: Valuegiof  at the current time step,
generalized modified diffusivities, soil energy (or water) per unit area, and right-hand side of
equations. Outputp/a . The routine computes the coefficients on the left-hand side of the
equations and solves the equations using and LU-decomposition and back substitution in one
downward scan and one upward scan.

SRFWINC Computation of next time step soil water. Inpulis‘a and current time step soil water.
Output: next time step soil water.

SRFWNG Bounded-value operator for intercepted water (limited to non-negative values and
values below or equal the maximum contents of the interception layer) and soil water (limitted to
non-negative values and values below or equal saturation). The “soil column” is scanned from top
to bottom and the amount of water needed to satisfy physical limits in each layer are borrowed from
the layer below. The water exchanged in this way is accounted for as runoff. Inputs: next time step
intercepted water and soil water. Output: Bounded values of the same quantities.

Relevant routines from the vertical diffusion code, discussed in full detail in Chapter 3, include:

SUVEG. Assignment of vegetation related constants.

VDFBC. Definition of tile fractions and related characteristics.

VDFSURE Definition of bare soil resistance, low and high canopy resistances.

VDFEXCS. Computation of aerodynamical part of exchange coefficients for heat and moisture,
including stability computations.

VDFEVAP. Computation of evapotranspiration for each tile.

VDFSFLX. Surface fluxes for each tile, defined at time

VDFTSK. Computation of the tile skin temperatures, as a the solution of the tile energy balance.
VDFTFLX. Computation of the tile fluxes at tinhe- 1.
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CHAPTER 8 Methane oxidation

Table of contents
8.1 Introduction
8.2 Methane oxidation
8.3 The parametrization
8.3.1 Methane oxidation
8.3.2 Photolysis in the mesosphere
8.4 A simple test
8.5 Code

8.1 INTRODUCTION

A study of stratospheric humidity in analyses and multi-year simulations has shown that the ECMWF system prior

to 1999 was capable of producing a broadly realistic distribution of water vapour at, and immediately above, the
tropopause, and that the slow upward transfer of water vapour in the tropical stratosphere could be captured quite
reasonably given sufficiently fine vertical resolution in the mo8ahmonst al. 1999). However, values of water

vapour in the tropical upper stratosphere, and throughout much of the extratropical stratosphere, were too low. This
deficiency has now been remedied by the introduction of a simple parametrization of the upper-stratospheric mois-
ture source due to methane oxidation. A sink representing photolysis in the mesosphere is also included. The
scheme was derived as a simplification of an approach adopted by Peter Stott and Anne Pardaens at the Department
of Meteorology, University of Edinburgh, notes on which and helpful references were supplied by Bob Harwood.

8.2 METHANE OXIDATION

Methane is produced by natural and anthropogenic sources at the earth’s surface, and is well-mixed in the tropo-
sphere. Its volume mixing ratio is currently around 1.7 ppmuv. It is carried upwards in the tropical stratosphere and
decreases in relative density (due to oxidation) to values of around 0.2—0.4 ppmv around the stratopause. Mean
stratospheric descent at higher latitudes results in relatively low values of methane at these latitudes in the middle
and lower stratosphere.

Brasseurand Solomor{1984) provide an account of the chemistry of carbon compounds in the stratosphere and
mesosphere. The long chain of reactions starting from methang) @1tds with the production of water vapour
(H,0) and molecular hydrogen gHin the stratosphere and mesosphere. This occurs such that the sum

2[CH,] +[H,0] +[Hy]
is approximately uniformly distributed in the absence of precipitation, wligre denotes a volume mixing ratio.

Le Texieret al. (1988) provide calculations of the relative amounts g&Hand H, showing that the predominant
production is that of water vapour in the vicinity of the stratopause. They indicate, however,thaiddiction in
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the mesosphere, and relatively strong descent in winter and early spring at high latitudes, may result in the upper
stratosphere being relatively dry in these seasons and latitudes.

There is, nevertheless, good observational evidence that over much of the stratosphere the quantity
2[CH,] +[H;0]

is quite uniformly distributed with a value of about 6 pprduneset al. (1986) provide evidence for this from the

LIMS and SAMS instruments on the Nimbus 7 satellite launched in 1978, and a particularly clear demonstration
is given byBithell et al. (1994) based on HALOE data from the UARS satellite. In a pressure—latitude section at
about the austral spring equind3ithell et al. show the result to fail significantly only below 10 hPa in the high-
latitude southern hemisphere due, presumably, to condensation at the very cold temperatures in the Antarctic polar
vortex.

8.3 THE PARAMETRIZATION

8.3.1 Methane oxidation

We assume that the volume mixing ratio of water vapéiyO] increases at a rate
2k,[CH,] (8.1)
We further assume that
2[CH,] = 6 ppmv—[H,0] (8.2)
The rate of increase of volume mixing ratio of water vapour (in ppmv) is thus
k1(6-[H,0]) (8.3)
In terms of specific humidityg , the source is

ki (Q-a) (8.4)

where (having divided byt.6 x 1@  to convert from volume mixing ratio in ppmv to specific humidity) the param-
eterQ has the valug.75x 10° ,or3.75 mg/kg.

The ratek; could be determined, for example, from a 2-D model with comprehensive chemistry, as in the scheme
developed at Edinburgh University. However, in this first scheme for use at ECMWF we prescribe a simple analyt-
ical form for k; which varies only with pressure.

The photochemical life time of water vapour is of the order of 100 days near the stratopause, 2000 days at 10 hPa,
and effectively infinite at the tropopaudgr@sseurand Solomori984). A prescription ok, that gives a reasona-
ble profile up to the stratopause is provided by

K
1 86400,

(8.5)
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wherek; is given in"d and the timescala, ,indays, is given in terms of prespure, , in Pa, by:

H 100 p<50
| 4
T, =0 {In(p/50)} ] (8.6)
1 Dloo[lﬂxlln(lOOOO/p) 50< p < 10000
Heo p = 10000
where we define
19In 10
e ; (8.7)
(In20)

to give a time-scale of 2000 days at the 10 hPa level.

This parametrization moistens rising air in the tropical stratosphere. This air will earlier have been freeze-dried near
the tropopause, where specific humidities can locally fall well below 1 mg/kg. Specific humidities approaching the
value Q will be reached near the stratopause. Descent near the poles will bring down air with specific humidity
close toQ . Expressiof8.4)will then yield a source term that is weaker in polar than in tropical latitudes, so rea-
sonable results may be obtained without imposing a latitudinal variatidg of . (Stiigtly, should vanish in the
polar night, where photodissociation does not produce the excited oxyden, @ich in turn produces the OH
radical, these two species being intimately involved in the production of water vapour from methane).

8.3.2 Photolysis in the mesosphere

For model versions with an uppermost level at 0.1 hPa, or lower, there is no strong need to include the sink of water
vapour that occurs in the mesosphere and above due to photolysis. However, for completeness we include a simple
representation of this effect, modifying the source té8m) by adding a decay termk,q  above a height of about

60 km. The full source/sink term becomes

ki(Q-q)—k,q (8.8)

As for k; we takek, independent of latitude with parameters chosen to match the vertical profile of photochem-
ical lifetime presented bBrasseur and Solomqi984). Specifically,

1

X2 = Ssa0m, (8:9)
with
E 3 0.1
<0.
: .
_ O min(p/20)J
T, = -0. + + — 0. . 8.10
2 @ expgpt2 0.5(In 100 az)%L COSWDE 0.01 0.1<p<20 (8.10)
0 =20
[l ° P
and
133

IFS Documentation Cycle CY23r4 (Printed 19 September 2003)



Part 1V: ‘Physical processes’

3

a, = |n%+o.015 (8.11)
The vertical profile of the photochemical lifetime of the combined schefke;+ kz)_1 , Is shown bekig. in

8.1, in which we have converted to height as a vertical coordinate assuming an isothermal atmosphere with a tem-
perature of 240 K. Comparison of this profile with that fgg@ishown in Fig. 5.21 oBrasseuiand Solomoi(1984)
indicates reasonable agreement
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Figure 8.1 Combined photochemical lifetind, + kz)_1 , as a function of altitude for the analytical
specification given by equatiof.5)to (8.7) and(8.9)to (8.11)

8.4 ASIMPLE TEST

A simple check of the realism of the scheme is provided by calculating the vertical profile of specific humidity un-
der uniform ascent without mixing. This is an approximation to conditions in the tropical stratosphere. The solid
curve inFig. 8.2 shows the results for an ascent speed of 10 km/year with a specific humidity of 2 mg/kg prescribed
at 16.5 km (approximately 100 hPa, the lower limit of the parametrization) for a 240 K isothermal atmosphere. As
air moves upwards its humidity is increased, reaching values very cld@eto  (3.75 mg/kg) a few kilometres below
the stratopause. Above this level the humidity is close to the equilibrium solution given by setting the(8@)rce

to zero:

k,Q

q = (8.12)

The dashed curve iRig. 8.2 is an average over a number of tropical profiles of specific humidity retrieved from
HALOE measurements, from a set supplied to ECMWF by John Harries of Imperial College, London. Agreement
is reasonable, given the simplicity of the calculation.

Average near-stratopause specific humidities from the set of HALOE profiles are shown for different
domains inTable 8.1 A parametrization scheme that forces model humidities to be close to 3.75 mg/kg
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near the stratopause at all latitudes and seasons appears to provide a reasonable first approximation.
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Figure 8.2 Vertical profiles of specific humidity. Line A denotes the steady numerical solution computed for a
uniform ascent of 10 km/year with a specific humidity of 2 mg/kg specified at a height of 16.5 km. Line B denotes
mean retrieved tropical humidities from UARS measurements.

TABLE 8.1 MEAN RETRIEVED 0.3 hPa, 0.7 hPaND 1.4 hPasPECIFIC HUMIDITIES(mg/kg) FROM HALOE

Tropics M'?A'I:ziglrjde Mid-latitude summer High-latitude spring High-latitude summer
0.3 hPa 3.9 3.8 34 35 3.7
0.7 hPa 3.7 3.7 35 3.8 3.8
1.4 hPa 34 34 3.8 3.6 4.0

8.5 CobE

The calculations for methane oxidation and photolysis of water vapour are performed in subfBatih@Xx.

This routine calculates the tendency of water vapour due to methane oxidation and due to photolysis following
(8.8). The order of the calculations is as follows:

. find time-scale for methane oxidation followi()6)

. solve first part 0{8.8)

. find time-scale for water vapour photolysis followi{#y10)
. solve second part @8.8)

The setup of the constants usedMit THOX is performed inSUMETHOX which is called fromSUPHEC The
constants are kept in modWe&EMETH. The controlling switch for the methane oxidatioh EMETHOX which
is part of namelisNAEPHY.
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CHAPTER 9 Climatological data

Table of contents

9.1 Introduction

9.3 Mean orography

9.4 Land sea mask

9.5 Roughness lengths

9.6 Parameters for gravity-wave and orographic drag schemes
9.7 Vegetation parameters

9.8 Albedo

9.9 Aerosols

9.10 Ozone

9.1 INTRODUCTION

The ECMWF model uses a series of climate fields of different origin which have different resolution and different
projectionsBrankovicand Van Maanei{1985) describe a set of programs (known as PREPCLIM software) to in-
terpolate the different fields to the requested target resolution. The software handles all the target resolutions that
are in use at ECMWF and either full or reduced Gaussian grids. Grid areas at the model resolution are referred to
as ECMWF or model grid squares. This appendix describes the different climate fields and the procedures to derive
the fields that are needed by the model.

9.2 TOPOGRAPHIC DATA

The model orography and land use fields are based on the terrain elevation data set GTOPO30 at 30" resolution
(Geschand Larson, 1998), the terrain elevation data for Greenland KMS DEM also at 30" resolgkbaltfy,
1996) and the Global Land Cover Characteristics (GLCC) data set at 1 km resolution.

The GTOPO30 data set, as used in the IFS, was completed in 1996 through a collaborative effort led by the US
Geological Survey’s Data Centre (EDC, see http://edcwww.cr.usgs.gov/landdaac/gtopo30/gtopo30.html) and was
derived from a variety of information sources. It contains terrain elevation above mean sea level at a resolution of
30 arc seconds with -9999 code for sea points. A lake mask is not included.

Greenland KMS DEM replaces GTOPO30 for the Greenland area, because of the better accuracy of the Greenland
data.

The Global Land Cover Characteristics (GLCC) data set has been derived from 1 year of Advanced Very High Res-
olution Radiometer (AVHRR) data, digital elevation models, ecoregions and map data. The nominal resolution is
1 km, and the data comes on a Goode Homolosine global projection. The data base provides for each pixel a biome
classification based on several of the popular classifications, including BATS, SiB and SiB2. The BATS classifica-
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tion has been adopted for the IFS because it contains inland water as one of its classes.

Due to their high resolution and global coverage, these data sets are rather big and therefore difficult to handle by
the standard PREPCLIM software. Therefore the original data has been converted to an intermediate resolution of
2'30” which is much easier to handle by the standard PREPCLIM software. The derived 2'30” data set contains
the following fields:

. Mean elevation above mean sea level

. Land fraction

. Lake fraction

. Fractional cover for all 20 BATS biome classes (Bekle 9.1

TABLE 9.1 LAND USE CLASSIFICATION ACCORDING TOBATTS

Index Vegetation type H/L veg
1 Crops, Mixed Farming L
2 Short Grass L
3 Evergreen Needleleaf Trees H
4 Deciduous Needleleaf Trees H
5 Deciduous Broadleaf Trees H
6 Evergreen Broadleaf Trees H
7  Tall Grass L
8 Desert -

9  Tundra L
10 lIrrigated Crops L
11  Semidesert L
12  Ice Caps and Glaciers -
13 Bogs and Marshes L
14  Inland Water -
15 Ocean -
16  Evergreen Shrubs L
17  Deciduous Shrubs L
18 Mixed Forest/woodland H
19 Interrupted Forest H
20  Water and Land Mixtures L

Finally, also the original US-Navy 10’ data is still used for the subgrid orography contribution to the roughness
length. It contains the average terrain height of each grid element, as well as maximum and minimum height,
number and orientation of significant ridges, and percentages of water and urban areas. In future the roughness
length computation will be upgraded to make optimal use of the high resolution GTOPO30 data.
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9.3 MEAN OROGRAPHY

Orography, or geopotential height, is derived from the 2’30” data by averaging. Source and target grid are overlaid,
and weighted averages are computed by considering the fractions of source grid areas that cover the target grid
square.
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Figure 9.1 Orography at T511 resolution.

The orography is spectrally fitted to ensure consistency in spectral space between the orography and the model res-
olution. Smoothing is applied in spectral space witild operator, where damping by a factor 5 is applied to the
smallest scales. This applies to all operational resolutiof#5( 1T, 159, T, 255, T,319 and T511). Orographic rip-

ples appear as a consequence of the spectral fimngd.1 shows the orography at T511 resolution.

9.4 LAND SEA MASK

Each grid point of the model is provided with a land fraction parameter, derived from the 2'30” data. The model
converts this parameter into a mask where grid points that have more than 50% land are considered as land points.

9.5 ROUGHNESS LENGTHS

The model uses ‘effective’ roughness lengths for momentzgp () and heat/moiggyre () in the surface bound-

ary conditions for wind and temperature/moisture respectively. These parameters represent the effect on turbulent

transport of small-scale surface elements ranging from vegetation and small-scale obstacles to subgrid orography.

The roughness lengths area a blend of three contributions: vegetation, urbanization and subgrid orography (see

Figs. 9.2and9.3). The following procedure is applied:

(@) The vegetation roughness length is taken from5ax 5° grid from Munich University

(Baumgartneret al, 1997) and interpolated to the requested model grid. Symbglg. and
Zohveg Will be used for the pure vegetation roughness lengths.
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(b)  The fraction of urbanisatiofr ;,,, is computed for every model grid square from the US-Navy data.
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Figure 9.2 (a) Roughness length for vegetatign, . as providBduoygartneet al. (1977) on a
5° x 5°grid.
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Figure 9.2 (b) The roughness length field including orographic effects (as used by thezgypdel) at T511
resolution plotted on &° x 1°  grid.
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Figure 9.3 Logarithm of the effective roughness length for heat/moigjire at T511 resolution.

(@  The vegetation roughness length for momenizygy e 4 is blended with the urbanization roughness
length Zomurp ) USING @ blending height,;, . The blending-height concept is based on the idea that
internal boundary layers merge at a certain height which depends on the horizontal scale of the
inhomogeneities¢laussen1990). Below the blending height the different areas have their own
logarithmic profile and the resulting stresses are averaged proportional to the area covered by the
different roughness lengths. An effective roughness is defined such that over a homogeneous
surface it would provide the same drag as the average over the two different surfaces. The effective
roughness lengthegn,yeq;  due to fractioR,,  with roughness lenggh,, and fraction

(1-Fyrp) with roughness lengthg,,, ., can be found by solving:

1 - l:Urb + 1_FUrb

h 2 h 2 h 2
e [T [

OmVegl omUrb OmVeg

The blended roughness length for hegfy 41 is computed from

h
() 0
h h In 3 + 1D
InH—Y +1E=InD Y 4+qd ,
IztOhVegl |:tOhVeg [l hU 0
In + 1D
OmVegl

OmVeg

wherehy = 100 M,Zppyeq = Zomveq’10 andgmym, = 2.5 m.

(b)  To compute the orographic contribution to the roughness lengths, a slope paraBjeter (

) is needed

and a characteristic heighth ( ) of the subgrid orography. From these the typical horizontal scale of
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the subgrid orography can be derived (). Because the horizontal scales up to 10 km are the most
important ones for the roughness lengths, we use also US-Navy information about maximum
height, minimum height and number of significant ridges inside 3@ex 30’ squares. Two
contributions to the subgrid standard deviation are computed (i.e. subgrid to the ECMWF model):
the standard deviatioo, resolved by tB& x 30’ data and the standard dewsation  subgrid to
the 30' x 30" data

cr2 Z pihi2—$ Dihig

S piz(hi—h"™)(h*"=h)
|2+

o

2
O-S

2
(0}

2
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r tO

N = Number of relativéh; maxima in the ECMWF grid square,
=  Surface area of the ECMWF grid square,
i =  Number of significant ridges in thih 10" grid square,

F

n

h; =  Mean height in th&h 10 grid square,
h"® = Maximum height in théth 10’ grid square,
h:" =  Minimum height in theth 10’ grid square,
f =  Surface area of thi¢gh 10' grid square6

p; =  Proportion of the ECMWF grid square occupied by tthel10" grid
square.

Mason(1991) uses slope parametsy = z A/F , where the summation is over all obstacles in
areaF (an ECMWEF grid square) ad is the frontal, or wind-swept area, of the obstacles. The
swept area of the resolved part is estimated from and the number of relative maxima in the
ECMWF grid squareN . We assume that the height difference between valleys and hill tops is
about4o, . So the resolved part (2 A/F is (assuming that the individual hills have a vertical
dimension of4c, and a horizontal dimension gfF/ N and that thereMre hills in a grid
square):

%XAD _ 40,J/F/NN
FOo F

40,/N/F

Similarly for the unresolved part:
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The totalz A/F is:

- 3232950

(c) For the computation of the effective roughness lengths, two different formulations are used in
principle: the gentle orography approximatioraglor 1987) and the steep orography formulation
(Mason1991). For the gentle orography approximation we need the horizontal wavebkength  of the
subgrid terrain which we estimate as:

A= Sﬂl,whereh =40 .

The effective roughness lengthg,, ang for gentle slopes is determined by:

1
G240 fng 2 +D][+DS'T
InEQT[Zom 15 lnEQT[ZOmVegl 1511+ Cer

In EE_——)‘ + lg
oA 1D_ nC_A +10 TZomveg1

In

oz, Przopyeqr U n A 1%
omzopm
with C, = 5. For steep slopes the effective roughness lergfhs  zgnd are computed from:
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whereCy = 0.4 ,k = 0.4 and the transition from gentle to steep formulation should be at about
S, = 0.2/m. In practise the quality of the US-Navy data is not sufficient to resolve the gentle
slopes, so the treshold is set to 0 which implies that the steep formulation is always used. Another
disadvantage of the transition from the gentle to steep slope formulation is that it is discontinuous,
which reflects the sudden transition from attached to separated flow.

Orographic corrections are not applied for< 10 m and §r<0.01 z,,, is not allowed to
become larger thah/10 and is clipped at 10Qzgp; has an imposed lower baaihdl of
A Gaussian filter (the same as for the mean orography) is applied(#3,,,) Indmgl,) , the sea

points are reset t&om = 0.001 and,, = 0.0001 . Because of the wide dynamical range of
parameterzy, Jn(zy,) is GRIB-coded and provided as input to the model.

9.6 PARAMETERS FOR GRAVITY -WAVE AND OROGRAPHIC DRAG SCHEMES

The following subgrid parameters are needed: standard deviatign , anisqQpy , orieAggtion , and
slopeog,, - They are computed as follows (set and Miller 1997;Bainesand Palmerl990):

(@)

(b)

For every point (indexi ) of the 2'30" datgoh/dx); ar@h/dy); are computed by central
differencing with help of the points to the north, south, east and west. These derivatives are
computed after subtracting the mean orography at target resolution to avoid contributions from the
slope of the resolved orography. The central differences in the North South direction use adjacent
points; derivatives in the East West direction use adjacent points in the tropics but use equidistant
points rather than equi-longitude points when approaching the polar regions (to maintain a uniform
resolution over the globe). Then paramet&ts L , , did are computed by summation, taking
into account the weightp; of evelyy x 10'  area in the ECMWF grid:

Anisotropyygy , orientatiorBg,, , and slopg;,, are computed flbmM , land
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Figure 9.4 Anisotropyg, Of subgrid orography (1 indicates isotropic, 0 means maximum anisotropy)
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Figure 9.5 Orientatiofs,, of subgrid orography.
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Figure 9.6 Slopeg,, of subgrid orography.
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Figure 9.7 Standard deviatiry,,  of subgrid orography.

9.7 VEGETATION PARAMETERS

Vegetation is represented by 4 climatological parameters: vegetation cover of low vegetation, vegetation cover of

high vegetation, low vegetation type and high vegetation type. These parameters are derived from the 2'30” GLCC

data by averaging over the target grid squares. The fractional covers for low and high vegetation are obtained by
combining the fractions from all the low and high vegetation type$aifle 9.1 The index of the dominant low

and high vegetation types are also coded as climatological fields for use by the land surface scheme. The latter two
fields can not be interpolated by standard procedures to another resolution. The resulting fields are Bigown in

9.8, Fig. 9.9, Fig. 9.10 andFig. 9.11. Table andTable 9.3contain statistical information on the number of points

in each vegetation class.

TABLE 9.2 HERCENTAGE OF LAND POINTS ATT511FOR EACH LOW VEGETATION TYPE

Index Vegetation type F}if;gt;gfsm

1  Crops, Mixed Farming 221
2 Short Grass 10.0
7 Tall Grass 13.0
9  Tundra 8.9

10 Irrigated Crops 4.7

11  Semidesert 135
13  Bogs and Marshes 2.0
16  Evergreen Shrubs 15
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TABLE 9.2 FERCENTAGE OF LAND POINTS ATT511FOR EACH LOW VEGETATION TYPE

Percentage of

Index Vegetation type land points
17  Deciduous Shrubs 4.6
20 Water and Land Mixtures 0

- Remaining land points 19.7

without low vegetation

TABLE 9.3 FERCENTAGE OF LAND POINTS ATT511FOR EACH HIGH VEGETATION TYPE

Percentage of

Index Vegetation type land points
3 Evergreen Needleleaf Trees 7.1
4  Deciduous Needleleaf Trees 3.3
5  Deciduous Broadleaf Trees 6.3
6  Evergreen Broadleaf Trees 12.8
18  Mixed Forest/woodland 3.9
19 Interrupted Forest 29.6
- Remaining land points 37.0

without high vegetation

Figure 9.8 Fractional cover of low vegetation.
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Figure 9.9 Fractional cover of high vegetation.
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Figure 9.10 Low vegetation type
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Figure 9.11 High vegetation type

9.8 ALBEDO

The monthly climatological background albedo (in absence of snow) is interpolated to the model grid from the
1° x 1° resolution data bypormanand Sellerg1989). The fields for January, April, July and October are shown

in Fig. 9.12, Fig. 9.13, Fig. 9.14, andFig. 9.15. To obtain a smooth evolution in time, the model does a linear
interpolation between successive months, assuming that the monthly field applies to the 15th of the month. The
model adapts the background albedo over water, ice and snow as documented in the chapter on radiation.
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Figure 9.13 Climatological background albedo for April.
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Figure 9.15 Climatological background albedo for October.

9.9 AEROSOLS

Aerosols are considered in the model followihgnreet al. (1984). The continental, maritime, urban and desert
aerosols are geographically distributed over ice-free land, open sea, industrialized area and desert using a bi-Gaus-
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sian horizontal filter of radius 2000 km to get overlapping distributions of each aerosol type, with a maximum op-
tical thickness of 0.2, 0.05, 0.1, and 1.9, respectively E8gs. 9.16(a)—(d) for the geographical distributions and

Fig. 9.16(e) for the corresponding profiles). Well-mixed (vertically and horizontally) tropospheric background aer-
osols with an optical thickness of 0.03 and stratospheric background aerosols with an optical thickness of 0.045 are
added to the previous amounts with a rate of change of optical thickness with pressure of 0.037 and 0.233 /atm
respectively. The transition from troposphere to stratosphere is obtained by multiplication of the background values
With 1 — L0105 @8N0 Lgiratos FeSpectively (séeg. 9.16(e)).

Climatologlcal Aerosals In the ECMWF Forecast System
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Figure 9.16 Distribution of (a) maritime and (b) continental type aerosols.
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Figure 9.16 Distribution of (c) urban and (d) desert type aerosols.
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Figure 9.16 (e) Type 1 (full line) profiles apply to maritime, continental and urban type aerosols; type 2 (short
dashed line) applies to desert type; the third curve (long dashed line) represents, and is used to determine
the transition from tropospheric to stratospheric background aerosols.

9.10 (zONE

The ozone climatology that is operational since August 1997, distributes the ozone mixing ratio as a function of
pressure, latitude and month followiRgrtuin and Langemat#1994).
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Figure 9.17 Ozone climatology prescribed as a zonal mean according to the climatology by Fortuin and
Langematz (1994). Operational in the ECMWF model since August 1997 (mixing xatio/ on 60 levels).
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	CHAPTER 1 Overview
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	1.1 Introduction
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	1.1 Introduction
	Figure 1.1 Schematic diagram of the different physical processes represented in the IFS model.
	The physical processes associated with radiative transfer, turbulent mixing, subgrid�scale orogra...
	This part (Part IV ‘Physical processes’) of the IFS documentation describes only the physical par...
	The time integration of the physics is based on the following:
	1) it has to be compatible with the adiabatic part of the IFS;
	2) the tendencies from the different physical processes are computed in separate routines;
	3) as a general approach, the value of a prognostic variable is updated with the tendency from on...
	4) explicit schemes are used whenever possible, but if there are numerical stability problems the...
	The radiation scheme is described in Chapter 2 ‘Radiation’ and is the first process to be called ...
	The turbulent diffusion scheme is called just after radiation (Chapter 3 ‘Turbulent diffusion and...
	The subgrid�scale orographic drag scheme is called after the turbulent diffusion and is described...
	The moist convection scheme is described in Chapter 5 ‘Convection’ . The scheme is based on the m...
	In Chapter 6 ‘Clouds and large-scale precipitation’ the prognostic cloud scheme is described. It ...
	The soil/surface scheme is described in Chapter 7 ‘Surface parametrization’ . The scheme includes...
	Chapter 8 ‘Methane oxidation’ describes a simple parametrization of the upper-stratospheric moist...
	Chapter 9 ‘Climatological data’ describes the distributions of climatological fields.

	1.2 Overview of the code
	CALLPAR, the routine that controls the physical parametrization package, is called by CPGLAG that...
	In CALLPAR the physics routines are called in the following order:
	RADSRF: Computes radiative properties of the surface.
	CLDPP: Computes cloud parameters required for the post processing (e.g. total cloud cover)..
	RADHEATN: Computes the temperature tendencies and the downward radiation fluxes at the surface wi...
	VDFMAIN: Controls the computation of the vertical exchange of , , and by turbulence.
	GWDRAG: Controls the computation of the tendencies for , and due to the parametriz-
	ation of subgrid�scale orographic drag.
	CUCALLN: Interface to call CUMASTRN that controls the computation of the tendencies for ,
	, and due to the parametrization of moist convective processes.
	CLOUDSC: Controls the computation of tendencies for , , , , and due to the
	parametrization of the cloud processes.
	SRFMAIN: Controls the soil/surface scheme.
	METHOX: Computes tendencies for due to methane oxidation and water vapour photolysis.

	Part IV: Physical processes

	CHAPTER 2 Radiation
	Table of contents
	2.1 Radiative heating
	2.2 Longwave radiation
	2.2.1 The pre-cycle 22r3 scheme
	2.2.2 Vertical integration
	2.2.3 Spectral integration
	2.2.4 The incorporation of the effects of clouds
	2.2.5 The Rapid Radiation Transfer Model (RRTM)
	2.3 Shortwave Radiation

	2.3.1 Spectral integration
	2.3.2 Vertical integration
	2.3.3 Multiple reflections between layers
	2.3.4 Cloud shortwave optical properties
	2.4 Horizontal interpolation
	2.5 Input to the radiation scheme

	2.5.1 Model variables
	2.5.2 Clouds
	2.5.3 Aerosols
	2.5.4 Carbon dioxide, ozone and trace gases
	2.5.5 Ground albedo and emissivity
	2.5.6 Solar zenith angle
	2.6 The radiation code

	2.6.1 Set-up routines
	2.6.2 Main routines
	2.6.3 Specialized routines
	2.6.4 Heating rate computation

	2.1 Radiative heating
	The radiative heating rate is computed as the divergence of net radiation fluxes :
	, (2.1)
	where is the specific heat at constant pressure of moist air
	,
	and and are the specific heats at constant pressure of dry air and water vapour, respectively. Se...
	A description of the inputs, in particular the climatologically defined quantities of radiative i...

	2.2 Longwave radiation
	Since cycle 22r3, two longwave radiation schemes are available in the ECMWF model, the pre-cycle ...
	The rate of atmospheric cooling by emission-absorption of longwave radiation is
	(2.2)
	where is the net longwave radiation flux (the subscript ‘LW’ is omitted in the remainder of this ...
	Assuming a non-scattering atmosphere in local thermodynamic equilibrium, is given by
	(2.3)
	where is the monochromatic radiance at wavenumber at level , propagating in a direction (the angl...
	Subsections 2.2.1 to 2.2.4 describe the pre-cycle 22r3 scheme, and Subsection 2.2.5 describes the...
	2.2.1 The pre-cycle 22r3 scheme
	After separating the upward and downward components (indicated by superscripts + and –, respectiv...
	(2.4)
	where, taking benefit of the isotropic nature of the longwave radiation, the radiance of (2.3) ha...

	2.2.2 Vertical integration
	The integrals in (2.4) are evaluated numerically, after discretization over the vertical grid, co...
	(2.5)
	where is the pressure corresponding to the Gaussian root and is the Gaussian weight. and are the ...

	2.2.3 Spectral integration
	The integration over wavenumber is performed using a band emissivity method, as first discussed b...
	1) 0 – 350 & 1450 – 1880
	2) 500 – 800
	3) 800 – 970 & 1110 – 1250
	4) 970 – 1110
	5) 350 – 500
	6) 1250 – 1450 & 1880 – 2820
	corresponding to the centres of the rotation and vibration-rotation bands of H2O, the 15 band of ...
	Integration of (2.4) over wavenumber within the spectral region gives the upward and downward flu...
	(2.6)
	(2.7)
	The formulation accounts for the different temperature dependencies involved in atmospheric flux ...
	(2.8)
	the second one for calculating the integral term in (2.4) is the weighted average of the transmis...
	(2.9)
	where is the pressure weighted amount of absorber.
	The effect on absorption of the Doppler broadening of the lines (important only for pressure lowe...
	In the scheme, the actual dependence on is carried out explicitly in the Planck functions integra...
	(2.10)
	where is an effective amount of absorber which incorporates the diffusivity factor , the weightin...
	(2.11)
	The temperature dependence due to Wien’s law is incorporated although there is no explicit variat...

	2.2.4 The incorporation of the effects of clouds
	The incorporation of the effects of clouds on the longwave fluxes follows the treatment discussed...
	(2.12)
	Upward fluxes above the cloud ( for ) and downward fluxes below it (for ) can be expressed with e...
	(2.13)
	where is now the total Planck function (integrated over the whole longwave spectrum) at level , a...
	Whereas the maximum and random overlap assumptions are also available in the code (Morcrette and ...
	(2.14)
	In case of semi-transparent clouds, the fractional cloudiness entering the calculations is an eff...
	(2.15)
	where is the condensed water mass absorption coefficient (in ) following Smith and Shi (1992).

	2.2.5 The Rapid Radiation Transfer Model (RRTM)
	As stated in Mlawer et al. (1997), the objective in the development of RRTM has been to obtain an...
	The main point in the correlated-k method (Lacis and Oinas, 1991; Fu and Liou, 1992) is the mappi...
	In the ECMWF model, no provision is presently taken for scattering in the longwave. Therefore, in...
	The spectrally averaged radiance (between and ) emerging from an atmospheric layer is
	(2.16)
	where is the incoming radiance to the layer, is the Planck function at wavenumber and temperature...
	(2.17)
	where is an effective Planck function for the layer that varies with the layer’s transmittance su...
	For a given spectral interval, the domain of the variable is partitioned into subintervals (see T...
	(2.18)
	where is the size of the sub-intervals ().
	The accuracy of these absorption coefficients has been established by numerous and continuing hig...
	For the relevant spectral intervals of the RRTM schemes, ice cloud optical properties are derived...


	2.3 Shortwave Radiation
	The rate of atmospheric heating by absorption and scattering of shortwave radiation is
	(2.19)
	where is the net total shortwave flux (the subscript SW will be omitted in the remainder of this ...
	(2.20)
	is the diffuse radiance at wavenumber , in a direction given by the azimuth angle, , and the zeni...
	(2.21)
	is the extinction coefficient, equal to the sum of the scattering coefficient of the aerosol (or ...
	(2.22)
	is the incident solar irradiance in the direction , is the single scattering albedo () and is the...
	2.3.1 Spectral integration
	Solar radiation is attenuated by absorbing gases, mainly water vapour, uniformly mixed gases (oxy...
	(2.23)
	and the flux averaged over the spectral interval can then be calculated with the help of any band...
	(2.24)
	To find the distribution function , the scattering problem is solved first, by any method, for a ...
	where and .
	The atmospheric absorption in the water vapour bands is generally strong, and the scheme determin...
	(2.25)
	where is an absorption coefficient chosen to approximate the spectrally averaged transmission of ...
	(2.26)
	where is the total amount of absorber in a vertical column and . Once the effective absorber amou...
	(2.27)
	Absorption by ozone is also taken into account, but since ozone is located at low pressure levels...
	is the diffusivity factor (see Section 2.2), and is the magnification factor (Rodgers, 1967) used...
	(2.28)
	To perform the spectral integration, it is convenient to discretize the solar spectral interval i...

	2.3.2 Vertical integration
	Considering an atmosphere where a fraction (as seen from the surface or the top of the atmosphere...
	where the subscripts ‘’ and ‘’ refer to the clear-sky and cloudy fractions of the layer, respecti...
	(2.29)
	where and are the reflectance at the top and the transmittance at the bottom of the th layer. Com...
	(2.30)
	where is the cloud fractional coverage of the layer within the cloudy fraction of the column.

	2.3.2 (a) Cloudy fraction of the layer
	and are the reflectance at the top and transmittance at the bottom of the cloudy fraction of the ...
	(2.31)
	of the total single scattering albedo
	(2.32)
	of the total asymmetry factor
	(2.33)
	of the reflectance of the underlying medium (surface or layers below the th interface), and of th...
	(2.34)
	with the effective total cloudiness over level
	(2.35)
	and
	(2.36)
	, and are the optical thickness, single scattering albedo and asymmetry factor of the cloud in th...
	(2.37)
	In that case, when the phase function is expanded as a series of associated Legendre functions, a...
	where is the angle between incident and scattered radiances. The integral in (2.20) thus becomes
	(2.38)
	where
	is the asymmetry factor.
	Using (2.38) in (2.20) after integrating over and dividing by , we get
	(2.39)
	We obtain a pair of equations for and by integrating (2.39) over
	(2.40)
	For the cloudy layer assumed non-conservative (), the solutions to (2.39) and (2.40), for , are
	(2.41)
	where
	The two boundary conditions allow to solve the system for and ; the downward directed diffuse flu...
	which translates into
	(2.42)
	The upward directed flux at the bottom of the layer is equal to the product of the downward direc...
	which translates into
	(2.43)
	In the Delta-Eddington approximation, the phase function is approximated by a Dirac delta functio...
	where is the fractional scattering into the forward peak and the asymmetry factor of the truncate...
	(2.44)
	The solution of the Eddington’s equations remains the same provided that the total optical thickn...
	(2.45)
	Practically, the optical thickness, single scattering albedo, asymmetry factor and solar zenith a...

	2.3.2 (b) Clear-sky fraction of the layers
	In the clear-sky part of the atmosphere, the shortwave scheme accounts for scattering and absorpt...
	As the optical thickness for both Rayleigh and aerosol scattering is small, and , the reflectance...
	(2.46)
	The optical thickness of an atmospheric layer is simply
	(2.47)
	where is the Rayleigh optical thickness of the whole atmosphere parametrized as a function of the...
	For aerosol scattering and absorption, the optical thickness, single scattering albedo and asymme...
	(2.48)
	(2.49)
	where is the backscattering factor.
	Practically, and are computed using (2.49) and the combined effect of aerosol and Rayleigh scatte...
	(2.50)
	As for their cloudy counterparts, and must account for the multiple reflections due to the layers...
	(2.51)
	and is the reflectance of the underlying medium and is the diffusivity factor.
	Since interactions between molecular absorption and Rayleigh and aerosol scattering are negligibl...
	2.3.3 Multiple reflections between layers
	To deal properly with the multiple reflections between the surface and the cloud layers, it shoul...
	(2.52)
	where and are the conservative fluxes and the distributions of absorber amount corresponding to t...
	Fouquart and Bonnel (1980) have shown that a very good approximation to this problem is obtained ...
	From those two sets of layer reflectance and transmittances () and () respectively, effective abs...
	(2.53)
	where and are the layer reflectance and transmittance corresponding to a conservative scattering ...
	Finally the upward and downward fluxes are obtained as
	(2.54)
	(2.55)

	2.3.4 Cloud shortwave optical properties
	As seen in Sub-section 2.3.2 (a), the cloud radiative properties depend on three different parame...
	Presently the cloud optical properties are derived from Fouquart (1987) for the water clouds, and...
	is related to the cloud liquid water amount by
	where is the mean effective radius of the size distribution of the cloud water droplets. Presentl...
	In the two spectral intervals of the shortwave radiation scheme, is fixed to 0.865 and 0.910, res...
	(2.56)
	These cloud shortwave radiative parameters have been fitted to in situ measurements of stratocumu...
	For the optical properties of ice clouds, we have
	(2.57)
	where the coefficients have been derived from Ebert and Curry (1992) for the two intervals of the...



	2.4 Horizontal interpolation
	As stated in the introduction, the cost of the radiation scheme described in the previous section...
	In order to cut down the computing costs, the full radiation scheme is only used every 3 hours (“...
	To do so we define an effective transmissivity at each of the model level such that:
	(2.58)
	where is the solar (shortwave) flux and is the solar flux at the top of the atmosphere. The value...
	The interpolation is done only in the zonal direction because of the strong meridional variation ...

	2.5 Input to the radiation scheme
	2.5.1 Model variables
	Temperature values are needed at the boundaries of the layers, where the fluxes are computed. The...
	(2.59)
	At the bottom of the atmosphere, either the surface temperature or the temperature at 2 m is used...

	2.5.2 Clouds
	Cloud fraction, and liquid/ice water content is provided in all layers by the cloud scheme.

	2.5.3 Aerosols
	Horizontal distributions for four climatological types of aerosols (oceanic, desert, urban, and s...

	2.5.4 Carbon dioxide, ozone and trace gases
	Carbon dioxide, methane, nitrous oxide, CFC-11 and CFC-12 have constant volume concentrations of ...
	Two climatologies are available for the ozone distribution. In the first one (NOZOCL = 0), the oz...
	(2.60)
	The constants and are related to the total amount of ozone and the height of its maximum mixing r...

	2.5.5 Ground albedo and emissivity
	The background land albedo,, is interpolated to the model grid from the monthly mean values of a ...
	Spectral albedos for parallel and diffuse radiation are needed by the radiative code. In addition...
	(2.61)
	For sea ice, monthly values based on Ebert and Curry (1993) albedos for the Arctic Ocean are inte...

	Table 2.1 Diffuse and parallel albedo and window emissivity for each tiles
	0.06
	Ebert and Curry
	(1993)
	0.15
	Taylor et al.
	(1996)
	Ebert and Curry
	(1993)
	0.15
	0.99
	0.98
	0.96
	0.93–0.96
	0.98
	0.93–0.96
	0.93–0.96
	0.93–0.96
	The thermal emissivity of the surface outside the 800–1250 spectral region is assumed to be 0.99 ...
	2.5.6 Solar zenith angle
	Equations to compute the annual variation of the solar constant , the solar declination and the d...
	(2.62)
	where is the earth radius and is the atmospheric equivalent height. is fixed at 0.001277.



	2.6 The radiation code
	Routine RADHEAT or RADHEATN (depending whether the diagnostic or prognostic cloud scheme is used)...
	Table 2.2 Spectral distribution of the absorption by atmospheric gases in RRTM
	10-250
	8
	H2O
	H2O
	250-500
	14
	H2O
	H2O
	500-630
	16
	H2O, CO2
	H2O, CO2
	630-700
	14
	H2O, CO2
	O3, CO2
	700-820
	16
	H2O, CO2, CCl4
	O3, CO2, CCl4
	820-980
	8
	H2O, CFC11, CFC12
	CFC11, CFC12
	980-1080
	12
	H2O, O3
	O3
	1080-1180
	8
	H2O, CFC12, CFC22
	O3, CFC12, CFC22
	1180-1390
	12
	H2O, CH4
	CH4
	N.B.: CCl4 and CFC22 are presented not accounted for in the ECMWF model.
	2.6.1 Set-up routines
	• SUECRAD provides the interface with the user, via the namelist NAERAD. It defines the constants...
	• ECRADFR modifies the frequency of full radiative computations (from CNT4).
	• SUAERL and SUAERSN set up the longwave and shortwave radiative characteristics of the aerosols ...
	• SUAERH defines the geographical distribution of aerosols, in terms of spectral coefficients (fr...
	• SUAERV defines the globally averaged vertical distribution of the aerosols (from SUECRAD).
	• SUCLOP sets up the longwave and shortwave radiative properties of the ice and water clouds (fro...
	• SUECOZO computes the Legendre coefficients for the ozone distribution according to the time of ...
	• SULWN sets up the coefficients for the longwave radiative computations (from SUECRAD).
	• SURDI sets up the concentrations of radiatively active gases and security parameters for the ra...
	• SUSAT sets up position and altitude of geostationary satellites in case of diagnostic simulatio...
	• SUSWN sets up the coefficients for the shortwave radiative computations (from SUECRAD).
	• UPDTIER updates the time for full radiative computations (from ECRADFR).
	• The routines SUAERH , SUECOZO are called only once per full radiation step, at the first row.
	• SURRTAB precomputes the array linking gaseous optical thickness and the transmission function (...
	• SURRTFTR includes all coefficients related to the -point configuration (RRTM). (called from SUE...
	• SURRTPK defines the limits of the spectral intervals, and the coefficients of the spectrally de...
	• SURRTRF defines the pressure and temperature reference profiles used for the tabulation of the ...
	• RRTM_CMBGBn, for each of the 16 spectral intervals, remaps the absorption coefficients from 16 ...
	• RRTM_INIT_140GP performs the -point reduction from 16 per band to a band-dependant number (colu...
	• RRTM_KGBn contain the various absorption coefficients for all gases relevant to the different s...

	2.6.2 Main routines
	• RADINT is called by RADDRV to launch the full radiation computations. Zonal mean diagnostic of ...
	• RADLSW is the driver routine of the solar and thermal fluxes by calling specialized routines SW...

	2.6.3 Specialized routines
	• RADSRF is called from RADPAR/CALLPAR to compute surface albedo and emissivity. It computes the ...
	• LW organizes the longwave computation by calling in turn LWU, LWBV, LWC.
	• LWU computes the effective absorber amounts including the pressure and temperature dependencies...
	• LWBV calls LWB and LWV
	• LWB computes the Planck function with relation to temperature for all levels and spectral inter...
	• LWV organizes the vertical integration by calling LWVN which deals with the contribution to the...
	• LWTT and LWTTM compute the relevant transmission functions needed in LWVN, LWVD, and LWVB.
	• LWC introduces the effect of clouds on the longwave fluxes.
	• SW organizes the shortwave computation by calling in turn SWU, SW1S, and SW2S.
	• SWU computes the effective absorber amounts including the pressure and temperature dependencies...
	• SW1S and SW2S deal with the shortwave radiation transfer in the two spectral intervals used to ...
	• SWTT and SWTT1, computes the relevant transmission functions.
	• RRTM_RRTM_140GP organizes the longwave computation by calling in turn, within a loop on the ind...
	• RRTM_ECRT_140GP defines the surface spectral emissivity, and the spectral aerosol thickness, an...
	• RRTM_SETCOEF_140GP computes the indices and frcations related to the pressure and temperature i...
	• RRTM_GASABS1A_140GP launches the calculation of the spectrally defined optical thickness for ga...
	• RRTM_RTRN1A_140GP computes the downward then upward fluxes, using a diffusivity-type approximat...

	2.6.4 Heating rate computation
	• RADHEAT or RADHEATN, depending whether the diagnostic or the prognostic cloud scheme is used, r...
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	Planck function integrated over the half sphere with the factor invoving absorbed: in units
	of flux ()
	fractional cloud cover
	specific heat at constant pressure of moist air
	specific heat at constant pressure of dry air
	specific heat at constant pressure of water vapour
	incident solar radiance in the direction
	radiative flux
	fractional scattering into the forward peak
	acceleration of gravity
	asymmetry factor for aerosol scattering
	absorption coefficient
	monchromatic radiance at wavenumber
	magnification factor ()
	ozone mixing ratio
	scattering phase function
	pressure
	probability of a photon encountering an absorber amount between and
	specific humidity
	diffusivity factor ()
	mean effective radius of cloud water droplets
	reflectance
	solar flux at the top of the atmosphere
	transmittance
	temperature
	monchromatic transmission at wavenumber
	absorber amount
	surface albedo
	cloud particle absorbtion coefficient
	extinction coefficient
	scattering coefficient
	molecular absorption of gases
	optical depth
	cloud emissivity
	wavenumber
	single scattering albedo ()
	scattering phase function
	azimuth angle
	zenith angle
	direction of incident solar beam
	angle between incident and scattered radiances
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	3.1 Introduction
	The parametrization scheme described in this chapter represents the turbulent transfer of heat, m...
	The equation for the vertical diffusion of any conservative quantity is:
	(3.1)
	The vertical turbulent flux (positive downwards) is written using a first-order turbulence closur...
	(3.2)
	where is the pressure at the top of the atmosphere. For heat and moisture the surface boundary co...
	The vertical diffusion process is applied to the two horizontal wind components, and , the specif...
	(3.3)
	where and , , and are the specific heats at constant pressure of dry air, water vapour and moist ...
	The problem is simplified by assuming that remains constant with respect to time during the turbu...
	The surface boundary condition is applied between the downward scanning elimination and the upwar...
	Finally, the tendency of the variable temperature is computed, modified by the effects of local d...

	3.2 The surface layer
	The surface layer approximation is applied between the lowest model level (about 10 m above the s...
	(3.4)
	The scaling parameters , and are expressed in terms of surface fluxes:
	(3.5)
	The stability parameter is the Obukhov length defined as
	(3.6)
	is the virtual temperature flux in the surface layer, is the Von Kármán constant (), is a referen...
	In the surface layer, the gradient functions (3.4) can be integrated to profiles
	(3.7)
	(3.8)
	(3.9)
	(3.10)
	, and are the roughness lengths for momentum, heat and moisture. The stability profile functions ...
	In extremely stable situations, i.e. for very small positive , the ratio is large, resulting in u...
	3.2.1 Surface fluxes
	Surface fluxes for heat and moisture are computed separately for the different tiles, so most of ...
	Assuming that the first model level above the surface is located in the surface boundary layer at...
	(3.11)
	where , and are provided by the land scheme, , and is the apparent surface humidity also provided...
	The transfer coefficients can be expressed as follows
	(3.12)
	(3.13)
	(3.14)
	The wind speed is expressed as
	(3.15)
	with the free convection velocity scale defined by
	(3.16)
	The parameter is a scale height of the boundary layer depth and is set to constant value of 1000�...

	3.2.2 Stability functions
	The empirical forms of the dimensionless gradient functions (equations (3.4)) have been deduced f...
	(a) In unstable conditions, , the gradient functions proposed by Dyer and Hicks are used (Dyer, 1...
	(3.17)
	These functions can be integrated to the universal profile stability functions, , (Paulson, 1970):
	(3.18)
	with . The -functions are used in the surface layer and the -functions for unstable stratificatio...
	(b) For stable conditions, , the code contains gradient function as documented by Hogström (1988)...
	(3.19)
	These functions were meant to be used for local closure above the surface layer, but are not used...
	The stable profile functions as used in the surface layer, are assumed to have the empirical form...
	(3.20)
	where , , , and .

	3.2.3 Computation of the Obukhov length
	The transfer coefficients needed for the surface fluxes require the estimation of stability param...
	(3.21)
	with
	(3.22)
	where and are the virtual potential temperatures at level and at the surface, and is a virtual po...
	(3.23)
	Knowing at time , a first guess of the Obukhov length is made from fluxes computed at the previou...
	In contrast to the previous formulation used in the model (Louis et al., 1982), the present schem...

	3.2.4 Roughness lengths
	The integration constants , and , in the equations for the transfer coefficients , and , (equatio...
	• Over land, roughness lengths are assumed to be fixed climatological fields as described in Chap...
	• Over sea, the specification of surface roughness lengths is particularly important. Because of ...
	(3.24)
	These expressions account for both low and high wind regimes:
	• At low wind speed the sea surface becomes aerodynamically smooth and the sea surface roughness ...
	• At high wind speed the Charnock relation is used. The chosen constants are , , and (Brutsaert, ...
	The smooth-surface parametrization is retained in high wind speed regimes for heat and moisture b...
	(3.25)
	with from equation (3.16) using fluxes from the previous time step.


	3.3 The exchange coefficients above the surface layer
	3.3.1 General
	A first order closure specifies the turbulent flux of a given quantity at a given model level pro...
	(3.26)
	The exchange coefficients are estimated at half model levels. The computation of the exchange coe...
	(3.27)
	Given the value of , in stable local conditions the stability parameter is deduced from precomput...

	3.3.2 The exchange coefficients
	3.3.2 (a) Turbulence length scale
	The mixing lengths used in the surface layer are bounded in the outer layer by introducing asympt...
	(3.28)
	The underlying idea is that vertical extent of the boundary layer limits the turbulence length sc...
	. (3.29)
	Parameter is 1 in the boundary layer but reduces the length scales above the boundary layer in or...
	(3.30)
	where and .

	3.3.2 (b) M–O similarity with Ri< 0 (Area 1 in Fig. 3.1 )
	In this regime, the exchange coefficients are based on local similarity (Nieuwstadt, 1984) statin...
	(3.31)
	Here it is used for the unstable regime above the boundary layer, basically to provide strong ver...

	3.3.2 (c) Revised Louis scheme for Ri > 0 (Area 1 in Fig. 3.1 )
	The use of Eq. (3.31) to define the exchange coefficients in the stable regime was found to be de...
	(3.32)
	The functional dependencies of and with are:
	(3.33)
	with and (these functions are revised versions of the Louis et al., 1982 functions and were intro...

	3.3.2 (d) Unstable at the surface (Area 2 in Fig. 3.1 )
	In unstable surface conditions (), the exchange coefficients are expressed as integral profiles f...
	First a characteristic turbulent velocity scale is computed:
	(3.34)
	The velocities and are defined by equations (3.25) and (3.16) respectively.
	Since the most energetic transporting scales of turbulent motion in the convective boundary layer...
	(3.35)
	The mixed-layer depth, , is then defined in terms of the first level k above the surface where , ...
	• Area 2.1 in Fig. 3.1 . In the surface layer above the first atmospheric level, , the exchange c...
	(3.36)
	• Area 2.2 in Fig. 3.1 . In the unstable outer layer (), similar expressions are used:
	(3.37)
	The Prandtl number is evaluated at .
	• Entrainment zone. Entrainment at the top of the convective boundary layer is taken into account...
	(3.38)
	where the entrainment constant is determined from experimental data. The numerical value of 0.2 i...
	Figure 3.1 Schematic diagram of the different regions of the boundary layer.
	Knowing the flux at the top of the mixed layer, the exchange coefficient can be expressed as:
	(3.39)
	Then at :
	(3.40)
	Instead of the exchange coefficients themselves, the scaled quantities are computed
	(3.41)
	where is the implicitness factor of the finite difference scheme (see equation (3.44)).


	3.4 Solution of the vertical diffusion equation
	The equations for turbulent transfer are solved with the tendencies from the adiabatic (subscript...
	(3.42)
	Since the thickness of the model layers is small near the ground, the time-stepping procedure mus...
	(3.43)
	where
	(3.44)
	The parameter determines the implicitness of the scheme. For the scheme is explicit, for we have ...
	The previous equation can be written as
	(3.45)
	leading to the inversion of a tridiagonal matrix to solve for . The coefficients are defined from...
	At the lowest level () the equation includes the surface fluxes which are obtained by averaging o...
	(3.46)
	with and
	(3.47)
	Eq. (3.46) can be re-written
	(3.48)
	Term at on the right hand side is obtained from coupling this last equation with the calculation ...
	At the top of the atmosphere () turbulent fluxes at set to zero and we have
	(3.49)
	which can be re-written
	(3.50)
	The tridiagonal matrix equation is solved by a downward elimination scan followed by an upward ba...

	3.5 The skin temperature
	The surface energy balance is satisfied independently for the tiles by calculating the skin tempe...
	The following general discussion applies to each tile but the parameters are tile dependent as di...
	(3.51)
	where and are the net shortwave and longwave radiation fluxes at the surface and the right hand s...
	(3.52)
	(3.53)
	(3.54)
	In order to solve for the skin temperature implicitly, the surface energy balance is solved toget...
	(3.55)
	(3.56)
	Since the vertical diffusion equation is formulated in terms of the time extrapolated parameters ...
	(3.57)
	(3.58)
	Also needs to be expressed in surface variables. For this purpose the moisture correction in is e...
	(3.59)
	(3.60)
	The net long-wave radiation at the surface is linearized with respect to skin temperature at the ...
	(3.61)
	Substituting in (3.57) and replacing and in surface energy balance equation (3.51) by equations (...
	(3.62)
	with from equation (3.60). Following the downward elimination scan of the tridiagonal matrices fo...
	This procedure is fully implicit for the dominant tile in the sense that atmospheric and skin var...

	3.6 Tendency calculations and energy dissipation
	Total wind and specific humidity tendencies after the vertical diffusion (including also the dyna...
	(3.63)
	The kinetic energy lost by the mean flow through the diffusion process, , is
	(3.64)
	The kinetic energy lost is assumed to be transformed locally into internal energy. This procedure...
	(3.65)

	3.7 Shorter time step in the vertical diffusion scheme
	The vertical diffusion scheme is called three times in every physics time step, with a time step ...

	3.8 Diagnostic computations for postprocessing
	3.8.1 Diagnostic boundary layer height
	Because of its importance for applications (e.g. in air pollution modelling), the boundary layer ...
	(3.66)
	where index indicates the lowest model level and indicates the boundary layer height i.e the leve...

	3.8.2 Wind at 10 m level
	Wind at the 10 m level is computed for postprocessing because it is the standard level for SYNOP ...
	In order to make the postprocessed wind compatible with SYNOP observations, the concept of exposu...
	The interpolation procedure is as follows. First the blending height and the interpolation roughn...
	(3.67)
	(3.68)
	where , is the horizontal wind speed at the blending height either interpolated from model levels...

	3.8.3 Temperature and humidity at the 2 m level
	Computation of temperature and moisture at the 2 m level is based on interpolation between the lo...
	(3.69)
	(3.70)
	with , if , and otherwise and . Temperature is derived from and with equation (3.3). Also the dew...

	3.8.4 Wind gusts
	The computation of gusts is intended to be compatible with WMO observing practise for wind extrem...
	First the horizontal wind speed at the 10 m level is computed from the lowest model level (no exp...
	(3.71)
	To simulate gusts, the standard deviation of the horizontal wind is estimated on the basis of the...
	(3.72)
	with . The difference between the gust and is proportional to , where the multiplier has been det...
	(3.73)
	From the controlling parameters it is clear that the effects of surface friction (through surface...


	3.9 Code
	Vertical diffusion, which affects temperature, velocities and specific humidity, is performed in ...
	At the start of the model integration the following setup routines are called to initialize modul...
	• SUVDF. Setup routine for a number of parametrization constants.
	• SUVDFS. Setup routine for constants and tables related to the stability functions. Stability fu...
	• SUVEG. Setup routine for vegetation and tile parameters.
	The main subroutine (VDFMAIN) does a sequence of computations and subroutine calls:
	• The tiled surface fluxes and tiled skin temperatures are cycled from time step to time step (fl...
	• VFDUPDZ0. This routine computes roughness lengths for momentum, heat and moisture over ocean su...
	• The dry static energy is computed on model levels.
	• A grid box average of the surface albedo is computed from the tile albedo and the tile fractions.
	• VDFSURF. This routine prepares the surface boundary conditions for temperature and humidity and...
	• VFDEXCS. This routine determines the drag transfer coefficients between the surface and the low...
	• VDFEVAP. This routine computes for each tile the equivalent evapo-transpiration efficiency and ...
	• VDFSFLX. This routine computes surface fluxes for each tile (heat flux, evaporation, momentum f...
	• VDFDPBL. This routine diagnoses the boundary layer height for time level . This boundary layer ...
	• VFDEXCU. This routine determines the turbulent diffusion coefficients between the model levels ...
	• VDFDIFM. This routine solves the diffusion equation for momentum, by Gaussian elimination of th...
	• VDFDIFH. This routine solves the diffusion equations for dry static energy and specific humidit...
	• VDFINCR. This routine computes the tendencies of the prognostic variables and estimates the kin...
	• VDFTFLX. This routine computes the tile fluxes at the new time levels. These are also the fluxe...
	• VDFPPCPL. This routine computes the surface 2 metre temperature and humidity (dew point and spe...
	• VDFPPGUST. This routine computes wind gusts as they are typically observed by standard WMO SYNO...

	APPENDIX A List of symbols
	transfer coefficient for heat
	transfer coefficient for momentum (drag coefficient)
	transfer coefficient for moisture
	specific heat at constant pressure of moist air
	specific heat at constant pressure of dry air
	specific heat at constant pressure of water vapour
	kinetic energy lost by the diffusion process
	Coriolis parameter
	horizontal wind speed at blending height (for pp of 10 m wind)
	horizontal wind speed at 10 m level (for pp)
	acceleration of gravity
	diagnosed boundary layer height
	blending height (for pp of 10 m wind)
	vertical turbulent flux of
	surface humidity flux
	surface flux of dry static energy
	surface momentum flux
	turbulent exchange coefficient for
	turbulent exchange coefficient for heat
	turbulent exchange coefficient for momentum
	turbulent exchange coefficient for moisture
	Obukhov length
	latent heat of vaporization/sublimation
	mixing length for heat
	mixing length for momentum
	number of tiles
	pressure
	Prandtl number
	specific humidity
	virtual temperature flux in the surface layer
	saturation specific humidity
	gas constant for dry air
	gas constant for water vapour
	net long wave radiation at the surface
	net short wave radiation at the surface
	relative humidity at the surface
	local Richardson number
	bulk Richardson number for the surface layer
	dry static energy
	virtual dry static energy
	temperature
	time
	horizontal wind speed
	, horizontal wind components
	friction velocity
	free convection velocity scale
	turbulent velocity scale
	roughness length for momentum (aerodynamic roughness length)
	roughness length for heat
	roughness length for moisture
	scale height of the boundary layer
	height of the lowest model level
	roughness length for momentum at SYNOP station
	roughness length for heat at SYNOP station
	roughness length for moisture at SYNOP station
	height of sreen level observation (2 m)
	height of surface wind observation (10 m)
	implicitness factor for diffusion equation
	Charnock parameter
	scaling parameter for asymptotic mixing length
	time step
	vertical grid length
	virtual potential temperature
	Von Kármán’s constant
	asymptotic mixing length
	conductivity of
	kinematic viscosity
	density
	standard deviation of horizontal wind
	geopotential
	universal gradient stability function for wind
	universal gradient stability function for temperature
	universal gradient stability function for moisture
	symbolic reference to a conservative quantity
	universal profile stability function for wind
	universal profile stability function for temperature
	universal profile stability function for moisture
	Subscripts:
	tile index
	level index (counted from model top downwards)
	referring to lowest model level
	referring to the skin layer
	referring to the surface
	Superscrips:
	index for old time level, indicating beginning of time step
	index for new time level, indicating end of time step
	index referring to the latest full radiation time step
	Special symbols:
	implicit variable defined by equation (3.44)
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	4.1 General principles
	The influence of subgridscale orography on the momentum of the atmosphere, and hence on other par...
	The scheme is based on ideas presented by Baines and Palmer (1990), combined with ideas from bluf...
	(4.1)
	where is the maximum height of the obstacle, is the wind speed and is the Brunt–Väisälä frequency...
	At small all the flow goes over the mountain and gravity waves are forced by the vertical motion ...
	. (4.2)
	In the simple case when the incident flow is at right angles to the ridge the surface stress due ...
	(4.3)
	provided that the Boussinesq and hydrostatic approximations apply. In Eq. (4.3) is a function of ...
	At large , the vertical motion of the fluid is limited and part of the low-level flow goes around...
	(4.4)
	where is a critical non-dimensional mountain height of order unity. The depth can be viewed as th...
	(4.5)
	Here represents the horizontal width of the obstacle as seen by the flow at an upstream height an...
	(4.6)
	In Eq. (4.6), it is assumed that the level is raised up to the mountain top, with each layer belo...
	. (4.7)
	However, when the non-dimensional height is close to unity, the presence of a wake is generally a...
	. (4.8)
	The addition of low-level drag below the depth of the blocked flow, , enhances the gravity-wave s...
	In the present scheme the value of is allowed to vary with the aspect ratio of the obstacle, as i...

	4.2 Description of the scheme
	Following Baines and Palmer (1990), the subgrid-scale orography over one grid-point region is rep...
	The scheme uses values of low-level wind velocity and static stability which are partitioned into...
	(4.9)
	In the inequality (4.9), the wind speed, , is calculated by resolving the wind, , in the directio...
	In the following subsection the drag amplitudes will be estimated combining formulae valid for el...
	4.2.1 Blocked-flow drag
	Within a given layer located below the blocking level , the drag is given by Eq. (4.5). At a give...
	, (4.10)
	where, by comparison with Eq. (4.6), it is also supposed that the level (i.e. the model mean orog...
	(4.11)
	where is the angle between the incident flow direction and the normal ridge direction, , For one ...
	. (4.12)
	Furthermore, the number of consecutive ridges (i.e. located one after the other in the direction ...
	. (4.13)
	Relating the parameters and to the subgrid-scale orography parameters and and, allowing the drag ...
	, (4.14)
	and the drag per unit area and per unit height can be written
	. (4.15)
	The drag coefficient is modulated by the aspect ratio of the obstacle to account for the fact tha...
	(4.16)
	where the constants and are defined below. The difference between Eq. (4.15) and Eq. (4.16) has b...
	In practice, Eq. (4.16) is suitably resolved and applied to the component from of the horizontal ...

	4.2.2 Gravity-wave drag
	This gravity-wave part of the scheme is based on the work of Miller et al. (1989) and Baines and ...
	(4.17)
	where , and is a constant of order unity. Furthermore, when or are significantly smaller than the...
	(4.18)
	where has been replaced by , and by .
	It is worth noting that, since the basic parameters , , are evaluated for the layer between and a...
	(4.19)
	Above the height are waves with an amplitude such that .


	4.3 Specification of subgrid-scale orography
	For completeness, the following describes how the subgrid-scale orography fields were computed by...
	(i) The net variance, or standard deviation, , of in the grid-point region. This is calculated fr...
	(ii) A parameter which characterizes the anisotropy of the topography within the grid-point region.
	(iii) An angle , which denotes the angle between the direction of the low-level wind and that of ...
	(iv) A parameter which represents the mean slope within the grid-point region.
	The parameters and may be defined from the topographic gradient correlation tensor
	,
	where , and , and where the terms be calculated (from the USN data-set) by using all relevant pai...
	, (4.20)
	the principal axis of is oriented at an angle to the -axis, where is given by
	. (4.21)
	This gives the direction where the topographic variations, as measured by the mean-square gradien...
	,
	where , and are given by Eq. (4.20). The anisotropy of the orography or ‘aspect ratio’. is then d...
	(4.22)
	If the low-level wind vector is directed at an angle to the -axis, then the angle is given by
	. (4.23)
	The slope parameter, , is defined as
	, (4.24)
	i.e. the mean-square gradient along the principal axis.

	4.4 Code
	The code mirrors the basic form of the scheme. Hence there is a routine defining all the basic in...
	The orography parametrization is called from CALLPAR as GWDRAG which in turn calls GWSETUP, and G...
	4.4.1 GWSETUP
	This defines various reference model levels for controlling the vertical structure of the calcula...
	(a) The definition of the Brunt–Väisälä frequency on half levels
	(4.25)
	(b) The definition of the mean wind components in the layer (where is the standard deviation of t...
	(4.26)
	and similarly for ; likewise the mean static stability, , and the mean density, are calculated.
	(c) The calculation of necessary geometry pertaining to geographical orientation of subgridscale ...
	(4.27)
	(4.28)
	(4.29)
	and , where is the orientation of ridges relative to east, and the calculation of Phillips (1984)...
	, (4.30)
	where is the anisotropy of the subgridscale orography.
	(d) The calculation of the vertical wind-profile in the plane of the gravity wave stress. Defining
	and similarly for , where ,
	then the wind profile is defined level-by-level as
	, (4.31)
	where and ; the values of are also used to compute half level values etc. by linear interpolation...
	(e) The calculation of basic flow Richardson Number
	(f) The calculation of the depth of the layer treated as ‘blocked’ (i. e. experiencing a direct d...
	(4.32)
	where is a constant defined later.
	(g) The calculation of the layer in which low-level wave-breaking occurs (i. e. the layer experie...
	; (4.33)
	the value of is not allowed to be less than .
	(h) The calculation of the assumed vertical profile of the subgridscale orography needed for the ...
	(4.34)

	4.4.2 GWPROFIL
	This computes the vertical profile of gravity-wave stress by constructing a local wave Richardson...
	,
	where is the Richardson number of the basic flow. The parameter in whichrepresents the amplitude ...
	When low-level breaking occurs the relevant depth is assumed to be related to the vertical wavele...
	(4.35)
	where the asterisk subscript indicates that the value is at the level .

	4.4.3 GWDRAG
	This is the main routine. After calling GWSETUP, it defines the gravity-wave stress amplitude in ...
	(4.36)
	(where is a constant defined later and is the mean slope of the subgrid-scale orography) and then...
	(4.37)
	where is a constant defined later and is the mean slope of the subgrid-scale orography.
	(4.38)
	where is the necessary geometric function to generate components, (similarly for ).
	Next the low-level blocking calculations are carried out for levels below . These are done level-...
	, (4.39)
	where and and have been defined earlier, Eq. (4.39) is evaluated in the following partially impli...
	then and . Hence
	This calculation is done level-by-level.
	Finally the tendencies are incremented. This includes local dissipation heating in the form
	where , and etc.
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	5.1 Introduction
	Cumulus convection is parametrized by a bulk mass flux scheme which was originally described in T...

	5.2 Large-scale budget equations
	The contributions from cumulus convection to the large-scale budget equations of heat moisture an...
	(5.1)
	where, are the net contributions from all clouds to the updraught and downdraught mass fluxes, an...
	(5.2)
	where and are the fluxes of precipitation in the forms of rain and snow at height z. and are the ...

	5.3 Cloud model equations
	5.3.1 Updraughts
	The updraught of the cloud ensemble is assumed to be in a steady state. Then the bulk equations f...
	(5.3)
	where and are the rates of mass entrainment and detrainment per unit length, is the updraught clo...
	The vertical integration of (5.3) requires knowledge of the cloud-base mass flux and of the mass ...
	Entrainment of mass into convective plumes is assumed to occur (1) through turbulence exchange of...
	(5.4)

	5.3.1 (a) Entrainment and detrainment rates
	Turbulent entrainment and detrainment are parametrized as
	(5.5)
	where the fractional entrainment/detrainment rates depend inversely on cloud radii in the updraug...
	(5.6)
	By assuming typical cloud sizes for the various types of convection, average values of entrainmen...
	(5.7)
	For penetrative convection and mid-level convection we deliberately impose a very small value typ...

	5.3.1 (b) Organized entrainment and detrainment
	Organized entrainment is applied to deep and mid-level convection. The formulation used is discus...
	Organized detrainment is estimated from the vertical variation of the updraught vertical velocity...
	(5.8)
	with
	(5.9)
	where is the updraught kinetic energy, is the virtual temperature of the updraught and the virtua...
	() is the virtual mass coefficient (Simpson and Wiggert 1969), the factor () is introduced becaus...
	enters the scheme in several ways: (i) for the generation and fallout of rain (Section 5.6), (ii)...
	determines the level to which convection penetrates (where it reduced to zero). This allows conve...
	(5.10)
	This assumes that the cloud area remains constant in the detraining layer and neglects the vertic...

	5.3.2 Downdraughts
	Downdraughts are considered to be associated with convective precipitation from the updraughts an...
	(5.11)
	The vertical distribution of the downdraught mass flux, dry static energy, moisture and horizonta...
	(5.12)
	is the evaporation of convective rain to maintain a saturated descent; the moistening and cooling...
	Entrainment and detrainment in downdraughts are highly uncertain as relevant data are not availab...

	5.3.2 (a) Turbulent entrainment and detrainment
	For turbulent mixing
	(5.13)

	5.3.2 (b) Organized entrainment and detrainment
	Organized entrainment for the downdraught is based upon a formulation suggested by Nordeng (1994);
	(5.14)
	where is the vertical velocity in the downdraught at the LFS (set to 1 m s-1).
	The scheme has no explicit rain water equation for the downdraught and so is estimated by
	(5.15)
	Organized detrainment from the downdraught occurs when either the downdraught becomes positively ...


	5.4 Convective types
	In using a bulk mass flux scheme, as opposed to a scheme which considers an ensemble of convectiv...
	For convection initiating from the surface, the original version of the convection scheme (Tiedtk...
	Once the type of convection has been determined its intensity (controlled by the cloud-base mass ...
	5.4.1 Deep convection
	Following Fritsch and Chappell (1980) and Nordeng (1994), the cloud base mass flux for deep conve...
	(5.16)
	where
	(5.17)
	where and describe the vertical variation of the updraught and downdraught mass flux due to entra...
	(5.18)
	Using Eq. (5.18) in Eq. (5.16) results in an expression for the cloud base mass flux. CAPE is est...
	(5.19)
	In practice the vertical variation of the updraught and downdraught mass fluxes (a and b above) i...
	The adjustment time scale is rather arbitrary but experience suggests that to prevent grid-scale ...
	(5.20)
	where is the grid-scale vertical velocity. The magnitude of the grid-scale vertical velocity roug...
	(5.21)
	However for resolutions of the deterministic forecasts (TL319) this leads to a value for of 1400s...
	As horizontal resolution increases, parts of convective cloud systems may become better resolved ...
	The vertical distribution of the updraught mass flux above cloud base is determined by assuming t...
	(5.22)
	Organized entrainment is only considered in the lower part of the cloud layer where large-scale c...

	5.4.2 Shallow convection
	Here we consider cumulus convection, which predominantly occurs in undisturbed flow, that is in t...
	(5.23)
	with
	(5.24)
	The moisture supply to the shallow cumulus is largely through surface evaporation as the contribu...
	An initial estimate for the updraught base mass flux is obtained using Eq. (5.23). If downdraught...
	(5.25)
	Again downdraught properties are obtained using the original estimate of the updraught base mass ...
	No organized entrainment is applied to shallow convection. As turbulent entrainment and detrainme...

	5.4.3 Mid-level convection
	Mid-level convection, that is, convective cells which have their roots not in the boundary layer ...
	Although it is not clear how significant the organization of convection in mesoscale rain bands i...
	The convective mass flux at cloud base is set equal to the vertical mass transport by the large-s...
	(5.26)
	following the notation of Subsection 5.4.1 above. Again two estimates of the updraught base mass ...
	In addition to the injection of mass through cloud base, we assume again that cloud air is produc...


	5.5 Sub-cloud layer
	The first level at which convective mass, momentum and thermodynamic fluxes are estimated is clou...
	Care must be taken to ensure that fluxes of liquid water are zero below cloud base. Through the c...
	(5.27)
	where refers to the value of at the level immediately below cloud base. is given by
	(5.28)
	and is the surface pressure.
	For deep and shallow convection is set to 1 (implying a linear decrease in the flux with pressure...
	For the remainder of the sub-cloud layer, fluxes at level ‘B+1’ are reduced to zero at the surfac...
	(5.29)
	where is the pressure at level of the model.
	The cloud-mass and momentum fluxes in the sub-cloud layer are treated in a similar manner.

	5.6 Cloud microphysics
	5.6.1 Freezing in convective updraughts
	We assume that condensate in the convective updraughts freezes in the temperature range maintaini...

	5.6.2 Generation of precipitation
	The conversion from cloud water/ice to rain/snow is treated in a consistent way with that in the ...
	(5.30)
	where and . is the updraught vertical velocity and is limited to a maximum value of 10 m s-1 in E...
	Sundqvist (1988) takes account of the Bergeron-Findeisen process for temperatures below through a...
	(5.31)
	where
	(5.32)
	,and .
	Eq. (5.30) is integrated analytically in the vertical.

	5.6.3 Fallout of precipitation
	The fallout of rain water/snow is parametrized as (e.g. Kuo and Raymond, 1980)
	(5.33)
	where is the model layer depth. The terminal velocity is parametrized as (Liu and Orville, 1969)
	(5.34)
	where is given in units of . Since the fall speed of ice particles is smaller than that of water ...

	5.6.4 Evaporation of rain
	The evaporation of convective rain is parametrized following a proposal of Kessler (1969), where ...
	(5.35)
	where is a constant being zero for .
	As the density of rain is not given by the model it is convenient to express it in terms of the r...
	(5.36)
	where is the mean fall speed of rain drops which again is parametrized following Kessler (1969).
	(5.37)
	(Note that this is different from the formulation used in the estimation of the fallout of precip...
	Thus we have
	(5.38)
	Since the convective rain takes place only over a fraction of the grid area, the evaporation rate...
	(5.39)
	where the constants have the following values (Kessler, 1969)
	In view of the uncertainty of the fractional area of precipitating clouds a constant value of is ...
	The evaporation rate is calculated implicitly in the model by means of
	(5.40)
	which follows from
	(5.41)
	and
	(5.42)

	5.6.5 Melting and freezing of precipitation
	Melting of snow falling across the freezing level () is parametrized by a simple relaxation towar...
	(5.43)
	where is the amount of snow (kg m2 s) melting and t is a relaxation time scale which decreases wi...
	(5.44)
	The parametrization may produce melting over a deeper layer than observed (Mason 1971) but this h...


	5.7 Link to cloud scheme
	Before the introduction of the prognostic cloud scheme (see Chapter 6 ‘Clouds and large-scale pre...
	(5.45)
	where is the cloud fraction and the grid-box mean cloud water.

	5.8 Momentum transports
	Equation set (5.3) includes a treatment of the vertical transport of horizontal momentum by conve...
	Hence for deep and mid-level convection the turbulent entrainment and detrainment rates used in t...
	(5.46)
	where is the value of in level , while and are given by equation (5.7).
	When (below the mid-level of the cloud) , while if (in the upper part of the cloud) then . Gregor...
	The definition of the horizontal wind in the updraught and downdraught at cloud base and LFS is n...

	5.9 Discretization of the model equations
	The flux divergence in the large-scale budget equations (5.1) and in the cloud equations (5.3) an...
	(5.47)
	The definition of the large-scale variables at half levels pose a problem, when the half-level va...
	(5.48)
	where is the saturation moist static energy. Using an extrapolation like (5.48) for calculating t...
	(5.49)
	As the lines of the saturation moist static energy through point and the updraught moist static e...
	For horizontal winds, values at model half levels are set to those on the full model level below.
	The ascent in the updraughts is obtained by vertical integration of (5.3). Starting at the surfac...
	(5.50)
	Special care has to be taken in the discretization of (5.8) because of overshooting effects. A ce...
	(5.51)
	Finally, we mention that for numerical reasons the environmental air must not be convectively uns...
	(5.52)
	In fact, one of the forecasts with the ECMWF global model became numerically unstable when (5.23)...

	5.10 Structure of code
	The parametrization of cumulus convection is performed in subroutines shown in Fig. 5.1 .
	Figure 5.1 Structure of convection scheme
	CUCALLN
	Provides interface of routines for cumulus parametrization. It takes the input values through arg...
	CUMASTRN
	Master routine for convection scheme.
	CUININ
	Initializes variables for convection scheme (including vertical interpolation to the half model l...
	CUBASEN
	Calculates condensation level for surface air and sets updraught base variables.
	CUASCN
	Calculates ascent in updraughts. CUASCN is called twice, the second time after downdraughts have ...
	CUENTR
	Calculated entrainment and detrainment rates.
	CUBASMCN
	Calculates cloud base properties of mid-level convection.
	CUDLFSN
	Calculates the level of free sinking for downdraughts.
	CUDDRAFN
	Calculates the downdraught descent.
	CUFLXN
	Calculates final convective fluxes and surface precipitation rates taking into account of melting...
	CUDTDQN
	Calculates the tendencies of from convection.
	CUDUDV
	Calculates the tendencies of from convection
	CUADJTQ
	Calculates super/sub saturation and adjusts T and q accordingly.
	EXTERNALS
	Subroutine SATUR for calculating saturation mixing ratio.
	PARAMETERS
	Defined in subroutine SUCUM called from INIPHY.
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	6.1 Theory
	Cloud and large-scale precipitation processes are described by prognostic equations for cloud liq...
	6.1.1 Definitions
	6.1.1 (a) Specific cloud water content and cloud fraction
	The grid-mean specific cloud water/ice content is defined as
	, (6.1)
	where is the density of cloud water, is the density of moist air and is the volume of the grid bo...
	(6.2)
	Furthermore, the definition of the specific cloud water content per cloud area (in-cloud water/ic...
	(6.3)

	6.1.1 (b) Saturation specific humidity
	The saturation specific humidity is expressed as a function of saturation water vapour pressure as
	(6.4)
	where the saturation water vapour pressure is expressed with the Tetens formula
	(6.5)
	where and are different depending on the sign of (i.e. water or ice phase with )

	6.1.1 (c) Mixed phase
	In the scheme only one variable for condensed water species is used. The distinction between the ...
	(6.6)
	and represent the threshold temperatures between which a mixed phase is allowed to exist and are ...
	(6.7)
	where and are the saturation specific humidities with respect to water and ice, respectively. The...
	(6.8)

	6.1.2 Basic equations
	With these definitions and the usual assumption that clouds encountered extend vertically over th...
	(6.9)
	and
	(6.10)
	The terms on the right-hand side of Eq. (6.9) and Eq. (6.10) represent the following processes:
	• , — transport of cloud water/ice and cloud area through the boundaries of the grid volume
	• , — formation of cloud water/ice and cloud area by convective processes
	• , — formation of cloud water/ice and cloud area by boundary-layer turbulence
	• , — formation of cloud water/ice and cloud area by stratiform condensation processes
	• — rate of evaporation of cloud water/ice
	• — generation of precipitation from cloud water/ice
	• — dissipation of cloud water/ice by cloud top entrainment
	• — rate of decrease of cloud area due to evaporation.
	The large-scale budget equations for specific humidity , and dry static energy after introduction...
	(6.11)
	and
	(6.12)
	where and represent all processes except those related to clouds and radiation. is the latent hea...

	6.1.3 Definition of the source and sink terms
	6.1.3 (a) Convection
	Clouds formed by convective processes are parametrized by considering them to be condensates prod...
	(6.13)
	and the source of cloud area is described as
	(6.14)
	where is the detrainment of mass from cumulus updraughts, is the specific cloud water/ice content...

	6.1.3 (b) Boundary layer clouds
	This part of the scheme considers stratocumulus clouds at the top of convective boundary layers. ...
	(6.15)
	where and are updraught and downdraught specific humidity, respectively, and () is the cloud mass...
	(6.16)
	The subscripts ‘0’ and ‘top’ refer to model levels near the surface and close to the cloud top (i...
	(6.17)
	and the source of cloud air in terms of cloud cover is
	(6.18)

	6.1.3 (c) Formation of stratiform clouds
	Here the formation of clouds by non-convective processes (e.g. large-scale lifting of moist air, ...
	(6.19)
	where is the change of along a moist adiabat through point , is the area-mean generalized vertica...
	(a) in already existing clouds and
	(b) the formation of new clouds
	(6.20)
	Condensation in already existing clouds is described as
	(6.21)
	New clouds are assumed to form, when the grid-averaged relative humidity exceeds a threshold valu...
	(6.22)
	where , with being the pressure and the pressure at the surface, , is the height of the tropopaus...
	, (6.23)
	which can be expressed in terms of grid averages (using the definition ) as
	. (6.24)
	For the application of Eq. (6.24) at values of close to saturation, the constraint is imposed to ...
	The generation of cloud water/ice in newly formed clouds is then
	, (6.25)
	where is the fractional cloud cover produced in the time step by Eq. (6.24).

	6.1.3 (d) Evaporation of cloud water/ice
	The scheme describes evaporation of clouds by two processes in connection with large-scale and cu...
	(6.26)
	The first process is accounted for in the same way as stratiform cloud formation except that . Hence
	(6.27)
	Assuming a homogeneous horizontal distribution of liquid water in the cloud, the cloud fraction r...
	(6.28)
	The parametrization of cloud dissipation as cloud air mixes with environmental air is described a...
	(6.29)
	where the diffusion coefficient is
	(6.30)
	The decrease in cloud cover is parametrized as
	(6.31)
	where is the specific cloud water/ice content per cloud area as defined in Eq. (6.3). Note that b...

	6.1.3 (e) Cloud top entrainment
	Fluxes of heat, moisture, cloud water/ice, and momentum through cloud top due to the cloud top en...
	, (6.32)
	where stands for any of the transported variables and is the entrainment velocity. stands for the...
	. (6.33)
	(i) Clouds at the top of convective boundary layers. In the case of clouds at the top of convecti...
	, (6.34)
	where
	(6.35)
	is the average buoyancy flux in the mixed layer of height and .
	(ii) All cloud tops. The second contribution to the entrainment velocity is parametrized as
	, (6.36)
	where is the longwave radiative flux divergence and .
	Cloud water/ice transported into the cloud free layer above by entrainment is assumed to evaporat...

	6.1.3 (f) Precipitation processes
	Similar to radiation, precipitation processes are treated seperately in clear and cloudy skies. T...
	(6.37)
	with
	(6.38)
	and
	(6.39)
	where the step function, , marks the portion of the grid-cell containing cloud with a condensate ...
	The precipitation fraction in the gridbox is then described as
	(6.40)
	with
	(6.41)
	and
	. (6.42)
	Precipitation sources are represented differently for pure ice clouds and for mixed phase and pur...
	(6.43)
	The distinction is made as a function of temperature according to Eq. (6.6). The rain and snow fo...
	(i) Pure ice clouds. The precipitation process in ice clouds is treated separately for two classe...
	(6.44)
	where
	(6.45)
	is the total ice water content in g m-3, is set to 1 g m-3, b1=0.252 g m-3 and b2= 0.837. The fal...
	(6.46)
	based on Heymsfield and Donner (1990); the constants currently chosen are c1=3.29 and c2=0.16.
	The ice content in particles larger than 100 mm
	(6.47)
	is converted into snow within one timestep.
	Given the fallspeed and the separation by particle size the contribution to from pure ice clouds ...
	, (6.48)
	where is the time-step of the model. For the samll particle ice settling into cloudy area is trea...
	(ii) Mixed phase and pure water clouds. For mixed phase and pure water clouds a parametrization f...
	(6.49)
	where represents a characteristic time scale for conversion of cloud droplets into drops and is a...
	(6.50)
	and
	(6.51)
	to take into account the effect of collection of cloud droplets by raindrops falling through the ...
	(6.52)
	and
	(6.53)
	where is the local cloudy precipitation rate () and is the temperature at which the Bergeron–Find...
	(iii) Evaporation of precipitation. The parametrization of rain and snow evaporation is uncertain...
	(6.54)
	where is the clear-sky precipitation fraction. Evaporation of rain/snow only takes place when the...
	. (6.55)
	(iv) Melting of snow. The melting of snow is parametrized by allowing the part of the grid box th...
	, (6.56)
	where and
	.


	6.2 Numerics
	6.2.1 Integration of the equations for cloud water/ice and cloud cover
	As cloud processes are rapidly varying in time, care must be taken when Eq. (6.9) and Eq. (6.10) ...
	(6.57)
	where C is defined by Eq. (6.13), Eq. (6.17), Eq. (6.21), Eq. (6.25), Eq. (6.27) and Eq. (6.29) a...
	(6.58)
	with , , and defined by Eq. (6.14), Eq. (6.18), Eq. (6.24), Eq. (6.28) and Eq. (6.31). Analytical...
	(6.59)
	and
	(6.60)
	Since there are terms in Eq. (6.57) that depend on and terms in Eq. (6.58) that depend on the fol...
	. (6.61)
	Then Eq. (6.60) is divided by and solved yielding a new value for the in-cloud value which is con...

	6.2.2 Calculation of
	Special care has to be taken in the numerical calculation of from Eq. (6.19). Since the saturatio...

	6.2.3 Convective cloud source
	The vertical discretization of equations (6.13) and (6.14) is achieved with a simple upstream sch...
	(6.62)
	and
	. (6.63)
	Although two of the terms in equation (6.62) depend linearly on it was decided to treat the conve...

	6.2.4 Stratiform cloud source
	It is evident from (6.24) that the stratiform source of cloud cover is quadratically dependent on...
	. (6.64)

	6.2.5 Precipitation fractions
	The method to determine and is as follows. If precipitation is generated in a level through the p...
	, (6.65)
	and the cloudy precipitation flux at the base of level k is given by , where the twiddle symbol i...
	Because the clear precipitation flux is assumed to be horizontally uniform, evaporation does not ...
	, (6.66)
	where represents precipitation evaporation. Note that precipitation evaporation is a function of ...
	At the interfaces between levels, precipitation mass that is in cloud of the upper level may fall...
	There are four possible areas to be defined (see schematic in Figure ??): the area in which cloud...
	, (6.67)
	where is a tiny number set to 10-6. Equation (6.67) gives maximum overlap for clouds in adjacent ...
	. (6.68)
	Equation (6.68) makes the further assumption that there is maximum overlap between the area cover...
	. (6.69)
	The area in which clear precipitation flux of the upper level falls into cloud of the level below...
	, (6.70)
	which assumes maximum overlap between the portion of the cloud in the lower level k which has clo...
	. (6.71)
	Finally, the areas and fluxes at the top of level k can be related to those at the base of level ...
	, (6.72)
	, (6.73)
	, (6.74)
	. (6.75)
	From these equations it is obvious that total precipitation area, , and precipitation flux, , are...

	6.2.6 Precipitation sources
	After the integration of Eq. (6.60) the fallout of condensate (represented by the term in Eq. (6....
	. (6.76)
	The condensate falling out of model level is then distributed into rain, snow or cloud ice in the...
	(i) Pure water clouds. In the case of pure water clouds () all condensate falling out of a model ...
	. (6.77)
	(ii) Mixed phase clouds. In the case of mixed phase clouds () all condensate falling out of a mod...
	(6.78)
	and
	. (6.79)
	(iii) Pure ice clouds. In the case of pure ice clouds () the condensate falling out of a model le...
	(6.80)
	and
	, (6.81)
	where
	. (6.82)
	represents all sources and sinks of cloud ice not related to precipitation processes, whereas is ...
	, (6.83)
	where is the change of total cloud cover from layer to layer as described above. Hence,
	. (6.84)
	With these defintions the generation of snow in level becomes
	. (6.85)
	After the definitions above the precipitation at the surface can be written as
	. (6.86)

	6.2.7 Evaporation of precipitation
	Since the evaporation of precipitation has a threshold value of relative humidity at which the pr...
	(6.87)
	the implicit solution becomes
	, (6.88)
	where refers to the time level at the beginning of timestep . (6.88) ensures that evaporation of ...
	. (6.89)
	The smaller of the values given by (6.88) and (6.89) is then chosen as the true value of evaporat...

	6.2.8 Cloud top entrainment
	After parametrizing the entrainment flux as in Eq. (6.32) and the entrainment velocity as in Eq. ...
	The tendency equation for the cloudy model level, , can be written as
	, (6.90)
	where is the flux of taken at half-level . A similar equation can be written for the level immedi...
	(6.91)
	and
	. (6.92)

	6.2.9 Final moist adjustment
	After the calculation of the liquid water/ice tendency and the corresponding tendencies of temper...


	6.3 Code
	The parametrization of cloud and large-scale precipitation processes is performed in the followin...
	CLDPP
	This routine prepares the cloud variables for radiation calculations and calculates total, high, ...
	CLOUDSC
	This routine carries out all calculations necessary to solve Eq. (6.9) and Eq. (6.10). The calcul...
	• initial setup including calculation of
	•
	• tropopause height for Eq. (6.22)
	• mixed layer buoyancy integral as defined in Eq. (6.35)
	• convective source terms including freezing if different mixed phase assumptions are used for co...
	• entrainment velocity due to longwave cooling (Eq. (6.36))
	• generation of clouds at top of convective boundary layer (Eq. (6.17) and Eq. (6.18))
	• erosion of clouds by turbulent mixing (Eq. (6.29) and Eq. (6.31))
	• calculation of (see section 6.2.2)
	• large-scale evaporation (Eq. (6.27))
	• large-scale cloud formation (Eq. (6.21), Eq. (6.24), and Eq. (6.25))
	• analytical integration of the equation for (Eq. (6.59))
	• moist adjustment (see section 6.2.9)
	• analytical integration of the equation for (Eq. (6.60)) and precipitation (Eq. (6.37) to Eq. (6...
	• melting of snow (Eq. (6.56))
	• evaporation of precipitation (Eq. (6.54))
	• final tendency calculations
	• mixing due to cloud top entrainment (Eq. (6.91) and Eq. (6.92))
	• flux calculations for diagnostics

	APPENDIX A List of symbols
	advective transport through the boundaries of the grid box
	fraction of grid box covered by clouds
	fraction of grid box covered by precipitation
	fractional area of updraughts
	condensation rate
	specific heat at constant pressure
	detrainment in the cumulus updraughts
	rate of evaporation of cloud water/ice
	rate of evaporation of precipitation
	saturation water vapour
	longwave radiative flux divergence
	moisture transport by clouds
	acceleration of gravity
	generation of precipitation that falls out from one level to another
	generation of precipitation from cloud water/ice
	generation of precipitation in the form of rain
	generation of precipitation in the form of snow
	mixed-layer height
	surface humidity flux
	diffusion coefficient
	latent heat
	latent heat of fusion
	latent heat of sublimation
	latent heat of vaporization
	grid-mean specific cloud liquid-water and ice content
	specific cloud water content per cloud area
	specific cloud water/ice content in the cumulus downdraughts
	specific cloud water/ice content in the cumulus updraughts
	rate of snowment
	cumulus-induced subsidence mass flux
	precipitation rate
	local precipitation rate
	pressure
	environmental specific humidity
	specific humidity in the convecive downdraughts
	saturation specific humidity
	saturation specific humidity with respect to ice
	saturation specific humidity with respect to water
	specific humidity in the convecive updraughts
	radiative heating rate in cloudy air
	radiative heating rate in cloud-free air
	gas constant for dry air
	gas constant for water vapour
	= 0.8
	threshold value of the relative humidity
	formation of cloud water/ice by convective processes
	formation of cloud water/ice by stratiform condensation processes
	formation of cloud water/ice by boundary-layer processes
	dry static energy
	virtual dry static energy
	temperature
	= 273.16 K
	= 268 K temperature at which the Bergeron–Findeison enhances the precipitation
	= 250.16 K
	=
	area-mean generalized vertical velocity
	is the cloud mass flux
	entrainment velocity
	terminal fall speed of ice particles
	updraught velocity
	fraction of condensate held as liquid water
	rate of increase of cloud area by boundary-layer processes
	rate of increase of cloud area by convective processes
	rate of increase of cloud area by stratiform condensation processes
	rate of decrease of clopud area due to evaporation
	density of moist air
	density of cloud water
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	7.1 Introduction
	The parametrization scheme described in this chapter represents the surface fluxes of energy and ...
	Figure 7.1 Schematic representation of the structure of TESSEL land-surface scheme
	Over land, the skin temperature is in thermal contact with a four-layer soil or, if there is snow...
	Snowfall is collected in the snow mantle, which in turn is depleted by snowmelt, contributing to ...
	Finally, open water points have a fixed surface temperature. When present, frozen water occupies ...

	7.2 Tiles and surface fluxes
	7.2.1 Tile and vegetation characteristics
	Grid-box surface fluxes are calculated separately for the different subgrid surface fractions (or...
	In each grid box two vegetation types are present: a high and a low vegetation type. An external ...
	The coverage Ci for the tile i depends on the type and relative area of low and high vegetation, ...
	(7.1)

	Table 7.1 Vegetation types and parameter values (see text). H/L refer to the distinction between ...
	1
	Crops, mixed farming
	L
	180
	3
	0.90
	0
	5.558
	2.614
	2
	Short grass
	L
	110
	2
	0.85
	0
	10.739
	2.608
	3
	Evergreen needleleaf trees
	H
	500
	5
	0.90
	0.03
	6.706
	2.175
	4
	Deciduous needleleaf trees
	H
	500
	5
	0.90
	0.03
	7.066
	1.953
	5
	Evergreen broadleaf trees
	H
	175
	5
	0.90
	0.03
	5.990
	1.955
	6
	Deciduous broadleaf trees
	H
	240
	6
	0.99
	0.03
	7.344
	1.303
	7
	Tall grass
	L
	100
	2
	0.70
	0
	8.235
	1.627
	8
	Desert
	-
	250
	0.5
	0
	0
	4.372
	0.978
	9
	Tundra
	L
	80
	1
	0.50
	0
	8.992
	8.992
	10
	Irrigated crops
	L
	180
	3
	0.90
	0
	5.558
	2.614
	11
	Semidesert
	L
	150
	0.5
	0.10
	0
	4.372
	0.978
	12-
	Ice caps and glaciers
	-
	-
	-
	-
	-
	-
	-
	13
	Bogs and marshes
	L
	240
	4
	0.60
	0
	7.344
	1.303
	14
	Inland water
	-
	-
	-
	-
	-
	-
	-
	15
	Ocean
	-
	-
	-
	-
	-
	-
	-
	16
	Evergreen shrubs
	L
	225
	3
	0.50
	0
	6.326
	1.567
	17
	Deciduous shrubs
	L
	225
	1.5
	0.50
	0
	6.326
	1.567
	18
	Mixed forest/woodland
	H
	250
	5
	0.90
	0.03
	4.453
	1.631
	19
	Interrupted forest
	H
	175
	2.5
	0.90
	0.03
	4.453
	1.631
	20
	Water and land mixtures
	L
	150
	4
	0.60
	0
	-
	-
	Each vegetation type is characterized by a series of (fixed) parameters as detailed in Table 7.1:
	• A minimum canopy resistance, rs,min;
	• A leaf area index, LAI;
	• A vegetation coverage, cveg;
	• A coefficient, gD, for the dependence of the canopy resistance, rc, on water vapour pressure de...
	• The root distribution over the soil layers, specified by an exponential profile involving atten...
	The numerical values for the parameters of Table 1 are based both on experiments conducted as des...
	The presence of snow and intercepted water dynamically modifies the coverage fractions. The cover...
	(7.2)
	In the expressions above the minimum snow mass that ensures complete coverage of the grid box is ...
	(7.3)
	or 100% land (tiles 3 to NT, where NT=8 is the number of tiles):
	(7.4)
	Apart from the fractional gridbox coverage, each tile has a couple of additional parameters (see ...
	• The skin conductivity, , provides the thermal connection between the skin level and the soil or...
	• A small fraction fRs of net short-wave radiation that is transmitted directly to the top soil o...

	Table 7.2 Tile Specific Values.
	1
	Open water
	0
	Potential
	2
	Ice water
	58
	58
	0
	Potential
	3
	Interception
	reservoir
	10
	10
	0.05
	Potential
	4
	Low vegetation
	10
	10
	0.05
	Resistance
	5
	Snow on low
	vegetation/bare
	ground
	7
	7
	0
	Potential
	6
	High vegetation
	0.03
	Resistance
	7
	High vegetation
	with snow
	beneath
	0.03
	Canopy and snow
	resistance
	8
	Bare ground
	15
	15
	0
	Resistance
	The resistance scheme describes the way of coupling with the atmosphere: Potential denotes atmosp...
	Finally, the surface albedo, , is similar for all land tiles within a grid box except for those c...

	7.2.2 Surface heat and evaporation fluxes
	A resistance parameterization is used to calculate the turbulent fluxes. Momentum exchange is par...
	(7.5)
	(7.6)
	with the air density, cp the heat capacity of moist air, g the acceleration fo gravity, , TL, qL,...
	Figure 7.2 Resistance scheme for three categories of coupling. Potential refers to ocean, sea ice...
	For high and low vegetation, an additional canopy resistance rc is added:
	(7.7)
	with and i indicating the high or low vegetation tiles. rc is a function of downward shortwave ra...
	(7.8)
	f1 is a hyperbolic function of downward short-wave radiation only:
	(7.9)
	where , and .
	Function f2 is defined as
	(7.10)
	where the soil moisture at permanent wilting point and at field capacity, and , respectively, are...
	(7.11)
	where Rk is the the fraction of roots in layer k and the fraction of unfrozen soil water, , is a ...
	(7.12)
	where zk+1/2 is the depth of the bottom of layer k (in m; z1/2 = 0 m). Contributions from levels ...
	.

	Table 7.3 Root distribution per vegetation type (in %) over the four layers. Vegetation indexes r...
	24
	35
	26
	26
	24
	25
	27
	100
	47
	24
	17
	25
	23
	23
	19
	19
	41
	38
	39
	38
	38
	34
	27
	0
	45
	41
	31
	34
	36
	36
	35
	35
	31
	23
	29
	29
	31
	27
	27
	0
	8
	31
	33
	27
	30
	30
	36
	36
	4
	4
	6
	7
	7
	14
	9
	0
	0
	4
	19
	11
	11
	11
	10
	10
	A dependence on atmospheric humidity deficit (Da=esat(TL)-eL, with e the vapour pressure) is incl...
	(7.13)
	where gD depends on the vegetation type (Table 7.1), and is non-zero for high vegetation only.
	Evaporation from the interception reservoir is given by Eq. (7.6) only when the amount of water i...
	Bare-soil evaporation uses a resistance approach, an analogue to the canopy transpiration formula...
	(7.14)
	with f2 given by Eq. (7.10), and rsoil,min = 50 s m-1. By this parameterization, evaporation from...
	A special treatment is included in the calculation of evaporation over high vegetation with snow ...
	(7.15)
	where is the humidity at the connection point of the three resistances (Fig. 7.2 ). After elimina...
	(7.16)
	The first term in the equation above is interpreted as Eveg,7 and is treated in the standard way ...
	The grid box total sensible and latent heat fluxes are expressed as an area weighted average:
	(7.17)
	(7.18)
	with Hi given by Eq. (7.5), and Ei by Eq. (7.6) for ocean, sea-ice and snow on low vegetation, Eq...


	7.3 the surface energy balance and coupling to the soil
	A skin temperature Tsk forms the interface between the soil and the atmosphere. As detailed in Se...
	The energy balance equation solved for each tile takes into account partial absorption of net sho...
	(7.19)
	where i denotes the tile index, Rs and RT are downward short-wave radiation and long-wave radiati...
	The tiled surface is thermally coupled to the snow deck, when present, and to a single soil profi...
	The solution of Eq. (7.19) is performed inside the code for turbulent exchanges in the atmosphere...

	7.4 Snow
	The snow scheme represents an additional “layer” on top of the upper soil layer, with an independ...
	The heat capacity of the snow deck is a function of its depth and the snow density, which is a pr...
	7.4.1 Snow mass and energy budget
	The snow mass budget reads as:
	(7.20)
	where F is snowfall (units kg m-2s-1), S is snow mass (sometimes referred as snow water equivalen...
	(7.21)
	Snow mass and snow depth are related by
	(7.22)
	where Dsn is snow depth for the snow-covered area (units m; Dsn is NOT a grid-averaged quantity) ...
	The snow energy budget reads as
	(7.23)
	where and are the ice and snow volumetric heat capacities, respectively (units ), is the ice dens...
	(7.24)
	The melting term couples the mass and energy equation
	(7.25)
	where Lf is the latent heat of fusion (units J kg-1) and the subscrit m represents melting.

	7.4.2 Prognostic snow density and albedo
	Following Douville et al. (1995) snow density is assumed to be constant with depth and to evolve ...
	(7.26)
	The exponential relaxation reads
	(7.27)
	where timescales , and corresponding to an e-folding time of about 4 days, with minimum density k...

	Table 7.4 Snow-related parameters
	Maximum snow thermal depth
	0.07 m
	Scr
	Threshold value for grid box coverage of snow
	0.015 m
	Minimum albedo of exposed snow
	0.50
	Maximum albedo of exposed snow
	0.85
	Albedo of shaded snow
	0.2
	Ice heat conductivity
	2.2 W m-1K-1
	Minimum snow density
	300 k gm-3
	Maximum snow density
	100 k gm-3
	Ice density
	920 kgm-3
	Ice volumetric heat capacity
	2.05 106 J m-3 K-1
	Linear coefficient for decrease of albedo of non-melting snow
	0.008
	Coefficient for exponential decrease of snow density and melting snow albedo
	0.24
	Length of day
	86400 s
	Snow albedo in exposed areas evolves according to the formulation of Baker et al. (1990), Versegh...
	(7.28)
	where , which will decrease the albedo by 0.1 in 12.5 days. For melting conditions :
	(7.29)
	where and . If snowfall kg m-2hr-1, the snow albedo is reset to the maximum value, .
	The above formulae are inadequate to describe the evolution of the surface albedo of snow cover w...

	7.4.3 Additional details
	7.4.3 (a) Limiting of snow depth in the snow energy equation
	Initial experimentation with the snow model revealed that the time evolution of snow temperature ...
	(7.30)

	7.4.3 (b) Basal heat flux and thermal coefficients
	The heat flux at the bottom of the snow pack is written as a finite difference in the following way:
	(7.31)
	where rsn is the resistance between the middle of the snow pack and the middle of soil layer 1, w...
	(7.32)
	where the second term is the skin layer conductivity for bare soil (tile 8), which can be seen as...
	(7.33)
	Table 7.4 contains the numerical values of the ice density and ice heat conductivity.

	7.4.3 (c) Numerical solution for non-melting situations
	The net heat flux that goes into the top of the snow deck is an output of the vertical diffusion ...
	(7.34)
	In the absence of melting, the solution of Eq. (7.30) is done implicitly. The preliminary snow te...
	(7.35)
	(7.36)
	where superscript t refers to the current time step and superscript * to the preliminary value at...
	(7.37)
	The basal snow heat flux to be used as input for the thermal budget of the soil (in the snow cove...
	(7.38)
	Finally, a preliminary new value for the snow mass, , is computed from snow fall and snow evapora...
	(7.39)

	7.4.4 Treatment of melting
	7.4.4 (a) No melting occurs
	If no melting occurs and the preliminary values and become the t+1 values, while the basal heat f...

	7.4.4 (b) Melting conditions
	If , snow melting occurs and the time step is divided in two fractions, , where the first fractio...
	(7.40)
	while, during the second fraction, , melting occurs with no resultant warming of the snow:
	(7.41)
	If not all the snow melts, i.e., if St+1>0, the following heat flux is passed to the soil
	(7.42)
	When all the snow melts, i.e., if St+1<0, the melting time step is redefined as:
	(7.43)
	and the basal heat flux is redefined as
	(7.44)


	7.5 Soil heat transfer
	In the absence of internal phase changes, the soil heat transfer is assumed to obey the following...
	(7.45)
	where is the volumetric soil heat capacity , is the soil temperature (units K), is the vertical c...
	The boundary condition at the bottom, no heat flux of energy, is an acceptable approximation prov...
	7.5.1 Discretization and choice of parameters
	Table 7.5 Parameters in the land-surface scheme. See Table 7.4 for snow-related parameters.
	Clapp and Hornberger soil parameter
	Interception efficiency
	Depth of soil layer 1
	Depth of soil layer 2
	Depth of soil layer 3
	Depth of soil layer 4
	Fraction of gridbox covered by convective rainfall
	Heterogeneity factor for convective precipitation
	Highest temperature for existence of ice water
	Lowest temperature for existence of liquid water
	Maximum water amount on single leaf
	Hydraulic conductivity at saturation
	Heat conductivity of dry soil
	Heat conductivity of soil matrix
	Heat conductivity of liquid water
	Volumetric soil heat capacity
	Soil moisture at saturation
	Soil moisture at field capacity
	Soil moisture at permanent wilting point
	Matric potential at saturation
	For the solution of Eq. (7.45) the soil is discretized in four layers, of depths , , the temperat...
	The boundary condition at the bottom is:
	(7.46)
	At the top, the boundary condition is the soil heat flux at the surface, computed as a weighted a...
	The net heat flux into the soil is given by:
	, (7.47)
	where the summation scans all snow free tiles.
	The volumetric soil heat capacity is assumed constant, with value (see Table 7.5 for a list of co...
	, (7.48)
	where and
	, (7.49)
	where the heat conductivity of the soil matrix, and the thermal conductivity of water is . Eq. (7...
	(7.50)
	The depths of the soil layers are chosen in an approximate geometric relation (see Table 7.5 ), a...

	7.5.2 Soil-water phase changes
	At high and mid latitudes the phase changes of water in the soil have an important effect on the ...
	(a) The thermal effects related to the latent heat of fusion/freezing (e.g. Rouse 1984);
	(b) Changes in the soil thermal conductivity due to the presence of ice (e.g. Penner 1970, not in...
	(c) Suppression of transpiration in the presence of frozen ground (e.g. Betts et al. 1998) and al...
	(d) Soil water transfer dependent on a soil water potential including the effects of frozen water...
	The latent-heat effects are described in the following. The main impact will be to delay the soil...
	The soil energy equation, Eq. (7.45), is modified in the presence of soil water phase changes as
	(7.51)
	where is the volumetric ice-water content. Without loss of generality, for the grid squares chara...
	(7.52)
	where is the total soil-water content (liquid + ice), and
	(7.53)
	where Tf1 and Tf2 are characteristic temperatures limiting the phase change regime. In reality, t...
	(a) Adsorption, resulting from forces between the mineral parts of the soil and the water;
	(b) Capillarity, related to the fact that the water-free surface is not plane;
	(c) Depression of the freezing point due to the effect of dissolved salts; and
	(d) Soil heterogeneity.
	To avoid an undesirable coupling between the temperature and water equations in the soil, Eq. (7....
	(7.54)
	where is a constant, representing the amount of soil water that can be frozen (thawed). For simpl...
	(7.55)
	showing that the effect of freezing can be interpreted as an additional soil heat capacity, somet...
	Finally, function ffr(T), is given by
	(7.56)
	with Tf1 = T0 + 1, Tf1 = T0 – 3.


	7.6 Soil-water budget
	The vertical movement of water in the unsaturated zone of the soil matrix obeys the following equ...
	(7.57)
	is the water density (), is the water flux in the soil (positive downwards, ), and is a volumetri...
	(7.58)
	() and () are the hydraulic diffusivity and hydraulic conductivity, respectively.
	Replacing (7.58) in (7.57), specifying , and defining parametric relations for and as functions o...
	7.6.1 Interception
	The interception reservoir is a thin layer on top of the soil/vegetation, collecting liquid water...
	(7.59)
	where is the water evaporated by the interception reservoir (or dew collection, depending on its ...
	The equation is solved in three fractional steps: evaporation, dew deposition, and rainfall inter...
	(a) the inteception layer contents at time step ;
	(b) Throughfall (ie, rainfall minus intercepted water); and
	(c) The evaporation effectively seen by the intercepted layer in each tile i.
	First, the upward evaporation () contribution is considered; because depends linearly on (see Eq....
	(7.60)
	where is the new value of interception-reservoir content after the evaporation process has been t...
	(7.61)
	The dew deposition is dealt with explicitely for each non-snow tile in succession, for tiles 3, 4...
	(7.62)
	where superscript 2 denotes the final value at the end of the this fractional time step.
	The interception of rainfall is considered by applying the following set of equations to large-sc...
	(7.63)
	is a modified convective rainfall flux, computed by applying the heterogeneity assumption that co...
	The interception reservoir model described in this section is probably the simplest water-conserv...

	7.6.2 Soil properties
	Integration of Eqs. (7.57) and (7.58) requires the specification of hydraulic conductivity and di...
	(7.64)
	is a non-dimensional exponent, and are the values of the hydraulic conductivity and matric potent...
	Cosby et al. (1984) tabulate best estimates of , , and , for the 11 soil classes of the US Depart...
	A comprehensive review of measurements of and may be found in Patterson (1990). Starting from Pat...
	(7.65)
	is used with (–15 bar) and (–0.33 bar) (see Hillel 1982; Jacquemin and Noilhan 1990) to find the ...
	Finally, the water transport in frozen soil is limited in the case of a partially frozen soil, by...

	7.6.3 Discretization and the root profile
	A common soil discretization is chosen for the thermal and water soil balance for ease of interpr...
	For improved accuracy, the hydraulic diffusivity and conductivity are taken as (see Mahrt and Pan...
	(7.66)
	where . The boundary conditions are given by
	(7.67)
	The difference between throughfall and surface runoff is the soil infiltration at the surface:
	(7.68)
	and , with a similar equation for . The evaporation at the top of the soil layer, , is computed a...
	(a) tile 3 mismatch(after the evaporated water used by the interception reservoir for the given t...
	(b) when the evaporative fluxes are downward (i.e., dew deposition), the evaporation for tiles 4,...
	Root extraction is computed as
	(7.69)
	where the sum over tiles i is done for tiles 4, 6, and 7 (for which only the transpiration is use...


	7.7 Sea/lake ice
	Any non-land point (i.e., a grid point with land cover less or equal 0.5) can have two fractions,...
	The ice fraction is modelled as an ice slab, with open water underneath and a skin temperature fo...
	(a) Fixed depth of the slab (which can be relaxed once there is a reliable data set to specify it...
	(b) Fixed fraction, which is a reasonable assumption for a 10-day forecast period, and avoids the...
	(c) No snow accumulation on top of the ice (although one of the main effects of snow, i.e., a mar...
	The ice heat transfer is assumed to obey the following Fourier law of diffusion
	(7.70)
	where is the volumetric ice heat capacity, is the ice temperature, and is the ice thermal conduct...
	Eq. (7.70) is solved with the ice disretized in four layers, with the depth of the top three laye...
	(7.71)
	and the total depth of the ice slab, , is prescribed as 1.5 m. In order to ensure a constant ice ...

	7.8 Numerical solution of the surface equations
	7.8.1 Recap of the analytical equations
	The water budget (Eqs. (7.57)–(7.58), with boundary conditions given by Eq. (7.67)), the soil ene...
	(7.72)
	The meaning of the different variables in each individual equations is summarized Table 7.6, toge...

	Table 7.6 Variables in the generalized soil/ice temperature and water equation.
	Soil moisture
	1
	Soil temperature
	0
	0
	Ice temperature
	0
	0
	UBC and LBC stand for upper and lower boundary condition, respectively

	7.8.2 Implicit numerical solution
	Eq. (7.72) is time discretized in the following way:
	(7.73)
	where
	(7.74)
	and the semi-implicit coefficient, . If the prognostic variable is defined at full levels and the...
	(7.75)
	where the horizontal brace means that the term exists only for the ice temperature equation (beca...
	(7.76)
	Eq. (7.75) leads to a triadiagonal system of equations:
	(7.77)
	with the generalized modified diffusivities, , defined as:
	(7.78)
	where is the depth of the deepest soil layer. The discretization above conserves water (energy) a...


	7.9 Code
	The surface parameterization computations are shared between the vertical diffusion routine (VDFM...
	At the start of the model integration, the following setup routine is called to initialize a modu...
	• SUSOIL. Setup routine for soil/snow/ice constants.
	The main subroutine of the surface code (SRFMAIN) is called from CALLPAR, with: (a) values of the...
	• SRFSN. Solution of the snow energy and water budget and computation of the next time step densi...
	• SRFRCG. Computes apparent soil heat capacity, ie including effects of soil freezing. Inputs: so...
	• SRFT. Solution of the soil heat budget. Inputs: Soil temperature, soil moisture, longwave radia...
	• SRFI. Solution of the ice heat budget. Inputs: Ice temperature, longwave radiative flux, tile e...
	• SRFWL. Solution of the interception layer water budget. Inputs: Interception layer contents, lo...
	• SRFWEXC. First part of the computation of the soil water budget, ie, computation of the coeffic...
	• SRFWDIF. Generalized surface tridiagonal solver. Inputs: Values of at the current time step, ge...
	• SRFWINC. Computation of next time step soil water. Inputs: and current time step soil water. Ou...
	• SRFWNG. Bounded-value operator for intercepted water (limited to non-negative values and values...
	Relevant routines from the vertical diffusion code, discussed in full detail in Chapter 3, include:
	• SUVEG. Assignment of vegetation related constants.
	• VDFBC. Definition of tile fractions and related characteristics.
	• VDFSURF. Definition of bare soil resistance, low and high canopy resistances.
	• VDFEXCS. Computation of aerodynamical part of exchange coefficients for heat and moisture, incl...
	• VDFEVAP. Computation of evapotranspiration for each tile.
	• VDFSFLX. Surface fluxes for each tile, defined at time t.
	• VDFTSK. Computation of the tile skin temperatures, as a the solution of the tile energy balance.
	• VDFTFLX. Computation of the tile fluxes at time t + 1.

	Part IV: Physical processes

	CHAPTER 8 Methane oxidation
	Table of contents
	8.1 Introduction
	8.2 Methane oxidation
	8.3 The parametrization
	8.3.1 Methane oxidation
	8.3.2 Photolysis in the mesosphere
	8.4 A simple test
	8.5 Code


	8.1 Introduction
	A study of stratospheric humidity in analyses and multi-year simulations has shown that the ECMWF...

	8.2 Methane oxidation
	Methane is produced by natural and anthropogenic sources at the earth’s surface, and is well-mixe...
	Brasseur and Solomon (1984) provide an account of the chemistry of carbon compounds in the strato...
	is approximately uniformly distributed in the absence of precipitation, where denotes a volume mi...
	There is, nevertheless, good observational evidence that over much of the stratosphere the quantity
	is quite uniformly distributed with a value of about 6 ppmv. Jones et al. (1986) provide evidence...

	8.3 The parametrization
	8.3.1 Methane oxidation
	We assume that the volume mixing ratio of water vapour increases at a rate
	(8.1)
	We further assume that
	(8.2)
	The rate of increase of volume mixing ratio of water vapour (in ppmv) is thus
	(8.3)
	In terms of specific humidity, , the source is
	(8.4)
	where (having divided by to convert from volume mixing ratio in ppmv to specific humidity) the pa...
	The rate could be determined, for example, from a 2-D model with comprehensive chemistry, as in t...
	The photochemical life time of water vapour is of the order of 100 days near the stratopause, 200...
	(8.5)
	where is given in s-1 and the timescale, , in days, is given in terms of pressure, , in Pa, by:
	(8.6)
	where we define
	(8.7)
	to give a time-scale of 2000 days at the 10 hPa level.
	This parametrization moistens rising air in the tropical stratosphere. This air will earlier have...

	8.3.2 Photolysis in the mesosphere
	For model versions with an uppermost level at 0.1 hPa, or lower, there is no strong need to inclu...
	(8.8)
	As for we take independent of latitude with parameters chosen to match the vertical profile of ph...
	(8.9)
	with
	(8.10)
	and
	(8.11)
	The vertical profile of the photochemical lifetime of the combined scheme, , is shown below in Fi...
	.
	Figure 8.1 Combined photochemical lifetime, , as a function of altitude for the analytical specif...



	8.4 A simple test
	A simple check of the realism of the scheme is provided by calculating the vertical profile of sp...
	(8.12)
	The dashed curve in Fig. 8.2 is an average over a number of tropical profiles of specific humidit...
	Average near-stratopause specific humidities from the set of HALOE profiles are shown for differe...
	Figure 8.2 Vertical profiles of specific humidity. Line A denotes the steady numerical solution c...
	Table 8.1 Mean retrieved 0.3 hPa, 0.7 hPa and 1.4 hPa specific humidities (mg/kg) from HALOE
	0.3 hPa
	3.9
	3.8
	3.4
	3.5
	3.7
	0.7 hPa
	3.7
	3.7
	3.5
	3.8
	3.8
	1.4 hPa
	3.4
	3.4
	3.8
	3.6
	4.0


	8.5 Code
	The calculations for methane oxidation and photolysis of water vapour are performed in subroutine...
	This routine calculates the tendency of water vapour due to methane oxidation and due to photolys...
	• find time-scale for methane oxidation following (8.6)
	• solve first part of (8.8)
	• find time-scale for water vapour photolysis following (8.10)
	• solve second part of (8.8)
	The setup of the constants used in METHOX is performed in SUMETHOX which is called from SUPHEC. T...
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	9.1 Introduction
	9.3 Mean orography
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	9.10 Ozone

	9.1 Introduction
	The ECMWF model uses a series of climate fields of different origin which have different resoluti...

	9.2 Topographic data
	The model orography and land use fields are based on the terrain elevation data set GTOPO30 at 30...
	The GTOPO30 data set, as used in the IFS, was completed in 1996 through a collaborative effort le...
	Greenland KMS DEM replaces GTOPO30 for the Greenland area, because of the better accuracy of the ...
	The Global Land Cover Characteristics (GLCC) data set has been derived from 1 year of Advanced Ve...
	Due to their high resolution and global coverage, these data sets are rather big and therefore di...
	• Mean elevation above mean sea level
	• Land fraction
	• Lake fraction
	• Fractional cover for all 20 BATS biome classes (see Table 9.1
	Table 9.1 Land use classification according to BATTS
	1
	Crops, Mixed Farming
	L
	2
	Short Grass
	L
	3
	Evergreen Needleleaf Trees
	H
	4
	Deciduous Needleleaf Trees
	H
	5
	Deciduous Broadleaf Trees
	H
	6
	Evergreen Broadleaf Trees
	H
	7
	Tall Grass
	L
	8
	Desert
	-
	9
	Tundra
	L
	10
	Irrigated Crops
	L
	11
	Semidesert
	L
	12
	Ice Caps and Glaciers
	-
	13
	Bogs and Marshes
	L
	14
	Inland Water
	-
	15
	Ocean
	-
	16
	Evergreen Shrubs
	L
	17
	Deciduous Shrubs
	L
	18
	Mixed Forest/woodland
	H
	19
	Interrupted Forest
	H
	20
	Water and Land Mixtures
	L
	Finally, also the original US-Navy 10’ data is still used for the subgrid orography contribution ...


	9.3 Mean orography
	Orography, or geopotential height, is derived from the 2’30” data by averaging. Source and target...
	Figure 9.1 Orography at T511 resolution.
	The orography is spectrally fitted to ensure consistency in spectral space between the orography ...

	9.4 Land sea mask
	Each grid point of the model is provided with a land fraction parameter, derived from the 2’30” d...

	9.5 Roughness lengths
	The model uses ‘effective’ roughness lengths for momentum () and heat/moisture () in the surface ...
	(a) The vegetation roughness length is taken from a grid from Munich University (Baumgartner et a...
	(b) The fraction of urbanisation is computed for every model grid square from the US-Navy data.
	Figure 9.2 (a) Roughness length for vegetation as provided by Baumgartner et al. (1977) on a grid.
	Figure 9.2 (b) The roughness length field including orographic effects (as used by the model) at ...
	Figure 9.3 Logarithm of the effective roughness length for heat/moisture at T511 resolution.
	(a) The vegetation roughness length for momentum is blended with the urbanization roughness lengt...
	The blended roughness length for heat is computed from
	,
	where m, and m.
	(b) To compute the orographic contribution to the roughness lengths, a slope parameter () is need...
	where:
	=
	Number of relative maxima in the ECMWF grid square,
	=
	Surface area of the ECMWF grid square,
	=
	Number of significant ridges in the ith grid square,
	=
	Mean height in the ith grid square,
	=
	Maximum height in the ith grid square,
	=
	Minimum height in the ith grid square,
	=
	Surface area of the ith grid square6
	=
	Proportion of the ECMWF grid square occupied by the ith grid square.

	Mason (1991) uses slope parameter , where the summation is over all obstacles in area (an ECMWF g...
	Similarly for the unresolved part:
	where
	The total is:
	.
	(c) For the computation of the effective roughness lengths, two different formulations are used i...
	, where .
	The effective roughness lengths and for gentle slopes is determined by:
	with . For steep slopes the effective roughness lengths and are computed from:
	where , and the transition from gentle to steep formulation should be at about . In practise the ...
	Orographic corrections are not applied for m and for . is not allowed to become larger than and i...
	(d) A Gaussian filter (the same as for the mean orography) is applied to and , the sea points are...

	9.6 Parameters for gravity-wave and orographic drag schemes
	The following subgrid parameters are needed: standard deviation , anisotropy , orientation , and ...
	(a) For every point (index ) of the 2’30” data, and are computed by central differencing with hel...
	(b) Anisotropy , orientation , and slope are computed from , and :
	and the standard deviation :
	.
	No further filtering is applied to the fields. Results are shown in Figs. 9.4 , 9.5 , 9.6 , and 9...
	Figure 9.4 Anisotropy of subgrid orography (1 indicates isotropic, 0 means maximum anisotropy)
	Figure 9.5 Orientation of subgrid orography.
	Figure 9.6 Slope of subgrid orography.
	Figure 9.7 Standard deviation of subgrid orography.

	9.7 Vegetation parameters
	Vegetation is represented by 4 climatological parameters: vegetation cover of low vegetation, veg...
	Table 9.2 Percentage of land points at T511 for each low vegetation type
	1
	Crops, Mixed Farming
	22.1
	2
	Short Grass
	10.0
	7
	Tall Grass
	13.0
	9
	Tundra
	8.9
	10
	Irrigated Crops
	4.7
	11
	Semidesert
	13.5
	13
	Bogs and Marshes
	2.0
	16
	Evergreen Shrubs
	1.5
	17
	Deciduous Shrubs
	4.6
	20
	Water and Land Mixtures
	0
	-
	Remaining land points
	without low vegetation
	19.7

	Table 9.3 Percentage of land points at T511 for each high vegetation type
	3
	Evergreen Needleleaf Trees
	7.1
	4
	Deciduous Needleleaf Trees
	3.3
	5
	Deciduous Broadleaf Trees
	6.3
	6
	Evergreen Broadleaf Trees
	12.8
	18
	Mixed Forest/woodland
	3.9
	19
	Interrupted Forest
	29.6
	-
	Remaining land points
	without high vegetation
	37.0

	)
	Figure 9.8 Fractional cover of low vegetation.
	Figure 9.9 Fractional cover of high vegetation.
	Figure 9.10 Low vegetation type
	Figure 9.11 High vegetation type


	9.8 Albedo
	The monthly climatological background albedo (in absence of snow) is interpolated to the model gr...
	Figure 9.12 Climatological background albedo for January.
	Figure 9.13 Climatological background albedo for April.
	Figure 9.14 Climatological background albedo for July.
	Figure 9.15 Climatological background albedo for October.

	9.9 Aerosols
	Aerosols are considered in the model following Tanre et al. (1984). The continental, maritime, ur...
	Figure 9.16 Distribution of (a) maritime and (b) continental type aerosols.
	Figure 9.16 Distribution of (c) urban and (d) desert type aerosols.
	Figure 9.16 (e) Type 1 (full line) profiles apply to maritime, continental and urban type aerosol...

	9.10 Ozone
	The ozone climatology that is operational since August 1997, distributes the ozone mixing ratio a...
	Figure 9.17 Ozone climatology prescribed as a zonal mean according to the climatology by Fortuin ...
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