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Abstract

The dynamical behaviour of the ECMWF model is illustrated using two forms of analysis. The first is a decomposition
of short range forecast differences into balanced and unbalanced parts, which illustrates the degree of balance in the
model, the nature of the imbalances, and the correlation of differences in the moisture and ozone fields with the
dynamical variables. The second is a study of the behaviour of different versions of the semi-implicit scheme. This is
illustrated both with diagnostics of the time variability of the model, and with diagnostics that measure the low
frequency gravity wave activity compared with the synoptic activity.

1. INTRODUCTION

This paper discusses two forms of diagnostic study which focus on the dynamical behaviour of the ECMWF
model. Both areas of study are ongoing. The purpose of this paper is to describe results to date as an illustration
of the use of various of diagnostic methods. Many of the issues identified require considerable further work
and are likely to be the subject of future papers.

The first study examines the statistics of short range forecast errors generated by two different methods. The
errors are projected onto ‘balanced’ and ‘unbalanced’ components using a standard linear change of variables.
The balanced part essentially corresponds to potential vorticity, and the unbalanced part to the departure from
linear balance. It is shown that these two components of the errors ate essentially uncorrelated, which supports
the relevance of this decomposition. The degree of balance appears to depend strongly on the length of the
forecast used to generate the errors. The unbalanced component is found to project strongly onto the
temperature field, this is shown to imply that the imbalance is mainly on horizontal scales smaller than the
Rossby radius of deformation. The correlations between these components of the error and those of the
divergent wind, moisture and ozone are then calculated. It is found that there is a large correlation between the
unbalanced part of the vorticity and height errors and the moisture, divergence and ozone errors.

The second study is into the performance of the semi-implicit scheme used in the ECMWF model. The
diagnostics calculated measure the degree of variability in the divergence on the timescale of the model
timestep, and compare it with expectations based on asymptotic theory. Estimates are also made of the degree
of low frequency inertio-gravity wave activity by studying statistics of the vertical motion and precipitation
fields. It is found that there is substantial activity on the scale of the timestep, and that the physics increments
generate a large fraction of this. However, improved techniques which reduce the high frequency forcing do
not have a large impact on overall performance. Techniques designed to achieve more accurate treatment of
the asymptotic solution in the presence of high frequency gravity waves are shown to have a beneficial impact
on overall performance, but little impact on apparently incorrect low frequency vertical motions. Filtering
which damps motions with rapid variations along trajectories does reduce the latter motions, though there is
some effect on synoptic fields as well.
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2. DIAGNOSTICS OF SHORT RANGE FORECAST ERRORS

2.1 Method of analysis

We write the linearised discrete equations of the ECMWF model for a single total wavenumber 7 as, (Simmons
and Temperton, 1997):

D+-D0 = D+ n(’z_jl)(y;fw O'ﬁsurf)'*'(l); )
¢t—¢? = Z— @D
T+—T0 = 71D

: p+surf"posurf = P-vD

where D, ¢, T, p surf Tepresent divergence, vorticity, temperature and surface pressure, overbars indicate
averages over a timestep which takes initial values with superscript 0 to final values with superscript +. Script
terms represent nonlinear terms and Greek letters matrix operators. Define a linearised potential vorticity by

Q= (yr+ov)g— (YT +06pgy,,/) )

This obeys the equation

QT-Q° = Q- (yt+ov)oD + w(yt+ov)D (3)

The matrices 0, which only relate horizontal wavenumbers, and YT + OV, which only relate vertical levels,
commute, and so Q is conserved by the linear part of the equations. It actually represents a vertical integral of
the quasi-geostrophic potential vorticity. Define the ‘linear imbalance’ as

nn+1
R= —('BT"‘)(YT + OPgyrf) + OG @

(2) and (4) allow us to decompose a general set of vorticity, temperature and surface pressure differences
¢, T p surf into potential vorticity and linear imbalance differences. We can also invert these relationships
to obtain o

((1)2+n(72—:1)(’y’t+6\/))¢' = (yt+0oV)R' - 0§’ (5)
®wa’o y o wa?r
(n(n+1)+(YT+GV))g = amen T 9

where ¢' = yYI" + Op'y,,r - Care has to be taken because @ does not commute with 72(n +1). On the
ECMWEF vertical grid, the matrix operator defining ¢ has a kernel. This component of the 7', pg,,r
differences has to be calculated and kept separately.
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Apply this decomposition to a single total wavenumber 7 and assume a constant Coriolis parameter f.
Consider a single eigenmode of the YT + GV matrix, with eigenvalue ¢, . _Then (2) and (4) become

Q' = ¢o¢ —f0' (6)
1 +1 1] 1
R = n—(n('zz )¢ +fc

and (5) becomes

(P+ 222 Do)o = aR-1Q , 9
flaZ | f‘- 'a‘2 1
(n(n+1)+¢°)g = an+ D

(7 + 22t Doy g = 22 Dgg ®
(72+ 221Dy = o
o = o'z +0'g

Thus if the horizontal scale is larger than the Rossby radius of deformation for the given vertical structure,
which means

af?>gyn(n +1) ©)

then ¢'g > 0'g and height differences largely project onto the potential vorticity. Similar algebra gives

f*a? . _ fra?

(n(n +1) +¢O)QR T nn+ 1)g (10)
f2a? e

(m"‘%}QQ = 006

(10) shows that, on scales larger than the Rossby radius of deformation, vorticity differences largely project
onto the linear imbalance.

We decompose given sets of short range forecast differences into potential vorticity and linear imbalance, and
illustrate what proportion of the height and vorticity errors are accounted for by the two components. We
calculate the variance in the ‘kernel’ mode of T, Dy, differences which are invisible to the height error. We
also calculate the correlations of short range forecast differences in horizontal divergence, moisture, and ozone
with the differences in € and R .
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2.2 Results

The analysis was carried out using two sets of forecast differences. The first (experiment A) uses 138
differences between pairs of 6 hour forecasts derived from independent analyses of the same observations
generated by M.Fisher. The technique of setting up an ensemble of analyses in this way is described by
Houtekamer and Mitchell (1998). The data were derived from a 60 level version of the ECMWF model. The
second (experiment B) uses the ‘NMC’ method , Parrish and Derber (1992), of comparing 24 and 48 hour
forecasts valid at the same time, and was derived from operational T3191.31 ECMWEF forecasts. 50 pairs were
used. The sample size needs to be greater than the number of levels for the correlations derived statistically to
have any validity.

TABLE 1. VARIANCES FOR EXPERIMENT A (% OF TOTAL)

e Qmn tpm el e
Vorticity 88 13 0 101
Temperature 27 77 0.01 104
Surface pressure 53 ‘ 36 0 89
Divergence 1.4 59 50 110
Moisture 2.2 30 69 101
Ozone 7 18 75 100

TABLE 2. VARIANCES FOR EXPERIMENT B(% OF TOTAL)

e o ke e bad
Vorticity 96 4 0 100
Temperature 88 28 0 ' 116
Surface pressure 75 9 ‘ 0 84
Divergence 19 84 103
Moisture 3 98 101

The standard deviations of the decomposition of the vorticity, temperature, and surface pressure errors for
different total wavenumber groups are shown in Fig.1 for experiment A. The variances have been accumulated
over blocks of 5 wavenumbers, and the standard deviations calculated from them.
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Figure 1:

The results from experiment A show a substantial amount of imbalance, which largely projects onto the
temperature and surface pressure. Since the scale dependence of the decomposition in section 2.1 is fixed, this
means that the errors are largely on scales smaller than the Rossby radius, so that a?f2< ¢on(n +1) .In
experiment B the proportion of variance projecting onto the unbalanced mode is much smaller. It is likely that
the difference explained by the longer period of forecast used to estimate the errors. In experiment A the
forecasts were only for 6 hours, in experiment B they were 24 and 48 hours. Other possible contributors are the
increased vertical resolution in experiment A, and the use of random perturbations to the physical increments
in the model used to generate the ensemble of analyses. Further experimentation is required to determine which
is the main cause of the different results. Further experiments are also needed to establish why most of the
imbalance is on scales smaller than the Rossby radius. This could reflect the nature of the analysis increments,
the imbalance coming fron the use of the perturbations to the physical increments, or the ability of the model
to adjust on different scales. However, theoretically, the adjustment process should be most effective on scales
smaller than the Rossby radius where gravity waves are fast. The first two possibilities are thus the more likely.

There is very little variance in the ‘kernel’ mode, which is invisible to the pressure field. This suggests that the
model formulation is sufficiently smooth in the vertical to avoid exciting this mode.

It is interesting to observe the strong correlations between divergence and imbalance and moisture and
imbalance. The latter suggests that vertical motion errors explain a substantial part of moisture errors, which is
to be expected given the strong vertical gradient of atmospheric moisture content. A larger correlation could be
expected, if it were not for the fact that there is considerable moisture transport within the parametrization
schems, and there may not be a strong correlation between vertical motion errors and errors in parametrized
mass transport. There is a noticeable correlation between ozone errors and potential vorticity errors. This may
result from a correlation between potential vorticity errors and tropopause height errors. In the case of moisture,
this effect would be swamped by the larger moisture errors at low levels. Further study is required to explore
these relationships. |
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3. DIAGNOSTICS FROM THE SEMI-IMPLICIT DYNAMICS

The use of efficient semi-implicit, semi-Lagrangian schemes in the ECMWF and many other models is
motivated by the fact that only a small amount of the atmospheric variability which can be resolved by large
scale models is described by motions which vary on faster than advective timescales. Mathematicians, e.g.
Browning and Kreiss (1986), have demonstrated that in this situation the flow can be approximately described
by a balanced system of equations, and have also made estimates of the difference between the exact solution
and the balanced solution. In this study we carry out a diagnostic study of how close the model is to balance.
This is a test of the validity of the aysmptotic analysis, and thus of the appropriateness of the choice of a semi-
implicit, semi-Lagrangian integration scheme. It also tests the ability of the integration scheme to maintain the
asymptotic regime.

3.1 Asymptotic analysis

We use the continuous equations from which (1) are derived as our basic equation set, but work directly with
the vertically discrete form:

glf) = D-V2(YT + 0pg,,f) + ©G ' (11
% = z—-wD

%l‘ = T-1D

g-};s”’f = P-vD

These imply an equation for the second time derivative of the divergence of the form

2
8712) = V2(y1+6v)D-0?D + F (12)

Q

=LD+ ¥

The operator L has eigenvalues corresponding to inertio-gravity waves. Assume that the inertio-gravity wave
timescale is O(g), €« 1, and that the forcing term ¥ is on the ‘slow’ timescale of order 1. Thus
L = O(&?). Then, following Ford et al. (1999), for instance, we have

2
O (Dy+D,) = L(Dy+D,)+ 13

where we define

LDy+7=0 (14)
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and so

2 2
oD oD ‘
—"=LD,—==" (15)

ot? ot?
Both terms in (14) are O(1), so Dj, is O(€2). All terms in (15) are then O(€2), because D, only varies on
the slow O(1) timescale, so D, = O(g*).

In the forecast model, assume that D, = oD} . We can estimate 0 by calculating the ratio of the r.m.s. values
of 8,,D =D, p,—2D,;+D,_,; and D . Assume the timestep is |1, where the use of a semi-implicit scheme
means that |l » €, but the need for accuracy means that L « 1, the slow timescale. Then we have

18:D] _ p2+a
or = 1+va @ | (10
and sirﬁilarly
16:.D] p2+o
D] =~ p+o an

The semi-implicit scheme ensures that |L » €, and we hope that & = O(g2). Then WL » 0L, so that the ratio in
(17)is O(1). If oo = O(W), on the other hand, the ratio will be O(1), and the asymptotic solution will not
be being followed. Note that if there is only a single time scale present, the value of (16) will be the square of
the value of (17).

Another, related, diagnostic is the ratio of the semi-implicit correction to the initial estimate of the divergence
tendency. The semi-implicit approximation to (11) can be written as

Dt+At = Dt+At(®_V2(’YrT+Grpsurf)+O)rc.:)t . (18)
+ %Atz(v2(7rfcr + cSrvr)-D)HAt + (DrDt + At + G)

= D, +AtD, + %Atzz)z

he suffix r on the matrices indicates that they are derived from a reference state. We calculate the ratio
ZAt("D2"/ |D1])) - This should be equal to the ratio -(||8;,D|/ I8:D]|) for the centred time differencing
used in (18), and HS“D”/ ||5tD” for backward time di%ferencing, but in practice will be affected by the lin-
earisation carried out within the semi-implicit step.

3.2 Experiments

Five different versions of the ECMWF model were evaluated using these diagnostics. In each case, 12 forecasts
were run from the 15th of every month in 1998 starting with the operational analysis. The resolution used was
T319L31, which was the operational resolution for most of 1998. The r.m.s values of the diagnosed fields were
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calculated for each case, and then averaged over the 12 cases. Brief descriptions of each model version are
given below.

Experiment 1 is a set of control forecasts using the standard version of the semi-implicit scheme, Temperton
(1997). This is equivalent to first solving (18) to estimate D, o, — D, =D, followed by setting

Cront = G+ At(z- oD, - %0) D') (19)
r
Tt+At = Tt + At(T"— TDt‘—%T D')
r

1.
Psurpe+ar = Psur)s+ At(T—VDt_QVrD)
Experiment 2 solves (18) to estimate D, ,;.followed by setting

=
Ct+ar = Qt+At(Z—031_)_) ' (20)
T, = T,+At(T-1D)
) —t
Psurflerar = (psurf>t+At(?'VD )

Note the basic state matrices are no longer used in updating the vorticity and height fields, so can have no effect
on the potential vorticity. A second iteration is carried out, setting ‘

Dt+At = Dt + At(Dt_Vz('Yr—q—’t + Gr]-;tsurf) + mr;t) 21

+ %AtZ(VZ(yr'cr +0,v,)D' +w,.D")

t
and then solving (20) with D recalculated using (21). The overall impact of this experiment on forecast scores
is small, as shown in Figure 2: ‘
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Figure 2: Scores from experiment 2

Experiment 3 tests a scheme developed by Mohebalhojeh and Dritschel (1999). This is designed to give the
correct asymptotic limit of the solution of the shallow water equations as the gravity waves become faster. They
showed that using this scheme allowed realistic predictions of the level of gravity wave activity under
conditions where the flow was close to balance, though predictions of the evolution of individual gravity waves
also required the use of a short timestep so that the Courant number for the waves was less than unity. The first
step of the scheme can be written

Dy _
(g-t')t = D= V2(YT' + Opgy,p) + OG 22)
oD _ (oD
(é?)um - (3} )t +(Ds 4t — D)-AtV2(Y(T-1D) + 6(P-vD))
+ WAL(Z - wD)
a.—D t

Diynr = Dt"‘(&;)

Given (a—D ) , calculate D' such that
0t /¢4 at
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Dy, ae— V2T - D) + 6(pgy,r— VD)) + (¢~ 0D") (23)

- (%IE))HM

If the right hand side of (22) is time averaged, it is just a fully implicit treatment of the standard divergence

equation. We solve it (gﬁj an iteration equivalent to that used in experiment 2, using basic state matrices to
ot

make a first guess of .
L+ At

The key extra element which enforces the asymptotic solution is (23), because the D' that appears there does
not change the divergence held as the history carrying variable. The scheme is has been found to be unstable

in shallow water equation tests for small equivalent depths, so (23) is applied only to the first 10 vertical modes,
and {22) alone is used for the higher modes. The results are shown in Fig.3.
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Figure 3: Results from experiment 3

Experiment 4 is the same as experiment 2, except that the centred time differencing used in the implicit
calculations is replaced by backward time differencing, so that the linearised terms are evaluated only at time
¢ + At . Since, in the semi-Lagrangian scheme, the values at time ¢ were evaluated at departure points, this
also removes the spatial averaging along trajectories. The impact on overall scores was quite large, as shown
in Fig.4. Further experiments (not shown) indicated that the impact was derived from removing the spatial
averaging rather than by altering the weighting of different time levels at the same point.
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Figure 4: Results from experiment 4

The final experiment was to use the improved interfacing of the physics developed by Wedi (1999), in which
the physics increments are treated as far as possible by averaging along the trajectory, as with the dynamics
increments, and using a common set of input fields for all the physical processes. The operational scheme up
to July 1999 used the output from each process as input to the next. The effect on the overall model performance
was small but positive. Many detalled aspects of perforrnance were also improved.

3.3 Diagnostics from the semi-implicit scheme

Results from the diagnostic calculations described in 3.1 are shown in Table 3 .to Table 5 . The results are
averaged over the 12 cases and are for 72 hour forecasts. The r.m.s values are calculated at levels 12 and 23
(approximately 275 and 710 hpa), and averaged over the two. They are shown separately for the northern
hemisphere extratropics (20-90N), tropics (20S-20N) and southern hemisphere extratropics (20-908S).

TABLE 3. NORTHERN EXTRATROPICS

Expected value Expt 1 2 3 4 5
0,D/D o 0.214 0.203 0.206 0.186 0.129
8,.D/8,D u, 1 1.167 1.053 1.272 1.104 0.855
AtD,/4D, (n,1)/74 0.253 0.806 0.995 1.645 0.247
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TABLE 4 . TROPICS

Expected value Expt 1 Expt2 Expt 3 Expt 4 Expt 5

o,D/D o 0.166 0.178 0.281 0.145 0.092
6,.D/6,D u, 1 1.055 1.011 1.515 1.062 0.711
AtD,/4D, (u, 1)/4 0.499 1.309 0.675 2.388 0.336

TABLE 5. SOUTHERN EXTRATROPICS

Expected value Expt 1 Expt2 - Expt3 Expt 4 Expt 5

o,D/D o 0.188 0.189 0.180 0.189 0.127
6, D/8,D ST 0.994 0.887 1.123 1.009 0.755
AtD,/4D, (n,1)/4 0.241 0.485 0.748 1.310 0.219

Some of the main features that these tables show are:

i) The values of 8,,D/D are quite different from the squares of the values of 8;,0)/8,D . This is consistent
with the presence of two timescales in the solution. :

ii) All experiments have O(1) values of 8,0/ 3,D . This shows that the fast timescale is of order the timestep,
and is consistent with (17) if o0 ~ O(L).

iii) All experiments except 5 have similar levels of fast wave activity, around 20%. Experiment 5 has around
13%. This suggest that physics increments are a major source of variability on the timescale of the model
timestep, which can be improved on by better interfacing. However, there is only a small impact on overall
model performance.

iv) The Courant number for the fastest waves is much greater than 1, so L » €. Either the amplitude of these
waves is much larger than the asymptotic value of O(€2), or they are swamped by other waves for which the
Courant number is O(1).

v) Additional experiments (not shown) with a timestep of 1800s showed a 4 times increase in the ratio
9,,D/D , more than the expected increase of 2.25.

vi) Experiment 3 has the largest values of 8,,D/8,D , and in the tropics, of 8,,1D/D also. Since this scheme
attempts to treat the level of fast wave activity accurately, the result suggests that there is considerable forcing
on the timescale of the timestep. Experiment 5 suggests that a lot of this comes from the physics. Future work
will combine experiments 3 and 5.

vii) Experiments 1 and 2 differ only in the formulation of the semi-implicit solution. The overall performance
and the level of fast wave activity are similar in the two experiments. The difference in the semi-implicit
solution procedure is seen in the value of (18). The expected value is observed in experiment 1, but in
experiment 2 a larger divergence correction is needed to maintain stability. This is because the divergence
correction is applied to the actual fields in (20), rather than basic state values as in (19). The larger divergence
corrections are needed to give sufficient vorticity and height corrections. The split formulation in experiment
1 uses the same formulation in solving for D, , 4, as in updating the other fields, so the consistency with the
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expected value of (18) is reasonable. Experiment 5 shares the formulation of experiment 1 and gives the same
behaviour. In the decentered experiment, 4, the expected value of (18) is larger, but the actual value is larger
still for the same reasons as in experiment 2.

The main lesson for model design from these diagnostics is the need to control the forcing on the timescale of
the timestep, and to investiagte whether the dominant spatial scales associated with the timestep variability are
associated with waves whose Courant number is much greater than 1 or of order 1. If the former, they should
be damped since their amplitude would be unrealistically large. However, the link between variability on the
scale of the timestep and large scale forecast scores appears rather weak.

3.4 Diagnostics of low frequency imbalance

Equation (12) implies the ‘omega’ equation (14), which shows that the level of balanced divergence is
proportional to the time tendencies of the vorticity and height fields driven by the balanced motion, and to the
physical forcing. A good diagnostic would be to compare the solution D , where the right hand side of (14) is
derived from actual data, with the actual divergence. However, on small vertical scales we find that D}, then
takes unrealistically large values. This is because the timestep is much shorter than the timescale associated
with the operator L on these space scales. Applying L-! to time tendencies derived from individual model
timesteps is therefore a highly unstable procedure. The data would have to be averaged over an inertial period,
which corresponds to the smallest eigenvalue of L (in the same way that physics tendencies have to be time
averaged before use in diabatic normal mode initialisation). Thus, pending the development of such time-
averaged diagnostic calculations, we assume that the r.m.s value of the right hand side of (14) is representative
of a given level of synoptic variability, and can be estimated by the standard deviation of sea level pressure.
(14) then implies that a particular level of balanced divergence will correspond to a given of synoptic
variability. We can thus compare the degree of balance between different vesions of the model by comparing
the ratio of r.m.s. divergence to the standard deviation of PMSL for the same cases. In addition, the precipitation
fields provide a sensitive measure of the model’s integrated vertical motion. It is therefore interesting to
compare the standard deviations of precipitation rates (dynamic and convective) with the mean values, and see
how the ratio depends on model formulation. In this case it is hard to say what is ‘correct’, but we should at
least be able to understand the differences.

The experiments used are the same as those described in section 3.2. The r.m.s. vertical velocities are the
average of the values at levels 12 and 23 at T+72, as for the diagnostics in section 3.3. The precipitation
diagnostics are based on 12 hour accumulations from hours 60 to 72 of the forecasts. The definition of the areas
is as in section 3.2. ‘

TABLE 6. NORTHERN EXTRATROPICS

Experiment 1 2 3 4 5
PMSL sd 990 989 974 960 989
W sd 4.14 4.14 4.12 3.63 4.02
ratio PMSL/W 239 239 236 264 246
LSPsd 102 102 101 101 98
mean 312 316 317 299 298
CPsd 28 29 30 30 27
mean 112 113 118 115 106
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TABLE 7. TROPICS

Experiment 1 2 3 4 5
PMSL sd 331 326 323 320 330
Wsd 3.62 3.58 3.64 3.21 3.47
ratio PMSL/W 91 91 89 100 95
LSPsd 96 96 99 95 | 97
mean 262 265 288 268 282
CPsd 139 140 141 144 135
mean - 263 267 291 277 258

TABLE 8 . SOUTHERN EXTRATROPICS

Experiment 1 2 3 4 5
"PMSL sd 1689 1690 1676 1661 1688
W sd 4.10 4.00 3.98 3.50 3.90
ratio PMSL/W 412 423 421 475 433
LSPsd 118 118 117 116 113
mean 340 336 328 323 312
CPsd 21 21 21 22 20
mean 95 94 97 ' 95 87

Some of the main points illustrated by these tables are:

i) The PMSL variance is almost the same in experiments 1,2 and 5. It is 1.5% less in the northern extratropics
and 1% less in the southern extratropics in experiment 3 and 3% less in the northern extratropics and 2% less
in the southern extratropics in experiment 4. In experiment 4, other diagnostics show that the global kinetic
energy is reduced by 2.5% between days O and 5. This indicates that these versions of the model include some
damping of the synoptic flow. It is impossible to determine whether this explains all the positive impact of both
experiments on the large scale scores without further study.

ii) The ratio of the standard deviation of the vertical motion to that of the surface pressure is least for experiment
4 in all areas, showing that low frequency inertio-gravity waves are successfully damped more strongly than
the synoptic flow. The ratio is also less in experiment 5, which is consistent with the reduced time variability
in that experiment. It is similar in the other experiments, though in the tropics there is slightly more vertical
motion in experiment 3, though not to the extent of the increased time variability shown in section 3.3.

iii) In the extratropics, experiment 5 produces least precipitation of both types, experiment 4 also produces less
large scale precipitation (but not convection) than experiments 1-3. This suggests that better physics interfacing
is beneficial in predicting precipitation rates. The standard deviation is also reduced, but not by as much as the
mean. In experiment 4, the damping of vertical motion and surface pressure would be expected to give some
reduction in large scale precipitation.
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iv) In the tropics, experiments 4 and 5 produce more precipitation than experiments 1 and 2, and experiment 3
much more than either. In experiment 5 there is relatively more large scale precipitation, in the other
experiemnts the ratio is similar. The standard deviations are less sensitive than the mean values. The change of
precipitation type in experiment 5 probably reflects the diferent interfacing of processes. The increased pre-
cipitation in experiment 3 is consistent with the much higher time variability, and may reflect feedback between
physical forcing on the scale of the timestep and more careful calculation of the response.

Overall the diagnostics suggest the importance of physics interfacing, especially if the integration scheme is
made more accurate in treating fast responses, and illustrate that the decentering along trajectories in
experiment 4 may be an effective way of reducing low frequency imbalance if that proves necessary.

3.5 Behavior near mountains

The previous subsections have concentrated on large scale average diagnostics. In this and the next two
subsections we illustrate what they mean in terms of local behaviour

The first example is a case of flow over the Norwegian mountains, which appears typical of mid-latitude flow
over orography. The satellite picture (Figure 5:) shows clear skies over the Baltic, cloud over the spine of the
Norwegian mountains, and some bands of cloud parallel to the north-westerly wind downsream of the
mountains. There may be some mountain wave activity, but this is uncertain from the resolution of the picture.

Figure 5: Visible picture for 18 March 1998, 1200 UTC

The surface pressure forecast from the control experiment for this time is shown in Figure 6:
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Sunday 15 March 1998 12UTC ECMWF Forecast t+ 72 VT: Wednesday 18 March 1998 12UTC
SURFACE: mean sea level pressure
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Figure 6:

This shows a broad north-westerly airstream over Norway. Cross-sections of vertical motion from 66N 8W to
59N 18E are shown in Figure 7: for the control experiment and Figure 8: for experiment 4. The results for
experiments 2,3 and 5 were very similar to the control.
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Figure 7: Vertical velocity (Pa s) for control experiment
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In an additional experiment, the model was run with a 200s timestep rather than the normal 1200s. The cross-
section was hardly altered, showing that numerical inaccuracies were unlikely to have generated the wave.
Figure 7: shows a mountain wave structure on the scale of the resolved orography. The low level vertical
motion on the upstream side represents that required for the low level air, which was flowing at about flowing
at 15ms-, to cross the barrier. On the downstream side there is clearly some form of jump forming. In Figure
8: the wave is eliminated and the structure of the low level flow on the downstream side is altered to remove
most of the jump structure. Since there is strong flow through the wave pattern, it is not surprising that a method
which smooths along trajectories removes the wave.

/135 1998-03-15 1200h step 72 expzxgq
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Figure 8: Vertical velocity (Pa s') cross-section from experiment 4

The most likely explanation of the result is that the model has produced the correct response to the smooth
orography that it has available. The disagreement with the true solution reflects the lack of resolution of the
orography. Further work is being carried out with idealised models o investigate this. It remains to be
considered whether it is better to smooth out the ‘spurious’ waves, or whether to retain them because they may
contain useful large scale information.

3.6 Behaviour near mid-latitilde fronts

This example is a frontal wave crossing Northern France in January 1998. The rainfall accumulated over 24
hours from the control forecast is shown in Figure 9; Shading levels are at 2,4 and 8mm.
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Figure 9: Large scale precipitation accumulation for 24 hrs ending 15 January 1998.

As would be expected from the statistics, all experiments gave similar forecasts. That from experiment 5 is
shown in Figure 10:, because this experiment had the largest effect on total rainfall. The area of heaviest rainfall
is slightly reduced, and the boundary of the area with rain is slightly smoother.
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7

Figure 10: As Figure 9: for experiment 5.
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Cross sections of the vertical motion from the two experiments are shown in Figure 11: and Figure 12: The
cross section was from 51N 3W to 40N 3E (roughly Cornwall to Marseilles). The maximum value is 12.5%
less in Figure 12:, though the qualitative pattern is not changed.
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Figure 11: Cross section of vertical motion for control experiment

/135 1998-01-15 1200h step 12 expzyfi
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‘Figure 12: Cross section of vertical motion for experiment 5

This example suggests that the integration techniques tested have little impact on frontal structure and pre-
cipitation extent. However, maximum precipitation intensities are sensitive to some extent, and, with higher
resolution models able to resolve more extreme precipitation rates, more care may have to be taken with the
integration scheme and the interfacing to the physics.

3.7 Behaviour near tropical convection

This example was taken over the tropical ocean to avoid the extra complicating factors over land, such as
topography, surface moisture availability, and a stronger diurnal cycle. The satellite picture for 1200 UTC on
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18 March 1998 is shown in Figure 13: This shows several bands of convection over the Indian Ocean. The
picture taken 6 hours earlier also shows these bands.

Figure 13: Visible satellite picture for 1200 UTC, 18 March 1998

The 12 hour accumulated convective precipitation from a 72 hour forecast from the control experiment is
shown in Figure 14: The banded structure is well predicted, though the individual positioning is not exact.
However, precise forecasting of such structures at T+72 is not to be expected, and in any case proper
verification over the full 12 hour period is not available.
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sfc CP* 1998-03-15 12h fc t+72 vt:1998-03-18 12h exp:zx8w

Figure 14: Convective precipitation accumulated from T+60 to T+72, control experiment

All the experiments produced similar structure. Experiment 3 is illustrated, because the global statistics
indicated that this experiment gives increased tropical convective precipitation, and increased temporal
variability in the tropical vertical motion. The convective precipitation forecast is shown in Figure 15: The
increased intensity and area are visible, but the general structure is not affected.

sfc CP* 1998-03-15 12h fc t+72 vi:1998-03-18 12h exp:zxxc

Figure 15: As Figure 14: for experiment 3.
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The vertical velocity cross sections along a line from 11N 76E to 19S 57E are shown in Figure 16:and Figure
17: There are localised maxima of upward motion in the convective bands in the upper troposphere, and
downward motions near the melting level. It is most likely that these mirror the combined heating and cooling
effects of the convection and large scale cloud schemes. To a first approximation, the resolved adiabatic heating
must cancel the parametrised heating in the tropics in order to prevent the formation of unsustainable horizontal
pressure gradients.
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Figure 16: Vertical Velécity cross section from control experiment
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Figure 17: Vertical velocity cross section from experiment 3

4. SUMMARY

This paper has illustrated how diagnostic calculations based on dynamical theory can elucidate the behaviour
of the model, and point to areas that need further investigation. Several issues arose repeatedly during the study.
There is aliasing of fast wave activity to the model timestep, and possible increased fast wave amplitudes
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resulting from the reduction in timescale separation. There are substantial low frequency unbalanced motions
on larger space scales than observed, because the motions have to be present to maintain large scale balances,
and can only occur on resolved scales. The interfacing of the physics with the dynamics can have a large effect
on the high frequency behaviour. .
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