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WAbstract

A three dimensional model for simulating the effect of enhanced cloud condensation
nucleus concentrations on stratocumulus clouds is presented. The model is a large eddy
simulation version of the Regional Atmospheric Modeling System (RAMS) with explicit
representation of the cloud condensation nucleus (CCN) spectrum and cloud droplet spec-
trum. Results of a three-dimensional simulation of the 7 July 1987 FIRE I case is presented.

Horizontally-average profiles of droplet number concentrations are nearly constant through
most of the cloud layer, while liquid water content and droplet effective radius increase lin-
early through the cloud layer. Except near cloud base, average supersaturations remain
small; being less than 0.15%. ]

These results are consistent with both observations and expectations. The only depar-
ture from reality is at the grid points near cloud top where supersaturations of the order
of 1.3%, unreasonably large liquid water contents, and droplet concentrations about 20%
above typical cloud values are found. These anomalies are numerical artifacts resulting from
non-monotonic advection.

1. Introduction

Twomey (1974, 1977) hypothesized that increased anthropogenic sources of aerosol will
result in the presence of greater numbers of cloud condensation nuclei (CCN) which will
produce higher concentrations of cloud droplets, and, consequently, more reflective clouds.
This effect is believed to have the greatest impact on optically thin mar'u_le stratocumulus
doutis. It has also been suggested (Albrecht, 1989) that enhanced CCN concentrations will
suppress the rate of formation of drizzle drops. This will result in a positive feedback into the
CCN-albedo link since reduced drizzle in clouds with higher drop concentrations, will result
in larger liquid water paths, and, hence, more reflective clouds. Recently Charlson et al.
(1992) estimated that a 15% increase in global mean droplet concentrations in marine stratus
and stratocumulus clouds results in a radiative cooling effect comparable (and opposite in
sign) to current estimates of greenhouse warming.

Before this hypothesis can be placed on a sound scientific basis it is necessary to quantify
the sensitivity of cloud albedo to CCN concentrations in particular cloud types. The final
goal of our research is to provide quantitative estimates of this sensitivity for the special

case of marine stratocumulus clouds and to develop a parameterization scheme of boundary
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layer clouds suitable for use in general circulation models (GCMs) that contains explicit
dependence upon CCN concentrations. |

Our approach is to introduce an explicif cloud microphysics scheme into the Regional
Atmospheric Modeling System (RAMS) developed at: Colorado State University. The
RAMS ié configured as a large eddy simulation (LES) :model in which the major energy-
conta.inij;g eddies are explicitly resolved. Model simulations will produce a large cloud
microph&sics/ma.crophysics data base which will then be used by a sophisticated radiative
transfer model to evaluate the impacts on cloud albedo..

The aim of this paper is three-fold: (i) to present the RAMS model in its new configura-
tion with explicit microphysics; and (ii) to examine the credibility of the combined explicit
microphysics/LES model. In Section 2 we describe the design and implementation of the
LES version of RAMS and the explicit microphysics model. In Section 3 we present results
from a three-dimensional large eddy simulation (LES) using a sounding from a stratocumu-

lus case observed during FIRE 1. Section 4 presents a discussion of the results.

2. Model Description
a. RAMS as an LES model

The RAMS is a multi-purpose modeling system that has been applied to LES over inho-
mogeneous land surfaces (Hadfield et al., 1991, 1992; Walko et al., 1992) and to the simula-
tion of a variety of cloud systems. In this investigation RAMS is set up as a non-hydrostatic
LES model. Prognostic equations include those for the three velocity components (u, v, w),
liquid water potential temperature (6;; Tripoli and Cotton, 1981), perturbation Exner func-
tion 7, and total water mixing ratio r; (the sum of vapor and liquid water mixing ratios). In
all previous cloud applications a bulk microphysical scheme, which diagnoses cloud liquid
water (e.g., Cotton et al., 1986), has been used. In the current explicit microphysics model,
condensate is predicted using a droplet spectrum which we resolve into 25 different size
bins. Prognostic equations are required for each of these bins and the liquid water mixing

ratio r; is the sum of the mixing ratios in each bin. In RAMS, water vapor mixing ratio r,
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is diagnosed as the difference between the total mixing ratio r; and the liquid water mixing
ratio r;. Temperature T is diagnosed from the prognostic variables 6; and r;. This enables

calculations of cloud supersaturation S:

Ty re—Ti

S=:(—T—5—1- T(TT—l, (1)
where r,(T) is the saturation mixing ratio calculated from polynomial fits to saturation
vapor préssure and the diagnosed temperature T' (Fla.té.u et al., 1992). In calculating S,
both the dynamical and microphysical tendencies are accounted for. Tests of the stability
of this calculation to model time step show only weak sensitivity for a doubling of the time
step from 1 s to 2 s (Cotton et al., 1992).

A further modification of RAMS has been the addition of a positive definite scheme for
the advection of microphysical variables. The advection schemes operate in a hybrid mode
with vector quantities (u,v,w) advected using a fourth order leap-frog scheme, while liquid
water su_bsta.nces and other scalar quantities are advected using a positive definite, sixth
order forward differencing scheme. The positive definite scheme employs the flux limitations
of Bott (1989), within the framework of the higher order polynomial fits of ’I‘reﬁnba.ck et al.,
(1987). o

The model includes explicit feedback of bulk cloud properties on radiative heating/cooling
based on the radiation parameterization developed by Chen and Cotton (1983). Sub-grid
scale diffusion is parameterized using a Smagorinsky deformation tensor modified for sta-
bility. The lower boundary condition is a surface layer parameterization based on the Louis
(1979) scheme, with specified sea surface temperatures. The top boundary is a rigid lid with
the option of a Rayleigh friction wave-absorbing layer in the top most grid points. Lateral
boundary conditions are specified as cyclic. We have the option of spawning a sequence of
finer grids which will allow us to study various processes (such as cloud top entrainment)

with increasingly finer resolutions.
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b. The explicit microphysics model

The explicit microphysics model that ﬁa.s been implemented in RAMS is an accurate
moment-conserving scheme developed by the Tel-Aviv University Cloud Physics Group.
Tzivion -et al. (198'(') showed that the accuracy of this n_i-ethod in representing condensation
and collection is comparable to that of schemes which use two to three times the number
of bins, but predict on only the mass conc;.entration in each bin (e.g., Bleck, 1970). For
stratocumulus simulations, a total of 25 bins characterize a drop spectrum in the range 1.56
~ 504 ym (radius), with mass doubling from one bin to the next. Since we are primarily
concerned with non-precipitating stratocumulus clouds and clouds with only light amounts
of drizzle, the specified size range should be adequate. The microphysical processes affecting
the drop spectrum are droplet activation from CCN, condensation/evaporation, collision-
coalescence, and sedimentation. Drop breakup is not considered as it is expected to be
negligible for these clouds. Because the 25 bins are represented by both mass and number
mixing ratio we require 50 prognostic equations for the drop spectrum variables.

Coupling the explicit microphysics with the dynamical model required the development
of a droplet activation scheme. Qur approach was based on a 6 bin representation of tI;e
CCN distribution in supersaturation space (i.e., CCN were divided on the basis of their
observed activation supersaturation, see Table 1). The nucleation scheme is a modified

version Twomey’s (1959) generic formula:
N, = Cs¥,

where s is the supersaturation in percent, and C and K are empirically determined con-
stants. Using measurements of Hudson and Frisbie (1991) we account for an apparent
supersaturation dependence of K, and let C vary according to the number of CCN dynam-
’ica.lly present. Thus we define a fractional activation spectra for the case that Spini-1 >
8 > Smin,i

Nai = Nei[f(8) = f(smini)]
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where f(s) = slkilna+kio) N, is the number of dynamically available CCN in bin i, and
K = k;1n s + k;o represents our empirical fit to the K data of Hudson where k; and k;o are
specified separately for each bin and remain fixed through the course of the simulation.

Table 1:-Activation characteristics of the 6 bin CCN djsti'ibution. Stmin,i Tepresents the min-

imum supersaturation necessary to begin activating CCN residing in bin i. For § > Smin
all the CCN in bins j > ¢ will be activated, so that Smin;i = Smaz,i+1-

Bin 1: Smint =1.00% Bin 4 Sming = 0.10%
Bin 2. Sminz =0.60% Bin 5: Spmins = 0.02%
Bin 3: Smins =0.30% Bin 6: Spmins = 0.00%

An advantage of this scheme is that it specifies the CCN field in terms of the critical
parameter from which it is measured, activation number is therefore independent of as-
sumptions about chemical species. Furthermore, by defining a distribution within each bin
we hope to make the most of the limited information associated with a 6 bin representation
of the CCN activation distribution.

Activation size requires assumptions about chemical species, however, this—pa.rt of the
activation process must be parameterized (in multi-dimensional cloud models) to begin with,
as the vast majority of CCN commonly activate at a size significantly below the smallest
resolved drop. For CCN activating from bin 6 we map to the drop spectra using the 95%
size of the corresponding Ammonium Sulfate particles. Two-dimensional results have not
shown a sensitivity to this mapping.

When a droplet evaporates completely, it is assumed that one particle is returned to the
atmosphere (Mitra et al., 1992). The size distribution of returned aerosols is based upon
the relative depletion of the individual bins averaged over the domain. Thus evaporation
tends to force the CCN distribution toward its intial state. In 2-D sensitivity tests we have
found our simulations to be quite sensitive to the regeneration parameterization, with the
above parameterization representing the most stable solution.

Using this scheme we can initiate RAMS with a sounding of CCN and consider vertical

and horizontal transport of the CCN by the explicitly represented large eddies. We can
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simulate their depletion by activation as well as their replenishment due fo droplet evapo-
ration. Moreover, we hope to simulate the iﬁteraction between rising plumes of air depleted
in CCN and air streams entrained into the cloud containing environmental concentrations
of CCN f;ha.t are characteristic of above-boundary layer air.

By vﬁrying the parameters of the initial CCN speétra we can model the preferential
activatio;1 of larger CCN, and thus better represent the relationship between the spe’ctra of
newly a.cfivated droplets and that of the available CCN. Also, the possible inclusion of giant
nuclei allows us to study their impact on the collision-coalescence process (e.g., Johnson,

1080).
3. Model Configuration and Control Case

As our first test of the combined explicit microphysics model in three-djménsions, RAMS
was set up to simulate the well-documented FIRE I case dé,y of 7 J u.iy 1987 v(e.g.; Betts and
Boers, 1990). o

RAMS was set up as follows:

e Domain of 58 X 58 X 36 points.
¢ 55 m horizontal grid spacing.

e 25 m vertical grid spacing below 900 m with vertical grid stretching (10-20%) to
‘'model top at 2250 m.

o In each horizontal direction 6 grid points are redundant due to 6th order advection
scheme with cyclic boundary conditions this leads to an approximately 9 km? hori-

' zontal domain.
e Rigid lid on top with Rayleigh friction in upper seven levels.
o Winds advected using the fourth order leap-frog scheme of Tremback et al. (1987).

¢ Radiation scheme of Chen and Cotton (1983).

207



o Stability modified Smagorinsky subgrid diffusional scheme.
o Model start time specified as 15:30 loéal time on July 7, 1987.

¢ Boundary layer sounding taken from Betts & Boers (JAS '90) composite sounding
derived from aircraft data for stratocumulus in FIRE observational area July 7, 1987.
Mld- and upper-level soundings for use in radiation calculations taken from RAMS

interpolation of NMC data.

o CCN initially specified as horizontally homogeneous and matched to spectral measure-
ments of Hudson and Frisbie (1991) for June 29. Concentrations such that approx-
imately 120 per cm? activate at supersaturations less than 1%. Taken as a ‘typical’

marine case.

e Model fields initialized as horizontally homogeneous with random perturbations of
surface temperatures not exceeding 0.1 K. Sea surface temperatures taken to be 0.3

K greater than initial air temperatures at lowest levels (i.e., 289.3 X).

Initial model spin up takes approximately 60 minutes, fields are spun up using a 4 second
time step, 2nd order advection, collection turned off and radiation calculations every five
minutes. The following 140 minutes of simulation was carried out with a 2 second timestep,
6/4th order advection, collection turned on, and radiative calculations every 60 seconds.

Domain subjected to a Galilean transform to account for large value of mean winds.

4. Results
a. Domain-averaged fields

We begin by showing the domain-average statistics for the run. Figure 1a illustrates the
standard deviation or root mean squared (wrm,) in vertical velocity. Following an initial
build up during the first 60 minutes, w,m, decreases and then exhibits gradual rise until

180 min, where it levels off. Droplet concentrations, on the other hand (see Fig. 1b) become
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Figure 1: Sub-inversion statistics computed at 30 second intervals over the course of the
run. Solid line represents average, dashed lines represent standard deviation or root mean
squared (RMS) quantities. (a) vertical velocities; (b) cloud droplet number concentrations;
(c) supersaturations averaged in regions where S > 0. (d) liquid water contents; (e) liquid
water paths; (f) cloud depth; (g) accumulated drizzle (average and standard deviation over
surface grid points); () drizzle rate (computed from change in accumulated drizzle).
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steady after only 80 min. Supersaturations (see Fig. 1c) tend to follow w,.,,; s With an initial
peak at 60 min, followed by a decrease and sfeady rise to near constant values by 180 min.

Liquid water contents, and to a lesser exient, cloud depth (Fig. 1f) tend to mirror wym,
beha.vior,. while liquid water paths (Fig. 1e) exhibits a steédy rise until about 165 min. As of
yet it ha.é not been conclusively determined to what extent the slow evolution of the liquid
water ﬁefds is a property of the late afternoon/early evening evolution of the cloud layer vs.
a transieﬁt respose associated with the numerical integrations. It would be rather disturbing
(from a computational cost perspective) if it takes nearly 3 hrs before the domain-average
fields become sufficiently steady to carry out meaningful sensitivity experiments.

This long time scale for reaching statistical steadiness is probably a consequence of the
long time it takes slowly-settling drizzle-drops to “infect” the depth of the cloud-subcloud
layer (see Figs. 1g and h). Again, however, the long delay before drizzle drops are evident
in the sub-cloud layer may be alternatively due to the realistic evolution of the cloud itself,
or a transient response of the system of equations governing the simulation.

Figure 2a,b illustrate the domain-average behavior of the 6 aerosol bins_ in the sub-cloud
layer (Fig. 2a) and the cloud layer (Fig. 2b). In the sub-cloud layer, bins 1 and 2 are little
affected by the formation of the cloud. Bins 3, 4, and 5 exhibit considerable depletion by 200
s, as these particles are swept up into the cloud layer where they are removed by nucleation
scavenging. Sub-cloud aerosol in the lowest activation supersaturation (Bin 6), actually
increase after an hour, presumably due to the evaporation of droplets which recharge this
bin.

In the cloud layer, only Bin 1 remains little affected by nucleation scavenging. All lower

activation bins are severely impacted by droplet activation.

b. Three-dimensional fields

The topography of cloud top at 200 min is illustrated in Fig. 3 by displaying the liquid
water content surface greater than 0.02 g/kg. The cloud top is hardly uniform, with well-

defined hummocks, mesas, and valleys across the domain. These irregular features are
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RY

Figure 3: Plot of the 0.02g/kg liquid water surface at 200 minutes; looking down at cloud
top. Vertical line in left corner denotes the (x = -1403,y=-1403) point.

215




Figure 4: As in Figure 3 but looking up at cloud base.
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anticipated to significantly alter the albedo of the cloud layer from that found in simple
two-stream radiation calculations.

Likewise, cloud base, shown in Fig. 4 is aiso quite irregular, a feature that is commonly
observed off the coast of California (Noonkester, 1984).

The vertical velocity field at 587 m and 200 min is illustrated in Fig. 5. This field
somewha.t; above cloud base, exhibits a central region of ascent with cells having magnitudes
of 0.5 to i.O m/s. Surrounding this cell is a sheath of descending air, also in the 0.5 to 1.0
m/s range with other paths of ascent further out from the center.

North-south vertical cross sections at & 701 m shows the vertical structure of the cells.
Particularly interesting is the rotor-like circulation between 500 to 700 m in the i = 40 cross
section. This is air descending from cloud top that gets caught up in a region of updraft.

Particularly important for radiation calculations is thé variability of liquid water path
(see Fig. 7 which mirrors the variability of the cloud top topography shown in in Fig. 3.
We anticipate major differences between radiances and albedo calculated with these fields

and those calculated assuming a horizontally uniforni cloud layer.

c. Vertical profiles of horizontally-averaged fields

We now examine vertical profiles of variables that are averaged across the entire domain
(solid line), in updrafts (dashed line), and in downdrafts (dot-dashed). Figure 8 illustrates
the average liquid water content vertical profiles. All fields exhibit a generally linear increase
in liquid water content fvith height to maximum values slightly over 0.5 g/kg. The updraft
profile exhibits sharp 2Az variability near cloud top that is a numerical artifact cauéed by
the sharp gradients in that region. This feature is aggravated, somewhat, by the Tremback
et al./Bott sixth-order non-monotonic advection scheme. By using a second order scheme
and running from a history file for the last five minutes we are able to significantly dampen
the 2Az variability near cloud top. Similarly by enhancing subgrid diffusion we expect to
be able to dampen this effect. Unfortunately neither of these alternatives are particularly

desirable as they don’t address the supposed source of the feature (i.e., the non-monotonic
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Figure 7: Vertically integrated liquid water paths at 200 minutes. Minimum of 62.5gm™? at
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nature of the advection scheme). It is hoped that implementation of the monotonic flux
corrections of Bott (1992) will mitigate this numerical mode in a physically consistent
manner. .

Supersaturations in updrafts (Fig. 9) exhibit a ra,pid;'rise near cloud base to approxi-
mately 0.5% and then decrease with height through mos‘; of the cloud layer in accordance
with dassica.l theory. Again near cloud top, a 2AZ overshoot to over 1% supersaturation
can be seém. While there may be a real physical forcing of higher supersaturations near
cloud top, since they are greatest in the presence of drizzle scavenging of numerous small
droplets, the actual magnitudes is not a resolvable feature.

Figure 10 illustrates that following nucleation near cloud base, droplet concentrations
remain nearly constant at about 80 cm~3. The concentrations are somewhat higher in
updrafts, approaching 90 cm™ and, not surprisingly, lower in downdrafts. Again, the
suspected numerical artifact near cloud top produces concentration of ~ 100 cm~3. ’

The average effective radius shown in Fig. 11 exhibits a sharp increase to ~11 um above
cloud basé, then decreases rapidly, followed by a gradua.l,—nea.rly linear increase to near
cloud top. The largest effective radii are found in downdrafts which are transporting drizzle
drops to lower levels.

Small CCN (S > 0.6% activation) concentrations shown in Fig. 12 remain constant
through the sub-cloud layer and exhibit a modest linear decrease up to cloud top. The
spurious supersaturation near cloud top scavenges the smaller aerosol substantially in that
region. Large CCN (S < 0.6%) concentraitons (shown in Fig. 13), on the other hand, are
greatly reduced throughgﬁt the cloud layer. Contrary to previous suggestions on our part
(Cotton, et al., 1992) peak values of large CCN near 800 m (see Fig. 13 have been shown
in 2-D sensitivity tests to be largely the result of a numerical mode associated with non-

“monotonic advection. The possibility of CCN enhancement above cloud top resulting from
the evaporation of cloud droplets which recharge the large aerosol bins is still plausible,
unfortunately quantifying this effect in our simulations first requires a better treatment of

advection. Beneath cloud base the updrafts exhibit a 2 Az wiggle which is caused by the
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abrupt transition from nearly constant values of the order of 90 cm™3 benez;th cloud base
to near zero at the first cloud grid point. -

One of the goals of these modelling studies ié to develop a parameterization for stratocu-
mulus clouds based on closure models of a cloud-topped bouﬁda.ry layer (i.e, Weissbluth and
Cotton’s 2.5w scheme). In such a parameterization we hopé to base droplet concentrations,
cloud dep’chj and liquid . water contents on cross correlations between vertical velocity vari-
ance, relativA'e humidity, and hygroscopic aerosol abundance. The temporal variation of the
maximum layer-averaged vertical velocity variance is well correlated with the domain aver-
aged wrass plotted in fig. 1, which in turn appears to be well correlated to supersaturations
and liquid water contents.

In Fig. 14 the vertical velocity variance is plotted throughout the boundary layer. At
this time (as well as all other times examined) the downdrafts dominate. In addition at 2b0
minutes we see the downdraft vertical velocity variance is rather symmetric with a maximum
in the lower cloud through sub-cloud région. The updraft vertical velocity exhibits a relative
minimum jﬁst below cloud base, with relatvive maximums in the lower levels. All the profiles
decrease rapidly to null values at cloud top. The layer averaged vertical velocity diminishes
to half its maximum value approximately mid way through the cloud and approaches its

extremum assymptotically.

d. Droplet spectra and drizzle

Simulated droplet spectra shown in Fig. 15 at 362 m tb 762 m are shown at 200 min.
Because this is at a time when drizzle has “infected” the entire depth of the cloud layer,
the droplet spectra are particularly broad (although the scaling of the graphs with 9 orders
of magnitude in the vertical exaggerates this feature. considerably), especially the mass
spectra (short dashed line). The pronounced 10 um mode is clearly evident in cloud (upper
three levels of plots), while not evident in the sub-cloud spectra plots (Note: cloud base is

predominantly above the 462 m level.)

228



Height (m)

1000.
g00. |
800. H
700.
600. |
500.
400.
300. |
200. |

100.

| | I | -

ek

1.5 2.0 2.5 3.0
Vertical velocity variance (m/s)~2

Figure 14: Vertical proﬁlés of vertical velocity variance at 200 minutes.

229

3.5

4.0



Downdraft ave.

Layer ave.

-
] ] ] ]
....... -~ e e e ] P
L - -~ - o o P L ”~ -
A { 7 = { / - { \\ B L7 7
i s v Y J ) \ [/
e - pra 1 .\ /
s \\ g «
& & \\ h -
. i IS 1 (G 3 A N - ...
N ... N
/ ~ / . NS \ . -\ .
I T YOO T T SR O OO T { T N O U | O O O T O I | E_ | I O T N N O O [ O O T T |

Updraft ave.

: : " 7 7
- e e R ] P
- . - e P - L. ~ - L P " P
("1 7 A4 Cr 14 S0
.~ .\ yd s ] \ RS —
Aﬂ\ ~ \ \ “ .P,/
.- P e .
A . J k..../l.l! N < rf. 1 { \ N // .I..J
. . N b ™
/ /ao / .'11 . / ncl: .P / ':n: /
I WO U N N O VOO N YO O O T YO T N U O { N U T O [ T s O | o o | |1 I |

S O T I I |

%mcouoﬁuv 0007 <— 1 (snipel) adueax
Jotur/8 oxotwt) 0'07  <— A0-HO'T afuwaz{
(uoxotur/oo/#) 0°000T <— 90—-H0'1 adueaiL

000219 1°PE'LBL0L0/SisA[eus /Taay /" /*

Short dashed lines

mm logrithimically. Ordinate from

— 10%ugem=3um™1 for

er 200 minutes.

from 10”7

1078 — 10%#em~3um™? for number representation,
230

Figure 15: Droplet spectra for five different levels aft
mass distribution.

. represent mass spectra. Abscissa from 1 micron to 1



The surface drizzle rate, shown in Fig. 16, is quite patchy and resemblés the surface
precipitation ma.ppings expected from deep cﬁmulus convection. The magnitudes differ
substantially from deep convéction, however, with peak values being only 9 pm/hr! Like-
wise, the acgumulated gurface precipitation for the entire 3 hr simulation period is only 7.3

pm!
5. Summary and Conclusions

Our first three-dimensional LES /explicit microphysics simulation of a marine stratocu-
mulus cloud layer with RAMS has been conducted. Results of the simulation are consistent
with observations of stratocumulus clouds off the California Coast including nearly constant
droplet concentrations through most of the cloud layer, liquid water contents and droplet ef-
fective radii that increase linearly with height through the cloud layer, and supersaturations
that remain below 0.15%.

The only departure from reality is at grid points near cloud top where supersaturations
of the order of 1.3% and droplet concentrations about 20% above typical clqud values are
found. These anomalies are believed to be numerical artifacts resulting from non-monotonic
advection.

Nonetheless, the pronounced horizontally-varying fields of cloud macrostructure and
microstructure should be useful for applying 3D radiation codes to examining the impacts
of such variability on cloud radiances and albedo. Care must be taken, however, in removing
cloud top grid points from the analysis.

Likewise, the simulated data should be useful in testing closure models of a cloud-topped
boundary layer such as Weissbluth and Cotton’s (1993) level 2.5w scheme. Moreover, one
could examine potential extensions of the scheme to include activation (scavenging) of CCN

spectra as a function of vertical velocity variance.
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