Impact of Interactive Physical Retrievals on NWP

Joel Susskind and James Pfaendtner
Laboratory for Atmospheres
NASA Goddard Space Flight Center
Greenbelt, MD, U.S.A.

Summary: Forecast impact results with the GLA interactive forecast-retrieval-assimilation system, which directly uses satellite radiance data in the assimilation cycle, are presented. Forecasts made from initial conditions derived with this system are shown to be more skillful than those whose initial conditions came from a comparable assimilation using statistically based temperature soundings, or ones using no sounding data at all. Examples are also given of additional parameters which are produced through the physical inversion of the satellite radiance data during the interactive assimilation cycle. These are potentially useful for analysis purposes.

1. INTRODUCTION

The Global Modeling and Simulation Branch of the Goddard Laboratory for Atmospheres (GLA) has had an active research program in satellite retrieval methods and data assimilation technique development for a number of years (Ghil et al., 1979; Atlas et al., 1982; Baker, 1983; Baker et al., 1984; Baker et al., 1987; Susskind et al., 1984; Susskind and Reuter, 1985; Susskind et al., 1987b; Kalnay et al., 1985). The special emphasis of the GLA research program has been and continues to be the optimal utilization of observations from space-based instruments. Global data assimilation, the genesis of which can be found in the paper by Charney, Halem and Jastrow (1969), is now used by all operational forecasting centers for NWP applications. In recent work at GLA, (Susskind et al., 1987b), the retrieval process, in which geophysical parameters are obtained from satellite observations, has been integrated into a global data assimilation cycle. Two benefits are expected from this direct interactive use of satellite data. First, the a priori information from all relevant sources contained in the first guess fields produced by the assimilation system will improve the accuracy of all retrieved parameters. Assimilating these more
accurate soundings will in turn improve the quality of the analysed fields and subsequent forecasts. The second benefit to be derived from the interactive system follows directly from the physical basis of the GLA retrieval algorithm. In contrast to statistically based methods, physical retrievals necessarily entail solving for an entire set of atmospheric and surface parameters simultaneously. These "extra" parameters (sea surface temperature, land surface temperature, effective cloud cover, cloud top height, snow and ice extent, total ozone burden, outgoing longwave radiation, precipitation estimate) open the possibility for important new applications of the data assimilation process. The internal consistency of the retrieval process can be verified by comparing these parameters to ones derived from other independent data. The physical parameterizations in models can be more directly verified through the use of these parameters. And importantly, longer time series of internally consistent parameters, produced as part of the data assimilation process, will have valuable applications in environmental monitoring and earth system science. Some recent results from the GLA interactive system, in terms of both forecast impact and the derived geophysical parameters, are presented in this paper.

The GLA physical inversion retrieval method uses radiance data (19 infra-red channels from the HIRS2 instrument plus 4 complementary microwave channels from MSU) from the NOAA polar orbiter series of satellites to derive temperature-humidity profiles. Moreover, as was mentioned above, the retrieval algorithm determines global fields of sea-land surface temperature as well as global cloud and ozone fields and estimates of precipitation and ice/snow cover. Data assimilations using the retrieved temperature profiles have led to significantly improved 3-6 day forecast skill (Baker, et al., 1984, Kalnay et al., 1985; Susskind et al., 1987b).

The next section contains a broader description of the GLA retrieval algorithm, and section 3 describes the interactive forecast-retrieval-assimilation system. Section 4 contains the results from recent forecast impact tests, while section 5 discusses the additional parameters obtained through the interactive cycle and presents some examples. Section 6 indicates plans for future research.
2. THE GLA PHYSICAL INVERSION RETRIEVALS

Physical retrieval methods (those in which the radiative transfer equation is directly solved to obtain a match with the observed radiance data) have a number of important advantages over statistically based methods. Physical methods allow a direct incorporation of all factors affecting the radiances such as surface properties, scan angle of observation, and most importantly, clouds. As shown in Susskind et al. (1984), the GLA physical retrieval scheme produces temperature soundings whose accuracy does not appreciably deteriorate with increasing cloudiness, and current studies have shown that there is also no significant degradation at large satellite angles. In addition, surface parameters and cloud information are determined from the data in the physical system. The geophysical parameters determined from the observed radiances are given a quality weight according to the agreement of observed and computed brightness temperatures, and solutions (other than cloud parameters) are "rejected" if sufficient agreement cannot be found. Moreover, the ability to compute radiances from the forecast first guess and compare with satellite observations provides a powerful tool to assign a quality indicator to the first guess field for use in the assimilation cycle.

The basic retrieval method is described in Susskind et al. (1984). In order to perform accurate physically based retrievals, it is essential to compute the radiances which the instrument would see as a function of the atmospheric and surface conditions with sufficient accuracy. The details of the calculation of channel averaged radiances as a function of atmospheric temperature-humidity-ozone profiles, surface temperature, surface elevation, surface emissivity, and zenith angle of observation, are described in Susskind et al. (1983). An updated cloud filtering algorithm and improved method for determining land/sea surface temperature appeared in Susskind and Reuter (1985). Improvements in the determination of cloud parameters are described in Susskind et al. (1987a). The algorithm for humidity retrievals is detailed in Reuter et al. (1988).

The physically retrieved temperature profiles arise as solutions to a variational problem in which the radiative transfer equation is used to compute radiances which are then compared in an objective function
defined in terms of the observed (that is, cloud corrected) radiances. Successful retrievals using all the observed data can be performed under most cloud conditions, and "microwave only" retrievals are never performed. The retrieval process is underdetermined (there is no unique solution), and highly non-linear, especially with respect to assumed cloud amount and distribution. Hence, another advantage of physical retrievals is their ability to take advantage of additional first-guess information.

Any information in the first guess can potentially be of great value to the retrieval algorithm because of the indeterminateness of the problem. On the other hand, the possibility that the retrieval algorithm could be seriously led astray by errors in the first guess needs to be examined. A good retrieval scheme can be characterized by its ability to improve an inaccurate first guess significantly while only making slight changes in those cases where the guess is accurate. Reuter et al. (1988) examined the first guess dependence of the GLA physical temperature retrievals and found them to have the aforementioned desirable characteristics.

3. THE GLA INTERACTIVE FORECAST-RETRIEVAL-ANALYSIS CYCLE
The GLA interactive forecast-retrieval-analysis cycle combines three basic steps, a forecast model, a module for inverting satellite data, and a procedure to give the current best estimate of the state of the atmosphere given all available information. In each 6-hour period, the interactive cycle starts with the 6-hour forecast fields generated by the GLA Fourth Order GCM (Kalnay, et al., 1983). The vertical structure from these 6-hour temperature and humidity fields is used as an initial guess to generate retrievals for all soundings occurring in the interval ±3 hours of the forecast time. A successive correction (SCM) analysis (Baker, 1983) is then used to assimilate the generated retrievals and all other observations (such as radiosonde and ship reports, etc.) made during the ±3-hour interval. A 6-hour forecast, using the analysis just generated for initial conditions, then completes the cycle. While a number of geophysical parameters are retrieved along with the temperature profiles, only the thicknesses from the retrieved temperatures are being used in the data.
assimilation at this time. In addition, we have not yet utilized the quality indicator of the first guess, given by the agreement of observed brightness temperatures with those computed from the guess, in the analysis procedure.

Our experience with this system indicates that using the same first guess for both the physical retrievals and the data assimilation is advantageous to both subsystems. Some of the benefits to the retrievals were discussed in the previous section. The advantage for the analysis and subsequent forecasts is that whenever the first guess is accurate, retrievals do not significantly alter the guess and modifications made by the analysis are small, thus maintaining the dynamic balance of the model. Moreover, after a few days, an equilibrium is reached in the interactive cycle and changes to the first guess become small almost everywhere. This produces less noise in the analyzed fields and also limits the problems of "edge effects." Of course the use of a forecast first guess for the retrievals may lead to errors in the retrievals being correlated with errors in the first guess. While such error correlations were not accounted for by the SCM analysis used in the present interactive cycle, it would be relatively straightforward to incorporate them into a statistical optimal interpolation type analysis. It might be mentioned that preliminary computations with a two week sample of statistical retrievals collocated to radiosondes show their errors also to be correlated with first guess errors. Such correlations could arise if for example, both the retrievals and the prediction model and/or analysis scheme had a bias toward climatology.

The interactive system has been used to process data for the FGGE year, December 1978-December 1979, and also for the time periods July 1983 and August-September 1987. The latter period was processed in near real time (same day processing) in conjunction with the Antarctic ozone hole experiment. The period May-July 1988 is currently being processed preliminary to a joint study between GLA and the National Meteorological Center (NMC). Late in this study, physical retrievals will be generated using a first guess from the global prediction system at NMC. The retrievals will then be used in an experimental (non-interactive) reanalysis and forecast impact study to be done with the NMC system.
The use of physical retrievals in an interactive cycle offers many other opportunities for improving the quality of the resulting analyses. Two of these which will be pursued at GLA in the near future are: 1) use of the retrieved sea surface temperatures to perform a parallel analysis of sea surface temperature anomaly within the assimilation cycle, with the evolving SST analysis being used by the model as a lower boundary condition, and 2) use of the radiance data to assign quality weights to the first guess in those cases where the retrieval algorithm can clearly determine that the first guess is in error. These weights could be used to modify the forecast error variance estimates needed in optimal interpolation.

4. FORECAST IMPACT EXPERIMENTS

Forecast impact experiments are a sensitive measure of the relative quality of various atmospheric analyses. For the FGGE year three analyses have been produced at GLA: 1) An assimilation using only conventional data - called NOSAT; 2) An analysis using all standard FGGE data including conventional data, the satellite soundings produced by NOAA NESDIS, satellite derived cloud track winds, and other special FGGE data such as buoys - called the Full FGGE; and 3) An interactive analysis using the same data as the Full FGGE except that the GLA interactive retrievals were used in place of the NESDIS soundings - called INTERACTIVE. All three assimilations used the "Final IIb" conventional data, the SCM analysis algorithm (which analyzes on 12 standard pressure levels), and the 4 deg. latitude by 5 deg. longitude, 9-level version of the GLA Fourth Order GCM.

Initial conditions for the forecasts were chosen every fourth day for a winter period (January 9, 1979 to March 5, 1979), and for a summer period (May 5, 1979 to June 30, 1979). The forecasts were performed using both the 4° x 5° version of the model, and a higher resolution, 2° x 2.5° 9-level version of the Fourth Order Model with initial conditions interpolated from the horizontally coarser analysis at the 12 standard pressure levels. All forecasts were verified against the ECMWF IIIb analysis for the FGGE year interpolated to the 4° x 5° grid.
Figures 1a and b show average anomaly correlation coefficients for sea level pressure for an ensemble of fifteen 5 day forecasts, run every 4th day from January 9, 1979 to March 5, 1979, using the 2° x 2.5° model. The anomaly correlation coefficients in Figures 1a and b are verified against ECMWF analyses over the entire Northern Hemisphere extra-tropics (Figure 1a) and over North America (Figure 1b). As is customary, we will take an anomaly correlation coefficient of 0.6 as the limit of useful forecast skill.

Figure 1a shows that the limit of skill of the NOSAT forecasts for the Northern Hemisphere is about 5 days, while the average skill, over the entire winter, of the Full FGGE forecasts appears to be greater by about 3 hours compared to that of NOSAT, and that of the GLA interactive forecasts by at least 12 hours. Figure 1b shows that the average skill of all sets of forecasts for North America is somewhat less than that of forecasts for the entire Northern Hemisphere. Nevertheless, we still observe an improvement of skill of the interactive forecasts, compared to the NOSAT forecasts, of more than 12 hours. This is in sharp contrast to the 3 hour negative impact of the Full FGGE forecasts compared to the NOSAT forecasts over North America.

In general, the 2° x 2.5° forecasts were more skillful than the 4° x 5° forecasts run from the same analyses, but the degree of improvement depended on the nature of the data used. Figure 2a shows the improvement in skill, due to model resolution, of the interactive forecasts of sea level pressure verified over the Northern Hemisphere extra-tropics, to be about 20 hours on the average. Figure 2b shows the improvement in skill, due to model resolution, of the NOSAT forecasts verified over the same region to be only about 12 hours. In general, forecasts from the Full FGGE analyses showed intermediate levels of improvement, between that of NOSAT and of the interactive forecasts, when model resolution was increased. This finding, which also held in other geographical areas, is a result of the higher resolution model being more sensitive to improvements in the initial conditions and the quality of the data entering into them. Consequently, increasing the spatial resolution of the model can increase the impact of satellite soundings on the forecast skill, especially if the soundings are compatible with the model. Figure 3
Figure 1  Average sea level pressure anomaly correlation coefficients, verified against the ECMWF analysis, for ensembles of 15 2°x2.5° 5-day forecasts from three 4°x5° SOP I assimilations.
Figure 2  Forecast skill as a function of model resolution with initial conditions from two assimilations.
shows results from the ensemble of 15 2° x 2.5° forecasts in SOP II of FGGE. Improvement in forecast skill appears smaller in the summer than in the winter, but is still significant, especially over North America.

Using a slightly improved version of the physical retrieval algorithm, the interactive cycle has recently been used to analyze the period May 15, 1988 to July 15, 1988. A non-interactive assimilation using the same data, except for the omission of all satellite temperature soundings, has also been completed for the same period. The objective of the new test was to isolate the effect of inclusion of the satellite soundings into the analysis from additional effects of cloud track winds and other special sources of data, such as buoys. We will refer to this analysis as NO SAT TEMP. Note that the data types used in this second assimilation are not identical to those used for the NOSAT of the FGGE year, the most important difference probably being the exclusion of both satellite data and cloud motion winds from the NOSAT analysis. Eight forecasts with initial conditions chosen every four days from May 23, 1988 to June 20, 1988 have been done from each of these analyses. The forecast model used was identical to that used for the 1979 forecasts. The interactive analysis was used for forecast verifications because the ECMWF analysis was not available. Isolated tests using 1979 data showed only slight differences in verification statistics when forecasts were verified against the ECMWF analyses or the interactive analyses, with the largest differences occurring at zero time.

Figure 4 shows anomaly correlations for sea level pressure forecasts verified over the Northern Hemisphere extra tropics and North America made using the 2° x 2.5° version of the model from the interactive and NO SAT TEMP analyses. It is apparent from Figure 4a that almost a 12 hour improvement in forecast skill of sea level pressure for the Northern Hemisphere extra-tropics resulted from incorporation of the satellite data into the analyses in this summer period. This improvement is much larger than that found in SOP II of FGGE and comparable to the improvement found in the winter in SOP I of FGGE. A somewhat smaller improvement in skill for sea level pressure forecasts over North America is shown in Figure 4b. This improvement is roughly comparable to that seen in SOP II of FGGE for this region.
Figure 3  Average sea level pressure anomaly correlation coefficients of 15 $2^\circ \times 2.5^\circ$ 5-day forecasts from three $4^\circ \times 5^\circ$ SOP II assimilations.
Figure 4  Average sea level pressure anomaly correlation coefficients, verified against the interactive analysis, for two ensembles of 8 1988 summer 2°x2.5° forecasts run from their respective 4°x5° assimilations.
Figure 5  Average 500 mb height anomaly correlation coefficients, verified against the interactive analysis, for two ensembles of 8 1988 summer 2°x2.5° forecasts run from their respective 4°x5° assimilations.
The improvements in forecast skill appear especially dramatic during this period when one examines the verification statistics for the 500 mb geopotential height, which are shown in Figure 5. The positive impacts over the Northern Hemisphere extra-tropics are more than 12 hours, and over North America are over 1 day. Some of the statistical improvement at zero time may be due to the artifact of verification against the interactive analysis, but this would have little effect at later time periods. It should be added that no negative impacts were observed in any of the eight forecasts in the ensemble. This large effect was not found in SOP II of FGGE.

There are a number of possible explanations for this difference in results. First of all, we are dealing with a different year and a different ensemble of situations. Second, there have been some improvements in the method used to analyze the satellite sounding data, compared to that used in the FGGE year, and this may have contributed to the improved impact. In addition, there is the added consideration that the NOSAT analyses in the FGGE year did not "enjoy the benefit" (or should we say "suffer the detriment") of the cloud track winds, which were used in the interactive analyses. To test this effect, we are now performing an analysis for the 1988 period in which both satellite temperatures and cloud track winds are withheld from the analysis to determine the effect of including the cloud track winds in the analysis. If the new forecasts are significantly improved over those from the NO SAT TEMP analysis, we will do an additional test, deleting the cloud track winds from the interactive analysis as well.

5. ADDITIONAL PARAMETERS FROM THE GLA RETRIEVALS
The GLA physically based method is used to analyze HIRS2/MSU data to produce atmospheric temperature and humidity profiles which are assimilated producing initial conditions for numerical weather predictions. In addition, this analysis of the HIRS2/MSU data produces the following fields: total ozone burden of the atmosphere; sea/land surface temperature and their day-night differences, which over land can be related to soil moisture; the radiatively effective fractional cloud cover and cloud top pressure and their day-night differences; and ice and snow-cover derived from the surface emissivity at 50.3 GHz and the surface temperature. The sounding products have been used
together with a radiative transfer model, to compute outgoing longwave radiation and longwave cloud radiative forcing which show good agreement with measurements from ERB (Wu and Susskind, 1989). We have also found that the products can be used, with moderate success, to estimate precipitation. The techniques to determine total O_3 and estimate precipitation from the observation are not yet published and will be described briefly below.

5.1 Retrieved Total Ozone Burden
The ozone retrieval is performed as part of the retrieval process after the surface temperature and atmospheric temperature-humidity profile have been determined. Using these parameters and a first guess ozone profile, O_3^0(P), which is taken from a zonally averaged climatology, the brightness temperature T_θ is computed (channel 9 is the HIRS2 9.6 μm channel sensitive to ozone). This brightness temperature is then compared to the cloud corrected observation in channel 9, \( T_θ \), and the ozone profile is modified according to the difference between the computed and observed brightness temperatures, and the sensitivity of the brightness temperature calculation to changes in the total ozone. The retrieved ozone profile, O_3(p), is scaled according to

\[
O_3(p) = O_3^0(p) [1 + a]
\]  

where

\[
a = 0.3 \left( \frac{T_θ - T_θ^0}{T_θ^{(3)} - T_θ^0} \right)
\]  

and \( T_θ^{(3)} \) is the brightness temperature computed when the initial ozone profile is multiplied by 1.3 everywhere. Total O_3 is not retrieved if either the temperature profile for that location has already been rejected or the sensitivity of the brightness temperature to changes in total O_3 is less than 1°C for a change of 40 Dobson units.

Total ozone is affected to first order by two quantities, the distribution of the mixing ratio of O_3 in the stratosphere, which is O_3
Figure 6  Total ozone (Dobson Units) retrieved for the period Dec. 3, 1978, 12Z ±12 hours, plotted on a 4°x5° grid.
HIRS/MSU RETRIEVED 500 - 1000 MB THICKNESS
DECEMBER 3, 1978

AREA MEAN = 5413.43 STANDARD DEV = 270.25

Figure 7 500 - 1000 mb thickness (meters) retrieved for the period Dec. 3, 1978 12Z ±12 hours, plotted on a 4°x5° grid.
rich, and the depth of the stratosphere, which is given by the
tropopause pressure. Low values of the tropopause pressure,
indicating a shallow stratosphere, correspond to low total \( O_3 \) values.
Thus to first order, the total \( O_3 \) field appears to be more a measure of
tropospheric circulation than of stratospheric photo-chemical
processes.

5.2 Examples of Single Day Fields
Figure 6 shows the total ozone retrievals for December 3, 1978, 12Z
±12 hours, averaged on a 4 by 5 degree grid. Areas with less than 275
Dobson units of \( O_3 \) are shaded in the darker pattern, and areas of
missing data (no retrieval performed) are left blank in the picture. It
is apparent that tropical air has lower total \( O_3 \) than polar air. This
results primarily from the reduction in the depth of the stratosphere
in tropical air. More significant is the ability to identify and
distinguish air mass types from the \( O_3 \) field. Note, for example, the
sharp incursion of polar air in a northeast southwest orientation
throughout the central United States, and the incursion of a tropical
air mass at the northeastern edge of the scene.

Figure 7 shows the satellite retrieved 500-1000 mb thickness field
for the same period. Values greater than 5300 meters are shaded.
This very coherent field is the type of data which entered into the
interactive assimilation, and was produced with no analysis procedure
other than averaging the retrieved values in a grid box and contouring
the resultant values. Comparison of Figures 6 and 7 show very good
qualitative agreement, with low \( O_3 \) values corresponding to warmer
air. The circulation appears to be depicted more clearly and sharply in
the \( O_3 \) field than in the thickness field however. It is apparent that
this could represent a powerful analysis tool if properly used.

Figure 8 shows the retrieved total precipitable water for the same
period. This field is again qualitatively similar to those in Figures 6
and 7 and is especially useful for depicting the incursion of moist
tropical air into the extra-tropics. We have not yet attempted to
assimilate this data into the model however.

Figure 9 shows the retrieved cloudiness for the same time period.
Cloud retrievals are performed under all conditions. Successful
atmospheric soundings can be performed under most cloud conditions. One can observe a correlation of some of the areas of rejected retrievals with areas of cloud fraction greater than 75% however. It should be borne in mind in examining these figures that they all represent the average of data from 2 satellite passes, 12 hours apart.

5.3 Global Precipitation Estimate
A new technique has been developed to estimate precipitation, on a global domain, using products determined from HIRS2/MSU sounding data. Although none of the channel radiances from these instruments are directly sensitive to precipitation, the radiances are sensitive to a number of geophysical parameters which are determined from analysis of the data. We have found that these products can be used, with moderate success, to estimate precipitation. Currently, the algorithm estimates precipitation based on the cloud top pressure, effective cloud fraction, and temperature-humidity profile, all retrieved using a 2 x 2 array of HIRS2 spots, with a nominal 60 km resolution, depending on satellite zenith angle. Of the parameters used to estimate precipitation, the cloud top pressure and cloud fraction are the most significant.

The current algorithm assumes the estimated precipitation, \( \hat{R} \), is proportional to cloud volume, that is,

\[
\hat{R} = A \alpha (Z_c - Z_B)
\]

(3)

where \( \alpha \) is the cloud fraction, \( Z_c \) is the cloud top height, \( Z_B \) is the height of the cloud base, and \( A \) is a proportionality constant which may depend on location and time of year. \( \alpha \) and \( Z_c \) are determined directly from the soundings but \( Z_B \) is difficult to measure. If one looks at the ratio \( \bar{R} \bar{\alpha} \bar{Z}_c \), where \( \bar{R} \) is averaged rain gauge measurements for a location over a period of time, and \( \bar{\alpha} \) and \( \bar{Z}_c \) are the average values of the retrieved cloud fraction and cloud top height in that area and period, it is observed that this ratio tends to be smaller in cases of low relative humidity and low cloud fraction. To roughly account for this in the form of equation (3), we let \( Z_B \) increase with decreasing relative humidity \( R_H \), and cloud fraction \( \alpha \), and use the form
Figure 8  Clear air precipitable water (cm) retrieved for the period Dec. 3, 1978 12Z ±12 hours, plotted on a 4°x5° grid.
Figure 9  Effective cloud fraction (%) retrieved for the period Dec. 3, 1978 12Z ±12 hours, plotted on a 4°x5° grid.
$$\hat{R} = A_{x,y,t} \cdot \alpha[Z_c - 10(0.9 - R_H) - 5(0.9 - \alpha)]$$

(4)

where $R_H$ is the average relative humidity between the surface and 500 mb, and $A$ is in (mm/day) km$^{-1}$. Precipitation estimate is determined for all scenes, as are cloud parameters, with first guess temperature-humidity profiles being used in equation (4) if the retrievals have been rejected. $\hat{R}$ is taken as zero if either $\alpha$ is zero or the expression in the brackets is less than or equal to zero. This occurs a majority of the time. Using the form of equation (4), we have determined a simple form of $A$, which when used in equation (4), gives good agreement with 12000 values of monthly mean global rain gauge measurements throughout the FGGE year, 1979. $A$ is different for land and ocean and has a small dependence on latitude and time of year. The correlation of estimated and measured precipitation is 0.78 for the ensemble with an RMS difference of 1.7 mm/day.

Fields in general show very good agreement with global rain gauges on 10 day, monthly, and annual time scales, and show good agreement in inter-month differences as well. While most rain gauges are over land, the precipitation estimate fields are global and show how patterns over land are connected to each other via patterns over the oceans. There is a tendency to damp variations somewhat compared to rain gauge measurements however. Research is currently underway to determine methods to distinguish large scale from convective precipitation and to model these separately.

Daily fields of precipitation estimate may also prove useful for analysis purposes. Figure 10 shows the precipitation estimate for December 3 based on 24 hours of data. Values more than 3 mm/day are indicated in the figure. There is of course some correlation of rain with cloudiness, shown in Figure 9, but most clouds are thought not to be precipitating according to the algorithm. Examination of Figure 10 reveals that the regions of more intense precipitation in mid latitudes seem realistic with respect to their intensity, spatial extent and placement. Comparison of Figure 10 with the synoptic scale flow, as indicated by either the total ozone map of Figure 6 or the analyzed 500-1000 mb thickness in Figure 7, shows the centers of intense precipitation to be correctly located along the leading edges of the
Figure 10  Precipitation estimate (mm/day) from HIRS2/MSU soundings for the period Dec. 3, 1978, 12Z ±12 hours, plotted on a 4°x5° grid.
cold troughs. This result is less apparent for the intense precipitation centered at 46N, 39E, because retrievals are missing in this area. The data gaps are in fact most likely the results of the precipitation itself, together with the extensive cloudiness, which caused the retrievals to be rejected. There are hints of a tropical air mass to the east of this area of precipitation in each of the O₃, 500-1000 mb thickness and precipitable water fields, however.

6. **FUTURE PLANS**
The results shown in this paper are very encouraging from the point of view of improving forecast skill by utilization of satellite data. Nevertheless, all tests thus far have been made using an old analysis technique (SCM) in conjunction with a rather course (4° x 5°) 9 level model. We are currently implementing an improved version of the model that will be run at 2° x 2.5° spatial resolution with 15 vertical levels and improved physical parameterizations. We are also optimizing a new optimal interpolation analysis scheme for use with this model in the interactive analysis mode. It is expected that the new system will produce not only improvements in overall forecast skill, but also result in additional impact of satellite data on forecast skill, as was found when forecasts were run on the 2° x 2.5° version of the 9 level model, because a better system can take better advantage of the satellite data.

Along similar lines, we are conducting a joint test with NMC. In the first step, non-interactive retrievals will be run at GLA using the operational NMC 6-hour forecast first guess run for the period May 15-July 15, 1988. These retrievals will be sent to NMC as input data for a non-real-time forecast assimilation cycle experiment, with forecast skill being compared to that which had been obtained with the operational cycle. In addition, the possible utility of the additional satellite derived fields will be studied. If the results look encouraging, the possibility of implementing an interactive analysis cycle at NMC will be examined and pursued.

The concept of "interactive" retrievals raises a very intriguing question: Must every institution producing forecasts generate their own satellite retrievals in conjunction with their own model to obtain best results? Our suspicion is that the answer to this question is not
necessarily. The GLA retrieval system gives results which do not depend significantly on the first guess used. We feel that use of a reasonably accurate first guess from any good GCM should produce basically the same retrievals and hence contain comparable utility for assimilation purposes. To try to answer this question, we will compare the retrievals generated using the NMC forecast guess with those generated interactively using our own model for the same period. In addition, we will also assimilate the retrievals generated using the NMC guess into our own model and test the impact on forecast skill.
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