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ABSTRACT

Theoretical views on the possibility of useful extended-range forecasts range
from considerable optimism (in the tropics) to guarded optimism, and even
pessimism (in mid-~latitudes). Paradoxiéally, general circulation and weather
prediction modelling has been much more successful in.mid-latitudes than in
the tropics. 1In recent years the production of isolated but remarkably
successful extended-range mid-latitude forecasts at several modelling centres
" has stimulated a re-evaluation of the possibilities for useful mid-latitude

forecasts in this range.

Current levels of skill in medium~range (2-10 day) and extended-range (10-30
day) forecasts in mid-latitudes are much affected by the ability to forecast
persistent anomalies. Blocking action is recognised as a key forecast
problem in both time ranges. Recent progress in the understanding of the
phenomenon is discussed, before reviewing developments in the theory of

predictability.

A few examples of extended-range forecasts are then discussed in detail.

Some are considerable successes; others are partial successes. One example
demonstrates that a pair‘of forecasts for 10-day means can diverge from each
other quite rapidly, even though they start from closely spaced initial
conditions. Moreover each of the two contradictory forecasts were successful

in some regions, but the regions of success did not overlap.

Statistical verification results for a set of twelve cases. in the winter
1985/6 indicate that the average level of skill in- the extended range is often
controlled by the skill in the medium range. Model and analysis improvements
will be as important for extendéd range forecasts as they are for medium range
forecasts. Some attention is given to the problem of climate drift in the
models. Sustained attacks on this problem have provided much of the progress

in simulation capability in recent years.



Beyond the range of deterministic predi¢tability, the most useful forecasts
are likely to be those which can identify the range of likely atmospheric
evolutions, and the probability of each evolution. For this one needs a
model capable of simulating the full range of atmospheric variability, one
needs methods to generate a good samplé‘of 1ik§1y evolutions, and one needs a
means of interpreting the results in a ﬁseful way. Current work in these
areas is discussed. Our conclusion is that current results are encouraging

and justify continued research in the area.



1. INTRODUCTION

In recent years there has been a quickening of interest in the possibility of
producing useful mid-latitude forecasts in the range of 10-30 days. The
interest is stimulated by an increase in our understanding of low-frequency
variability in the atmosphere, by imprévements in forecast skill in the
medium range, by improvements in space;based observational technology, and by
improvements in computer technology. Most workers in the field are agreed
that forecasts of instantaneous states beyond about 14 days are likely to
have little skill. There is hope that one may be able to forecast some
properties oﬁ the time-mean state, or the distribution of possible mean
-states, beyond 10-14 days. In this review we consider the scientific

problems that must be solved if we are to attain this long~term goal.

Predictability studies and observational studies both suggest that extended-
%range prediction may be more successful in the tropics than in mid-latitudes
‘because of the great importance of the oceanic forcing in the tropics.
However both medium~range predictions and general circulation simulations of
;the tropics show lower levels of skill than is found in mid-latitudes. Most
'reported work on prediction using numerical models has concentrated on
mid-latitudes. This will change as progress is made in simulating the

tropical atmosphere and ocean.

Theoretical and observational studies in mid-latitudes have provided a
cledrer description and understanding of the processes involved in the
development and maintenance of long-lived persistent phenomena such as
blocking. Modelling developments for operational medium-range (2~10 day)
weather forecasting have led to a convergent evolution of forecast and
general circulation models which can produce fairly accurate simulations of
atmospheric flow both in the time-mean and transient components of the flow.
Prediction experiments and predictability experiments with these models‘in
the range beyond 10 days suggest that it may indeed be possible to produce
useful forecasts in the 10-30 day range given reasonable progress in
modelling and given current trends in the development of computer technology.
There is feeling amongst many workers in the field that the area is ripe for

sustained and concerted attack.



Views on the possibility of usefulrfofécasts in the 10-30 day range vary from
extreme optimism to extreme pessimism. The optimists are encouraged by the
fact that every group that makes experiments in the area seems to find at
least one spectacularly successful case. They are also encoﬁraged by many of
the linear and non-linear theoreticalzﬁnd/or observational studies. The
pessimists feel that there can be useful predictive skill for at most one or
two eddy turnover times and any linear forcing effect will be obliterated by
the turbulence of the flow. In their view the eddy turnover time is a few
days and so there can be no predictive skill beyond‘about six days and
certainly no more thah ten days. In mid-latitudes one must average the
atmospheric aata for at least a season to see clear evidence of effects of
sea surface temperature anomalies (Wallace, 1987; Palmer, 1987). This
suggests that the internally generated variability is substantially greater

than the externally generated variability on time scales of 10-30 days.

New developments in our understanding of the low frequency behaviour of the
atmosphere have led to a cautious edging together of the optimistic and the
pessimistic views. Observational and theoretical studies are gradually
uncovering the rich and complek nature of the processes which excite and
maintain long-lived coherent blocking structures in the mid-latitude
atmosphere. The effect of the 30-60 day oscillation on the tropical
atmosphere is being steadily documented. The role of tropical SST anomalies’
in generating mid-latitude variations on the seasonal time-scale is the
subject of considerable observational and theoretical work, while the role of
the ocean in exciting and maintaining the much longer lived ENSO phenomena

has been clearly established.

Since the topic for this paper is the predictability of the mid-latitude
atmosphere on time scales up to‘a month, a key phenomenon to be forecast is
mid-latitude blocking. The status of the theory of blocking and of the.theory
of mid-latitude predictability are reviewed in section 2. Examples of
successful and unsuccessful monthly forecasts are discussed in section 3.
Section 4 reviews the available, and limited, experimental material and
discusses the average level of skill achieved to date. Section 5 discusses
the importance of the climate drift problem, while section 6 discusses the
statistical work necessary for the interpretation of monthly forecasts. We

conclude in section 7 with some speculations on future developments.



From our present standpoint it seems éﬁat useable forecasts in this time
range will have to be probabilistic in nature and may need to be couched in
terms of weather regimes, giving the probability of transition between
regimes as a function of space and time. We have a long way to go, but
computer power is improving so rapidlyifhat the tempo of research in this

area will accelerate rapidly in the coming decade.



2. BLOCKING AND PREDICTABILITY

The problem of forecasting blocking action is a central problem in
forecasting for mid-latitudes (e.g. Grgnaas, 1982). There is a growing body
of theoretical and observational evidence that blocking actioﬁ is dominated by
internal dynamics. Despite strenuous éfforts, there is little consistent
evidence that anomalous boundary forcing in the form of sea surface
temperature (SST) anomalies plays more than a subsidiary role on these time
scales. On longer seasonal or inter—annual time scales the role of SST and

other forcing anomalies appears to be much more significant (Palmer, 1987).

2.1 Theories and Observations of Blocking

The mechanism of blocking has received considerable attention in recent

years. A number of theories have been proposed which offer insight into the
problem. The current surge of interest was pioneered by the work of Green
(1977) and Egger (1981) who suggested that the phenomenon could be maintained
by transient eddy effects, and by Charney and DeVore (1979) who suggested that
blocking could be interpreted as a resonance phenomenon arising from the
effect of orographic forcing on the flow. A few years earlier, Stern (1975)
developed a class of isolated and exact solutions of the barotropic vorticity
equation, modons, whose relevance to blocks were discussed by McWilliams
(1980). All three approéches to the problem have béen followed vigorously and

it now seems that there may be a role for all three theories.

After an initially enthusiastic reception, the resonance theories fell into
temporary disfavour for a number of reasons. They required that blocking
action be a hemispheric phenomenon (Charney and Strauss, 1980; Kallen, 1981)1
This result was not supported by synoptic experience nor by diagnostic work,
(Dole and Gordon, 1983), which showed that blocking action occurred
independently in the two main centres of action, the East Atlantic and the
East Pacific. The resonance theory of Chafney and DeVore also suggestea that
the two stable steady states occurring in the theory should lead to bi-modal
distribution in the amplitudes of the zonal flow and of the wave components of
the flow. WNo evidence for bi-modality in the zonal flow has been found to
date, Hansen (1986) and Hansen and Sutera (1986). Modifications of the ‘
resonance theory to take account of some non-linear effects (Trevisan and
‘Buzzi, 1980; Malguzzi and Speranza, 1981; Reinhold and Pierrehumbert, 1982;
Speranza, 1986; Benzi et al, 1986a) suggest that the resonance mechanism might

lead to bi-modal behaviour in the wave components but not in the zonal flow.
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Sutera (1986) and Benzi et al (1986b) found that a simple indicator of the
amplitude of the waves in the largevscale flow has, in fact, a bi-modal
distribution. There are suggestions that Sutera's two modes explain a
substantial part of the variance of the flow in tﬁe 10-30 raﬂge, but this is

as yet unverified.

A quite different view of blocking is presented in the work of Green (1977),
Austin (1980), Mahlman (1979), Hoskins et al (1983), Illari (1984), Illari énd
" Marshall (1983), Shutts (1983, 1986) and Hoskins et él (1985). These studies
have emphasised the fact that the slowly varying flow field constituting the
block can stréin the high-frequency transients in such a way as to maintaiﬁ
the slowly varyiﬁg field against dissipation. The discussion is most
persuasively presented in terms of isentropic distributions of potential
vorticity (IPV), which is conserved in adiabatic flow. The papers just cited
include several case-studies which demonstrate very graphically how the
straining of the eddies by the block leads to repeated refuelling of the
anti-cyclonic part of the block with low vorticity air from the south, while
the cyclonic part of the block is repeatedly replénished by high vorticity air
from the north (Shutts 1986). In quantitative terms the effect is vividly
depicted in terms of the anisotropy of the eddies using the anisotropy-vectors

introduced by Hoskins et al (1983) and used to good effect by Shutts (1986).

The relevance of modons to blocking has been discussed in several papers

since the work of McWilliams (1980). The existence of closed contours of
stream-function (¢) and vorticity (g) imply different functional relations
between § and q inside and outside the closed streamlines.' Observational

evidence of this effect has been produced by Illari and Marshall (1983).

More recently, Haines and Marshéll (1987) have used linearised and non-linear
calculations to study the interaction of a modon and a field of transients.
They produce empirical support for the result of Pierrehumbert and Malguzzi
(1984) that the stability of the modon in a forced dissipative flow requires
only a balance between forcing and dissipation of a parcel's vorticity,
averaged over closed lagrangian circuits (closed streamlines) rather than
strict balance at each instant. Haines and Marshall also show that the eddy
straining phenomenon found in observational studies is precisely the

mechanism by which the modon maintains itself against dissipation in their



model. Their results show that the'iﬂferpretation of a modon as a local
resonance phenomenon is quite reasonable, but they do not discuss what
processes might lead to the initial formation of a modon. Growth as a local
resonant response to forcing is a reasonable possibility. Af this point it
may be permissible to invoke the globai Charney-DeVore mechanism to explain
the initial formation, at least for thé Pacific cases, with the local
non-linear resonance taking over as the amplitude increases. The experiments
suggest that the presence of horizontally propagating Rossby waves can

substantially modify the generation of the modon.

2.2  Medium Range Predictability

There has been considerable progress in medium range forecasts over the last
ten to fifteen years. Over Europe in winter nowadays, the 6-day forecast is
as good as the 2-day forecast was in the .early 1970s (Bengtsson, 1985).
Lorenz (1982) used statistics on global forecast verifications, and on the
growth rate of the spread of forecasts started from analyses separated by 24h,
to estimate the potential for improvement in the medium range. Using ECMWF
forecasts for the boreal winter of 1981/82, he estimated that model
improvements alone could extend the then current 7-day level of skill to 10
days or beyond. Fig 1 shows Northern Hemisphere rms skill and spread scores
for winter 1980/81 (usiﬁg Lorenz's data) and equivaient data from 1985/86.
Lorenz argues that the potential for improvement is given by the horizontél
distance between the skill and spread séores, assuming no improvement in the
skill of the day one forecast. The results in Fig 1 show that the potential
for improvements arising from model changes alone is almost as large in
1985/86 as it was in 1980/81, even though there have been substantial gains -
in forecast accuracy over the period. The reason is that the both model and

analysis upgrades have helped to improve the 1-day forecasts.

In the period beyond 4 to 5 days, operational medium range forecasts ha&e

wide variations in skill. Fig 2 shows, for June 1985-May 1986, the length of
time for which forecasts for Europe had an anomaly correlation larger than
0.6, which is judged to be a limit of useful predictive skill (Hollingsworth
et al, 1980). The running 10-day mean of the daily curve is also shown foi
each quarter. The figure illustrates that forecast skill varies substantially
from day to day, but also on much longer time scales. The remarkable jump in
forecast skill for Europe in mid-November 1985 is discussed in section 3; the

even larger jump in late January 1986 occurred because the forecasts failed to

\
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predict a major European block until'31days before the onset and thereafter

did a good job of forecasting its maintenance.

The time evolution of the cumulative distribution of the Norfhern Hemisphere
anomaly correlation scores for the péﬁiods Oct-Dec 1984 and 1985 are
illustrated in Fig 3. In both years tﬁeré is a substantial spread in the
'scores. The marked improvement in the scores between 1984 and 1985 is due to
the introauction of a much improved model in May 1985v(Jarraud et al, 1985;
Jarraud, 1986; Tiedtke et al, 1987). The improvemént affects not just the
median of the scores but also the spread. In 1984, the top guartile of
forecasts haa an anomaly correlation of 0.3 or better at day 10, while in 1985
the top quartile had a score of 0.5 or better. These forecasts were of good
quality at day 10, but they were of little practical value since the
operational forecaster had no way of knowing which forecasts would be good and
which bad. The ability to identify, a-priori, the forecasts good enough to

fall in the best gquartile or tercile would be of great practical value.

However much we improve the mean level of performance, there will always be a
forecast range beyond which the forecasts become unreliable (Tennekes et al,
1986). There is therefore a growing demand for a-priori estimates of
forecast skill in the medium range. Most effort at‘forecast centres has been
put into model and analysis development, in the hope of reaching the goalé
which theory says are achievable for deterministic forecasts. Efforts to
identify the skilful cases a priori, and to estimate the most likely range of
atmospheric evolutions, will become matters of major concern in the medium
range as well as in the extended range. Preliminary explorations of this new.
area (Grgnaas, 1985; Palmer and Tibaldi, 1986) suggest there is scope for'

much useful work.

2.3 Extended Range Predictability

Predictability studies in the 10-30 day range have concentrated on the
possibility of forecasting the time mean state, rather than on the
predictability of particular phenomena. In a pioneering study, Shukla (1981)
used the growth of white noise perturbations of the the wind-field to ‘
estimate the potential predictability of 10-day means. He concluded

.that time-mean states in mid-latitudes are potentially more predictable than
instantaneous states. In a companion paper (Shukla 1984) he examined the

effect of forcing from slowly varying boundary conditions on atmospheric

.
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predictability. VHe concluded that'ah abi1ity to predict the evolution of the
boundary conditions would enhance atmospheric predictability, most notably in
the tropics. His general conclusions about the importance of boundary forcing
for the tropics are supported by the recent study of Chervin (1986). 1In
mid-latitudes however, Arpe et al (1985) have criticiseq his methodology,
while Tribbia (1986) in a rather similar study reaches much more pessimistic
conclusions. On the other hand, Shukla (1985) argues that the conclusions of
his 1981 study are conservative and that the potential for predictive skill in
mid-latitudes may be larger than he first estimated. Since most of the
conclusions of the predictability studies are dependent on the realism of the
models emploYed, many workers have felt that it may bé more valuable to

determine the currently attainable level of skill.
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3. EXBMPLES OF EXTENDED RANGE FORECASTS

Extended range forecasting with-numérical models is being explored in a

number of institutes, notably the U.K. Meteorological Office (UKMO), the
Geophysical Fluid Dynamics Laboratory, Princeton (GFDL), the.European Centre
for Medium Range Weather Forecasts (ECMWF), the U.S. National Meteorological
Centre (NMC), the Goddard Laboratory for Atmospheres, Greenbelt (GLA), the
Japan Meteorological Agency (JMA), the University of Maryland (COLA), and the
Canadian Climate Centre (CCC) amongst others. The UKMO has had an active
experimental programme for about 10 years (Gilchrist} 1977, 1986), while GFDL
has been active for almost the same length of time. The other institutes have
recently undértaken‘experimental programmes in the area, partly because of the
interest generated by the pioneers, and partly because extended range
integrations have become an essential means of diagnosing the climate drift

problems of medium range models.

A number of these institutes have bequn a long series of experiments running
over several years, to develop an extensive database of results for a wide
variety of cases. Many of the institutes are coordinating both their
experimental strategies and the cases used for experimentation. This should
provide valuable estimates of the representativeness and reliability of the

results.

In this paper we can only review the set of results which have been submitted
for publication. Many new results may be expected in the next year or two.
We review two successful forecasts and a pair of contradictory forecasts,
(each of which was correct in one region and wrong in another), before
discussing the general level of performance in the next section. It seems
that most institutes working in the area have at least one striking success.
These successes are tantalising‘because they seem to be very sensitive to the
details of the starting data and, to a lesser extent, to the details of the
model used. So far the successes have been difficult to reproduce with

another institute's model, despite determined efforts in that direction.

3.1 Examples of Successful Forecasts

a) GFDL forecast from Jan 1 1977

Miyakoda and his collaborators at GFDL have made extensive studies of the

extreme weather over North America in January 1977. They investigated the

11



sensitivity of monthly forcasts of ‘the event to numerical formulations, to
physical parameterisations, to-surface boundary conditions, to model
resolution and to starting analyses. They found (Miyakoda et al, 1983) that
their most advanced and expensive model showed a remarkable level of skill in
reproducing the extreme blocking pattérn over North America. Their forecast
for the time mean 850mb temperature for days 10-30 is shown in Fig 4, together
with the verifying observed field and the climatological mean field. The
forecast is an impressive success, and was the major stimulus to the current

interest in the area.

The forecast.quality in Miyakoda's experiments was extremely sensitive to‘the
numerical technigue used (grid-point versus spectral), to the physical
parameterisations used (Mellor-Yamada formulation versus a much simpler
formulation for the boundary layer) and to the starting date (the forecast
from Jan 2 was much less successful than the forecast from Jan 1). Attempts
have been made to reproduce his forecast with other models (Strdfing, 1982),

but with no success.

b) ECMWF forecast from Jan 17 1984

The first tantalising success at ECMWF was the 30-day forecast from January

57 1984 reported by Jarraud (1986) and Molteni et al (1986). The starting
analysis is shown in Fig ba, fhe forecasts ffom day 6 through day 26 are shoﬁn
at four day intervals in Fig 5b-g in the right hand panels, while the
verifying analyses are shown cn the left. Initially the flow over the
Atlantic is quite zonal, with a trough over the Pacific. The large scale
pattern has changed little by day 6, and the day 6 forecast is reasonably
successful (Fig 5b). Between day 6 and 14 a weak ridge develops over westérn.
Europe and decays again. This feature is reasonably well forecast (Fig 5c-4).
By day 18 the flow has become rather mobile over the Atlantic. The forecasts
for the transient features over the Atlantic are wrong in the detailed timing
of events, but correct in indicating the synoptic type (Fig 5e~-f). Between
day 22 and 26 (Fig 5f-g) a marked blocking high develops over western Europe
again and is very successfully forecast. Theb1000mb forecast for the surface
developments in the Mediterranean between days 24 and 27 were remarkably
accurate in the development and eastward movement of a Genoa cyclone, as may

‘be judged from the 1000mb forecast and verifying analysis for day 26 shown in

12



Fig 6. Success in forecasting such a small-scale feature at this range

obviously depends on a good forecast for the larger scales.

In the first 5-10 days the forecast performance is robust to small changes in
the starting analysis, in the boundary conditions and in the the model
parameterisations. Beyond day 10 the forecast is very sensitive to any or

all of these aspects of the forecasting system.

Similarly successful forecasts have been produced af UKMO and at NMC

(G. White, pers. comm.). The accumulation of these cases shows that the
phenomenon of blocking can sometimes be forecast at extended range. We need a
great deal more theoretical insight before we can understand when and why the

forecasts work well, or work badly.

3.2 A Pair of Contradictory Half-Successes

As noted already in the discussion of Fig 2, forecast skill varies on many
time scales and there can be large differences between the quality of medium
range forecasts made from successive days. The medium range forecasts for
Europe from November 15 and 16 1985 (called F1511 and F1611 hereafter) showed
marked differences in skill, as shown by Fig 2. When continued to 31 and 30
days respectively, these forecasts showed the largest differences between
successive forecasts that we have seen in a sample of 17 such pairs, one from
each month between April 1985 and Augqust 1986. The differences were large in
the 10~day and 30-day means as well as in the daily maps. A study of these
forecasts suggests that 10-day mean forecasts will, on occasion, diverge from

each other at a rather fast rate.

Fig 7 shows ten-day mean maps for days 1-10, 6-15, 11-20, and 16-25 for the
observed 500mb field and for thé two forecast fields, all counting being
reckoned from Nov. 16. The forecast mean maps for days 1-10 (Fig. 7a-c) are
similar to each other and to the verifying. analysis, with good agreement
regarding the Aleutian and Atlantic ridges and for the low over Western

Europe.

Important differences between the forecasts are already evident in the day
6-15 maps (Fig. 7d-f). The retrogression of the Atlantic ridge is more
successful in F1611, which is why this forecast has a much better skill score

for Europe than Fi1511. The same forecast, F1611, is much less successful than

1y
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its companion in the treatment of the Pacific ridge, moving it westward and
northward quite rapidly and incorrectly; the forecast from the 15th is much

better in this regard.

By day 11-20 (Fig. 7g-i) the two forecasts are quite different from each other
and each of them is wrong in some impoftant respects: F1611 continues to
treat the flow over the Atlantic better than F1511. In the Pacific however,
the positions are reversed and F1511 is much more successful than F1611 in its

treatment of ridge over Alaska.

The day 16-25 (Fig. 7j-1) means show little resemblance to each other or to
the observed field. By this time too both forecasts show evidence of the loss
of eddy energy which is discussed in the section on climate drift below.
Thereafter the forecasts continue their separate developments. The
differences between the forecasts are so large that even the 30 day means (not

shown) are quite different.

This example illustrates some of the difficulties that must be faced if we
are to produce useful extended range forecasts. The 10-day mean fields in
the Pacific diverged from each other at a very fast rate. The earlier
forecast F1511 was much more successful in treating the Pacific block than
its companion, while the positions were reversed in the Atlantic. We neea a
deeper understanding of the initiation and maintenance of blocking, so as to
understand the patent sensitivity to details of the initial data. A critical
point seems to be whether the (possibly unpredictable) high-freguency
transients make the lower frequencies unpredictable as sudgested by Opsteegh
and van den Dool (1979), or whether the lower frequencies can organise the
high frequencies so as to reinforce existing blocks as discussed by Shutts
(1986). At the very least we néed to overcome the climate drift problem in
forecast models, so that the correct climatology is preserved and the lbw
frequency variability is well simulated. This latter is essential if

probabilistic forecasts of blocking are to have any chance of success.

14
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4. VERIFICATION RESULTS FROM EXPERIMENTS IN THE EXTENDED RANGE

Forecast verification at extended ranges is likely to be as difficult a
problem as it is at shorter ranges. The verification method should be
appropriate for the application for which the forecast is used. Wind,
temperature and precipitation are paraﬁeters of general interest. The
averaging period and the region of verification should both be chosen to suit
the particular application. Since we are still at a very early stage in the
development of dynamical extended range forecasting, we limit our discussion
to verifications of the hemispheric height field using rms and anomaly
correlation statistics. This has the advantage of highlighting important
problems and'it allows a degree of comparison between the three ‘sets of

results which are available to us, from UKMO, GFDL and ECMWF.

4.1 The ECMWF Experiment

Since we can get from our own experiments the set of statistics needed to

make some general points, we start by discussing the ECMWF experiments,

though these were by no means the first in point of time. In May 1985 a new
operational model was introduced at ECMWF. It has a revised set of physical
parameterisations (Tiedtke et al, 1987) and higher resolution (T106 compared
to T63) than the old model (Jarraud et al, 1986). Given the importance of the
climate drift problem for medium range forecasting (Hollingsworth et al, 1980;
Bengtsson and Simmons, 1982) it was thought necessary to develop a '
comprehensive sampling of the climate drift properties of the new model. This
is being done by generating pairs of 30-day forecasts from two successive days
in mid-month from April 1985 to August 1986. Two model resolutions are used,
the operational T106 resolution and the T63 resolution used prior to 1985.
Both sets of integrations use the same physical parameterisations, and the -

same orography before the spectral truncation.

The experimental design provides the required sampling of the climate drift
as a function of model resolution and season, and also provides an estimate
of the rate of spread of forecasts in the extended range - an important

consideration for predictability estimates.

Figure Ba shows the 500mb rms height verifications for the extended range
_T106 forecasts for the 6 pairs of cold season forecasts (October 1985- March
1986). Also shown are the rms errors of persistence forecasts and the

expected rms errors of climatological forecasts, which provide cheap zero-cost

\
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controls. The rms spread between the pairs of successive forecasts is also

shown. All forecast and analysis fields were truncated at total wave-number

40 before the verifications.

An indication of possible sampling prdblems may be had from comparison of
these results with those in Fig 1 for 6ne hundred 10-day forecasts in winter
1985/86. The forecast error curves agree quite well out to about 8 days,
after which our small sample of extended range forecasts show slightly larger
errors. There are larger discrepancies in the foreéast spread curves; the
successive forecasts in our small ensemble diverge from each other much more
rapidly than'they do in the larger sample of shorter forecasts. The results
for the ensemble of medium range forecasts are based on 100 verifications and
99 measurements of spread, while the results for the ensemble of extended
range forecasts are based on 12 verifications and 6 measurements of spread.
Thus the set of extended range forecasts has obvious sampling problems which
must be borne in mind in our later discussions of the possibility of
improving forecast skill in the extended range. Application of an F-test to
the measures of spread in the two samples at day 10 suggests that the

differences are not significant at the 10% level.

4.2 Asymptotic Limits of Forecast Scores

The asymptotic levels of the four curves in Fig 8a convey information aboﬁt
important model characteristics. The rms error of the climatological forecast
is the atmospheric variability of daily values within a given season, say Sa,
where the 1 denotes a statistic for daily values. The asymptotic level of the
persistence error for daily forecasts, Pa, is the expected value of the

1
difference between two randomly chosen days from the same season and is givenv

by

a — a
= ¥2
P Y s, |
The asymptotic level of the forecast spread when all correlation between the
forecasts is lost, say PT,

difference between two randomly chosen model states from the same season. We

is equivalent to the expected value of the

will sometimes call this the asymptotic level of model persistence and it is

given by
1
m

where S1 is the variability of the model about its own mean state.
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Let us define E as the asymptotic rms value of the difference between the mean
atmospheric state and the mean model state, i.e. the rms of the mean climate
drift for the variable of interest. Then F1, the asymptotic level of the

forecast error, is given by

m 2 5 1
1 E z '

Fpms )+ ) ) )
59 54

as the correlation between observed and forecast anomalies vanishes.

If the mean climate drift were zero and if the model variability were the

same as the atmospheric variability, then P?, PT, and F1 would all have the
same asymptotic level (Miyakoda et al, 1972). In Fig Ba the model persistence
curve is about 15% lower than the true persistence curve, so model variability

for daily values is about 15% lower than atmospheric variability.

We can estimate the magnitude of the climate drift contribution to‘Eq (1) as
follows. If R1 is the asymptotic limit of the spread of daily values as

measured by anomaly correlation, then it is easily shown that

R E '
, T = . ' (2a) -
2. 7 m
(1 - R1)2 s,

so that if R1 is less than 0.5 we have

R, ~— , (2b)

to a good approximation. Fig 8b shows the anomaly correlation scores for the
forecasts, for persistence forecasts and for the spread of the forecasts
(where one forecast of a pair is treated as a forecast for the other). From
Fig 8b we see that R1 is about 0.35. This suggests that the asymptotic value
F, should be approximately .95 P?, which is not too far from the observed

1
value.
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4.3 Scores for ECMWF 10-day mean forecasts

Figure 9a,b shows the rms error»and.anomaly correlation scores for forecasts
of 10-day mean 500mb height for the same set of winter forecasts as Fig 8;
the climatological, persistence and spread curves are also shown. The
discussion of the asymptotic limits of.the curves for daily values in Fig 8
also applies, mutatis mutandis, to the curves for 10-day means in Fig 9; we
shall use the suffix x to denote the equivalent properties of 10 day mean
scores. The relative difference between Pi and Pz . the asymptotic

" persistence levels for atmosphere and model are just‘as large in rms as they
were for the daily values. The asymptotic value of the anomaly correlation
Rx is larger fhan Ri, because the denominator on the right hand side of

Eg (2a) or Eq (2b) has decreased while the numerator is essentially unchanged.
Thus the contribution of mean error to forecast error is larger for 10-day

means than for daily values.

a) Actual and Potential Predictability Times

Though the rms height error and anomaly correlation are very simple
verification tools, they nevertheless have provided the basis for many
discussions of useful and potential predictability times (Charney et al, 1966;
smagorinsky, 1969; Lorenz, 1982; Shukla, 1981). Many of the earlier
discussions neglected the role of the mean climate drift and even some more
recent discussions have neglecfed the differences between model variabilify

and atmospheric variability.

The 'theoretical predictability time' has been defined as the time needed for
the rms forecast spread to reach a given fraction of Pa, e.g. .95P? (Kalnay
and Dalcher, 1986) and 6/7 P? (Mansfield, 1986). Such a definition ignores
the difference between model variability and atmospheric variability and from
Fiqure 8 would draw the conclusion that successful monthly forecasting is
already a reality. A definition of 'theoretical predictability time' based on
model persistence, e.dg. .95Pm, would be more sensible. An equivalent

1
definition of 'useful predictability time' based on the time taken for the
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error to reach ST would would make little difference to current estimates,
because of the way the slope of the forecast error curve changes with forecast
range. Equivalent definitions may also be given for predictability times of

10-day means in terms of SZ and PZ.

Definitions of theoretical and useful predictability times may .also be based
on the behaviour of the anomaly correlation. We may describe the time taken
for the forecast to reach zero correlation as the theoretical predictability
time. Synoptic experience with daily maps indicates that useful skill is

lost when the correlation drops below 0.6 (Hollingsworth et al, 1980). For
daily maps this usually happens at about the same time as the rms error
reaches the level of the climatological standard deviation. Figs 8 and 9
suggest that the same is approximately true for time-averaged fields. If one
wishes to work with anomaly correlation,. one may define the times of useful
and theoretical predictability as the times taken for the correlation to reach

0.6 and 0.0 respectively.

b) Predictive Skill for Time-Averages in the ECMWF Experiments

Lorenz (1982), Shukla (1981) and others have argued that time-averaged or
'space averaged properties of the atmosphere may be more predictable than
instantaneous states. Fig 9 was prepared to test this proposition for 10-day
means, although the 10-day mean of the model output is not necessarily the
best model-derived predictor for 10-day méans (Roads, 1986). The 10-day time
averaging produces fields which are also spatially smooth as may be seen by

comparing Figs 5 and 7.

Fig 9 shows that the error growth for the 10-day mean forecasts reaches the

level S: just a day or two after the forecast error for daily maps reaches

S? . Thus the time averaging of these forecasts has brought only a little
extra in terms of useful predictive skill. The reason is that the spectrum
of the height field is dominated by the larger scales, as is the spectrum of
forecast error beyond day 5. Since both the rms and anomaly correlation
scores are dominated by the larger, slowly varying, sdales, the time
averaging has little impact on the useful predictability time as defined

using either measure.

19



The main features of the extended réngé experiments with the operational

ECMWF model are as follows. Occasional very good forecasts have been made in
the extended range in certain regions. We have as yet no way to estimate the
skill in a given region a-priori; the question is discussed in section 6. The
climate drift represents about 20% ofﬁfhe total forecast error variance in the
extended range. The atmospheric variability is underestimated by 15-20% if we
look at daily or 10-day mean variances. - The quality of the medium range
forecast is important for the average level of skil} in the extended range.
Time or spatial averaging of the height fields appears to have a small, though

positive, effect on useful forecast skill.

4.4 The UKMO experiment

There has been an on—-going experiment on extended range forecasting at the
U.K. Meteorological Office for about'a decade. The experimental philosophy
and preliminary results are reported by Gilchrist (1977, 1981, 1986); the
latest results are reported in Mansfield (1986). Mansfield focuses most
attention on a set of nine pairs of forecasts, each pair run from successive
days and the dates chosen at random between Dec 1 and Jan 15 in the winters of
1978/79 and 1979/80, so the experimental strategy used by Mansfield was also
used at ECMWF. The model used is the 5-level hemispheric model described in
’Corby et al (1977). Thé starting analyses were operational analyses to- 15 N,
extrapolated to the equator. ‘The forecasts may therefore be affected by'thé
problems of specifying initial data an& boundary conditions in the tropics, as

discussed by Somerville (1980) and by Daley et al, (1981).

Fig 10 shows the results of the verification of the first 30 days of the
daily forecasts in these cases. The daily forecasts lose useful skill
somewhat earlier than in the ECMWF case. This is to be expected in view of
the difference in the forecasting systems; there has been considerable
progress in medium range forecasting since the development of the UKMO.
5-level model. The asymptotic level of the persistence errors in Figs 8 and
10 are fairly similar, .so the meteorological situations must be fairly normal
in both sets of experiments. On average the daily scores suggest little

forecast skill in the extended range.

- A notable difference between the UKMO and ECMWF results is seen in the low
rate of divergence of the forecasts with the 5-level model. This is one

symptom of the climate drift problem discussed at length by Mansfield and is
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due to an underestimation of atmosphefic variability in the model. The fact
that the forecast error curve neveftheless exceeds the level of the
persistence error suggest that the mean climate drift in the 5-level model
must be of the same order of magnitude as the atmospheric vafiability and

therefore substantially larger than the model's variability.

For time mean ( 15-day) results, Ménsfield only shows the anomaly correlation
(Fig 11), which indicates that eveh for the first 15-day mean the useful
forecast skill is marginal at best. He comments thét the best forecast, with
his model, for the mean of the next 15 days may be the 15-day mean formed
from the lasf 8 days of observations and the first 7 days of the dynamical

forecast.

Comparing these results with the ECMWF results we see that the main
differences in useful skill occur in the medium range, where the more recent
model performs better. The older model has a larger climate drift and also a

more serious underestimation of atmospheric variability.

Mansfield demonstrates that despite these short—comings his model can
nevertheless reproduce some features of the climatology of blocking such as
the longitudinal and seasonal variations of the occurrence of persistent
features. Mansfield found that the spread between forecasts with starting
time separated by one year decreases systematically with time. - He used this
result in an ingenious way to provide upper bounds on what we have called
potential theoretical predictability. The results of his estimates (22
days) are rather different from what one might get from simple

interpretations of Fig 10.

4.5 The GFDL experiment

Miyakoda et al (1986) present the results of forecasts with the GFDL N48
model with 'E4' physics for the Jan 1 of eabh year from 1977 through 1983,
together with the case‘of Jan 16 1979. Their experimental design is
different from the ECMWF and UKMO experiments already discussed. Instead of
using forecasts from different successive starting dates they generated three

forecasts for each case starting from analyses made by GFDL, NMC, and ECMWF.

Unfortunately, these authors do not provide the daily verification results.

The verification results for 10-day means are presented in Fig 12. The

\
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verification is shown for the ensemblé;mean of the forecasts from the three
different analyses, and is then averaged over the eight cases. The plot
shows the actual error of a climatological forecast rather than the expected
value as shown in the ECMWF and UKMO results. Both in terms.of rms height
error and anomaly correlation for heigﬁt, the 10-day mean forecasts lose
useful skill around day 7 to 8 and havé the level of ‘a persistence forecast
between day 15 and 20. For the 20~-day means of these fdrecasts, useful skill

is lost between days 10 and 15 (not shown).

Climate drift contributes more to total error in the GFDL model than in the
ECMWF model. Egs 1 and 2, together with the results in Fig. 9a,b imply that
E/Si is at most 0.5 for the EC model, so that the mean error contributes

at most 25% to the total errof variance of the ECMWF 10-day mean 500mb height
forecasts. Miyakoda et al. estimate that the equivalent figure for their

20-day mean forecasts is 64%.

As noted by Gilchrist (1977), Arpe (1982), Shukla (1981), and Molteni et al
(1986), it may be advantageous to use the model's departure from its
climatology as a forecast for the observed departure from the atmosphere's
climatology. Such a strategy is equivalent to correcting the model's
élimatology. This is a‘legitimate forecasting procedure if one has
independent information on the model's climate, apart from the forecasts .
being verified, as in Molteni et al (1986). In the éase where no independent
information on the model's climatology is available, then such a correction of
the mean error gives some indication of the level of skill one might expect if

the mean error could be eliminated.

Miyakoda et al (1986) found a dramatic impact on their forecast scores when
they tried this device. The anomaly correlation of 10-day means increased
from about 0.4 to about 0.6 at day 10. The rms error of the 10-day me&n
forecasts reached the level of a climatological forecast at about day 20
rather than at about day 10. The implications of these results for possible
future skill are ambiguous. The rms error, after correction for the mean
error, never exceeds the error of the climatological forecast. One must
conclude that the GFDL model variability for 10-day means is about 20% lower
than the observed value. ' If the GFDL model under-estimates the atmospheric

variance by this amount, one should rely more on the anomaly correlation of
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the corrected forecasts, rather than-gﬁ the rms error, for a pointer to what
might happen with an improved model which had no climate drift. Since
Miyakoda et al did not use independent information on the model's climate
drift, this result can only be taken as suggestive rather than conclusive
evidence that correction of the climate drift would lead to a useful forecast

of the 10-day mean centred on day 10.

Miyakoda et al (1986) use the dispersion of the triplet of forecasts about
their mean as a measure of the sensitivity of the forecasts to errors in the
initial analyses. They comment that their scatter statistic reached the
persistence level for only two out of eight cases at the end of the month, and
that it reached the climate level for four out of eight cases. One cannot be
precise without detailed calculations, but impression is that the dispersion
in their model grows much more slowly than in the experiments with the ECMWF

model, which were done for a quite different period.

To summarise, the medium range forecast skill of the ensemble mean of the
triplets of forecasts from the GFDL model seems to be roughly the same as in
the ECMWF experiments. The GFDL model has a substantial climate drift which
contributes 64% to the total error variance of the forecasts for 20-day
ﬁeans. The GFDL model éppears to underestimate the atmospheric variability
by about the same amount as the ECMWF model. Elimination of the systematic
errors leads to corrected forecasts which show useful skill for 10-day means

centred on day 10, judged from the anomaly correlation results.

4.6 The Potential for 10-30 Day Forecasts

The results available to date do not permit a reliable estimate of the
potential for useful forecast skill beyond day 10. The number of forecasts
that have been made so far is small. It is hoped that the number of forecast
experiments will increase rapidly in the near future. Estimates of futﬁre
improvements using current prediction studies or predictability studies are
affected by two aspects of the climate drift problem which are common, to a
greater or lesser extent, to all models discussed here - the mean climate

drift and the under-estimation of atmospheric variability.

This latter problem even inhibits one from using Lorenz's (1982) arguments to
estimate the potential for improvements in medium range skill beyond day 5.

From an optimistic viewpoint Fig 2 suggests considerable room for improvement
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expensive to repeat such studies for»ﬁbdels with resolutions close to those
used operationally. They would pro&ide a useful documentation of many
important aspects of model behaviour, but théy might not giveimuch help on how
to quantify the change in the transient behaviour in the first month of a run.
A multi-year integration with resolutibn at about T40 is an important first

step (v. Storch et al, 1985).
It will be essential to take account of these aspects of climate drift in the

development of probabilistic methods to provide forecasts beyond the range of

deterministic predictability.
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6. PROBABILISTIC FORECASTS FOR THE MEDIUM AND EXTENDED RANGE

It has been recognised at least since the work of Epstein (1969) and Gleeson
(1970) that the uncertainty of a single forecast or of a group of forecasts

is a proper subject for prediction. There is a growing demaﬁd from users of
medium range forecasts for skill foreéééts of some kind (Tennekes et al

1986). Studies of fluctuations in predictive skill are underway, in response
to these demands (e.g. Palmer and Tibaldi, 1986). 1In the extended range it is
likely that the most useful forecasts will be couched in probabilisticuterms,
giving a range of likely atmospheric evolutions with.an indication of the
likelihood of transition from one weather regime to another. The most
practical method of providing such forecasts is through ensembles of forecasts
starting from a group of initial states that are reasonably close to each

other in some sense (Leith, 1974).

Current research centres on a number of problems: methods to generate the
initial states, relationships between ensemble spread and forecast skill, and
sensitivity of the results to the models used. A variety of methods have been
proposed to generate the set of initial states: white noise perturbations in
the mass or wind field (Leith,1974; Pitcher, 1977; Shukla, 1981),
geostrbphic white noise (Hollingsworth and Saviijdrvi, 1980), successive
analyses separated by a short time (Hoffman and Kalnay, 1983), and
perturbations generated by adding a proportion of randomly chosen earlier
analyses (Murphy, 1986). The work of Daley (1981) suggests that deep
geostrophic perturbations are most effective at inducing rapid spread of the

forecasts in mid~latitudes.

Most idealised studies (Leith, 1974; Seidman, 1981; Hayashi, 1986; Hoffman-
and Kalnay, 1983; Murphy 1986) and real data studies (Pitcher, 1977;
Hollingsworth and Savijdrvi, 1980; Shukla, 1981; Molteni et al, 1986;
Murphy, 1986) have concentrated on forecasts of the time mean state, using an
implicit or explicit assumption that the statistics of both atmosphere and
model are Gaussian. The possibility of clustering of forecast states has
recently been examined by Palmer et al (1986a). Most of these studies have
examined the relationship between forecast skill and ensemble spread, with
encouraging theoretical results, and some encouraging results from the

real-data experiments (Molteni et al, 1986; Murphy, 1986).

29



As an example we consider a recent éxéériment carried out at ECMWF using the
T63 version of the operational model (Cubasch, Tibaldi and Brankovic, work in
progress). A number of extended range forecasts from ensembles of 9 analyses
made 6 hours apart and covering a 2 day period were run, foliowing the Lagged
Average Forecasting approach, suggestéd by Hoffman and Kalnay (1983) and
discussed by Dalcher et al (1985). Fig'15 shows the wvariation with starting
time of the skill of the 10-day mean forecasts centred on day 5, 10 and 15,
all counting being reckoned from the latest starting time. The four examples
were chosen from mid-month in May, September, Decembér 1985 and March 1986.
The skill of the 10-day mean centred on day 5 is relatively insensitive to}
starting time; ‘Thereafter there is a strong sensitivity to the starting time,
which is particularly marked in the May 1985 and March 1986 cases. For
success in medium range forecasting one would like to see a more uniform, and
higher skill for the 10-day mean centred on day 10. However, the sensitivity
of the forecasts to the initial data gives hope that the ensembles can

encompass the full range of possible atmospheric evolutions.

In a similar set of experiments (carried out using a T40 resolution version of
the same model) to examine the relation between forecast skill and forecast
spread, Molteni et al (1986) stratified the point-wise rms error of the
ensemble mean as a function of the spread of the ensemble (Fig 16). An -
encouraging degree of correlation between low (high) error and low (high).

spread is evident in their results.

The prospect of developing probabilistic forecasts based on ensembles of
forecasts, in the range beyond the deterministic limit of predictability,
must depend heavily on the ability of the model to represent reasonably well
the range of atmospheric states and their probability distribution. Without
such a capability the problem bécomes very difficult, as one would have to
allow for the biases in the model's distribution of states. For this réason
the elimination of model bias in the mean fields and in the transients is
just as critical for probabilistic forecasts at longer range as it is for

deterministic forecasts at short and medium range.
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error is an important contributor tO-éﬁalysis error (Bengtsson and Simmons,
1982), so improved models lead to ihproved analyses (Brankovic, .1986). It is
noticeable in Fig 1 that recent gains in predictive skill in the medium range
depend markedly on the improvement at day 1, where reduction§ in analysis
error must contribute (Arpe et al, 1985). The magnitude of the effect is
difficult to quantify, but is obviouslyvimportant for. esimating the gains to

be made from improving the model.

5.2 Errors in the Transient Fields

Errors in the transient fields can be documented in terms of the evolution of
the eddy kinétic energy of the forecast model. Fig 14 shows such a
calculation for the ECMWF forecasts discussed above. It is evident that
there is a serious change in the ratio of eddy to zonal kinetic energy in the
course of the forecasts to thirty days. The drop in the eddy kinetic energy
is independent of horizontal resolution differences between T63 and T106.

Changes of similar magnitude have been noted by workers with other models.

The changes in eddy kinetic energy affect both the stationary component and
the transient component of the flow. Because of the secular change in the
mean state it is difficult to partition the changes in the transients into
éhanges in low-frequency behaviour and changes in high-frequency behaviour.
Klinker and Capaldo (1986) identified systematic changes in the high—freqdency
behaviour of the ECMWF model using ensembles of analyses and of day-3 and
day-5 forecasts. Mansfield (1986) investigated the low frequency behaviour of
his model by determining the frequency of (an analogue of) blocking action as
a function of season and longitude. The data base for this calculation
consisted of the 18 winter forecasts already mentioned, plus a further 57
forecasts distributed through the year. Even though the overall frequency of
(the analogue of) blocking was ﬁuch reduced, he found that the distribution of
blocking events in longitude and season bore encouraging similarities to
nature. Palmer (1987) has shown how the pattern of low-frequency variability
is stongly affected by the errors in the mean field. Improvements in the one

led to marked improvements in the other.

Multi-year runs of general circulation models have been used successfully for
the study of the frequency, distribution and structure of blocking action
(Manabe and Hahn, 1981; Lau, 1981; Volmer et al, 1983).. These are

intrinsically interesting and useful studies. It would be enormously

v
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expensive to repeat such studies forlﬁbdels with resolutions close to those
used operationally. They would proﬁide a useful documentation of many
important aspects of model behaviour, but theéy might not give much help on how
to quantify the change in the transient behaviour in the first month of a run.

A multi-year integration with resolution at about T40 is an important first

step (v. Storch et al, 1985).

It will be essential to take account of these aspects of climate drift in the

development of probabilistic methods to provide forecasts beyond the range of

deterministic predictability.
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and Kalnay, 1983; Murphy 1986) and real data studies (Pitcher, 1977;
Hollingsworth and Savijdrvi, 1930; Shukla, 1981; Molteni et al, 1986;
Murphy, 1986) have concentrated on forecasts of the time mean state, using an
implicit or explicit assumption that the statistics of both atmosphere and
model are Gaussian. The possibility of clustering of forecast states has
recently been examined by Palmer et al (1986a). Most of these studies have
examined the relationship between forecast skill and ensemble spread, with
encouraging theoretical results, and some encouraging results from the

real-data experiments (Molteni et al, 1986; Murphy, 1986).
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As an example we consider a recent éxéériment carried out at ECMWF using the
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progress). A number of extended range forecasts from ensembles of 9 analyses f
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The skill of the 10-day mean centred on day 5 is relatively insensitive to
starting time; ‘Thereafter there is a strong sensitivity to the starting time,
which is particularly marked in the May 1985 and March 1986 cases. For
success in medium range forecasting one would like to see a more uniform, and
higher skill for the 10-day mean centred on day 10. However, the sensitivity
of the forecasts to the initial data gives hope that the ensembles can

encompass the full range of possible atmospheric evolutions.

In a similar set of experiments (carried out using a T40 resolution version of

the same model) to examine the relation between forecast skill and forecast
spread, Molteni et al (1986) stratified the point-wise rms error of the !
ensemble mean as a function of the spread of the ensemble (Fig 16). An -
encouraging degree of correlation between low (high) error and low (high)'

spread is evident in their results.

The prospect of developing probabilistic forecasts based on ensembles of
forecasts, in the range beyond the deterministic limit of predictability,
must depend heavily on the ability of the model to represent reasonably well
the range of atmospheric states and their probability distribution. Without
such a capability the problem bécomes very difficult, as one would have to
allow for the biases in the model's distribution of states. For this réason
the elimination of model bias in the mean fields and in the transients is
just as critical for prqbabilistic forecasts at longer range as it is for

deterministic forecasts at short and medium range.
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Several recent workshops have been_devéted to this topic as a whole. Current
activity in the area is accelerating and it will profit from collaboration
betwéen the modelling and academic community. Work is underway to build a
large database of extended range runs at several centres, using different
models and analysis systems. The choice of cases is coordinated so as to
extract the maximum benefit from the e#periments. The runs will be of two
types— regular monthly or quarterly runs at full opérational resolution and
ensembles of runs with clustered starting conditions, probably at somewhat
lower than operational resolution. It is not absolutely clear at this stage
that the best short or medium range forecast model is necéssarily also the
best model for extended range forecast studies. Miyakoda et al's (1983)
result for the 1977 case suggests that one should use the very best models
available. On the other hand, the experience of Moltehi et al (1986), Palmer
et al (1986a), and others shows that a great deal of valuable development and
experimental work can be done at lower resolution. Extended range runs with
operational models are essential for model development work. Since they would
be made for tha£ reason alone, it makes sense to verify them and use them as
controls. The ensembles of runs at lower resolution will provide the raw
material for studies of probabilistic forecasting and will provide
experimental material to test the value of the statistical tools under

aevelopment.
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7. SUMMARY AND DISCUSSION

There is a great deal of scientific interest in the possibility of producing
useful deterministic or probabilistic forecasts in the range beyond seven
days. There are some theoretical indications that useful deterministic
forecasts may be possible as far as 104&4 days ahead, given improvements in
models and in the quality of the initial analyses. Beyond the limit of
deterministic predictability, the available evidence suggests that useful
probabilistic forecasts may be possible. Such an approach would use
ensembles of forecasts and the skill would be‘dependent on the ability of
models to represent the range of possible atmospheric states and the
transitions between fhem. The isolated but remarkable 30-day forecasts that
have been produced at several centres gives good grounds for expecting that

such a capability is possible.

The central problem in both the medium and extended range is to forecast
blocking action. Much more work is needed on diagnosis, on theory and on
modelling of the phenomenon, before we can understand the ingredients

necessary for forecast success.

The elimination of model bias is seen as a central problem for improving both
deterministic and probabilistic forecasts. The proéress of recent years in
identifying physical processes (orography, gravity wave drag, shallow '
convection) which were not represented or seriously mis-represented in models
gives grounds for expecting that the pace of progress will be maintained.

The ultimate driving force comes from the operational forecasters who need to
able to give their customers both a better product, and a sSensible estimate

of the quality of the product on a case dependent basis.
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Fig 1 Northern Hemisphere rms 500mb height forecast errors for 100 10-day
forecasts from 1 Dec 1980 (thin solid line, 1980/81), and the
corresponding errors for 100 forecasts from Dec 1 1985 (thick solid
line, 1985/86). Also shown are the spread of successive forecasts for
the first of these winters (thin dashed line, 1980-81) and for the
second winter (thick dashed line 1985/86). »
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FOR ANOM. GORRELATION OF HEIGHT, LEVEL=500mb
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Fig 3 Dependence on forecast range of the cumulative probability
distribution of Northern Hemisphere anomaly correlation scores for
operational ECMWF forecasts for a) Oct-Dec 1984, b) Oct-Dec 1985.
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Fig 4 The lower panel shows the 20~day mean forecast 850mb temperature
centred on Jan 20 1977 for a GFDL forecast made from Jan 1 1977; the
verifying observed state is shown in the upper panel, (courtesy of

Miyakoda et al 1983).
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Fig 5

ANALYSIS

17 January 1984

a) Northern Hemisphere 500mb analysis for 1200UT on 17 Jan 1984.
Panels b)-g) show the observed (left) and forecast (right) 500mb
height fields at 4 day intervals starting at day 6 (i.e. days
6,10,14,18,22,26) of the ECMWF forecast starting from 1200UT on
Jan 17 1984. ‘
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The observed (a) and forecast (b) 1000mb field at day 26
forecast from 1200UT, Jan 17 1984. ‘
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Fig 7 Time evolution of observed (top left) and forecast 10—-day mean fields
at 500mb in forecasts from 1200UT Nov 15 1985 (top right F1511) and

from 1200UT Nov 16 1985 (bottom, F1611) for days 1-10 (a-c), days 6-15
(d-f), days 11-20, (g-i) and days 16-25 (j-1).
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Fig 8 Daily verification results for six pairs of 30 day forecasts run from

15 and 16 of each month from Oct 1985 to March 1986 with the ECMWF
T106 model (for the Northern Hemisphere 22.5-86.5N). The verification
parameter is 500mb height, and the scores are a) rms error and b)
anomaly correlation. The curves show the persistence error (solid);
the forecast error (dots) and the forecast spread !{pecked). Also

shown is the expected error for a climatological forecast (norm, a)
and the 60% level (b).
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Fig 10 As Fig 8 for the daily scores of the nine pairs of forecasts reported

by Mansfield (1986) with the UKMO 5-level model.
statistics in anomaly correlation are unavailable.
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reported by Mansfield (1986) with the UKMO 5-level model. The spread
statistics in anomaly correlation are unavailable.
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unavailable. The dashed line in panel a indicates the actual errors
of climatological forecasts.
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Fig 13 The mean error (a), the rms error (b), and the ratio of mean error
variance to total error variance (c), averaged over days . 1-10 for the
6 pairs of winter forecasts with the ECMWF T106 model discussed in the
text. The corresponding results for the day- 16-26 forecasts are shown
in d) e) and f). The variable is 500mb height and the contour
interval is 5 dam (a,b,d,e centre), and 20% (c,f).
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Fig 14 Evolution in time  of zonal (top) and eddy (bottom) kinetic energy for
the atmosphere (so0lid) and the sets of ECMWF T106 forecasts (dashed)

and T63 forecasts (dots) discussed in the text.
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Fig 15 Anomaly correlation scores from four ensembles of T63 integrations
with the ECMWF T63 model, for a) May 1985 b) September 1985, c)
December 1985, d) March 1986. Within each ensemble, the starting
times were separated by 6 hours. The horizontal axis indicates the
validity of the starting analysis in hours before the last analysis of
the set (nine starting times in all). The curves show the anomaly
correlation scores for the 10-day mean fields for days 1-10 (heavy
dots), days 6-15 (light dots) and days 11-20 (solid). The variable is

. 500mb height.

61



Cor. Coeff.

Cor. Coeft,

Fig 15

0.9 500 mb height fieid'
1-10 '

0.8 +

0.7 - AT
0.6
0.5
0.4 4 ) -
0.34

0.2 4 6 _1 5 ..-“"‘. ''''''''' ‘:...

0.1

......
[OH
.....
e,

o, p
,,,,,,,

ey .

....................

=0.14

-0.24

-0.3 4

~0.4 4

-‘0-5 T T T T ¥ 1 T . T
12 18 0o 06 12 - 8 oo o6

analysis time

T63 LAF scores Dec. 85

0.9+

0.8
0.7 +
0.6
0.54
0.4
0.3
0.2

0.14

-0.1
-0.2 4
-0.34

-0.4

-0-5 T Ll 1 T 1 T t Ll
12 18 0o 06 . 12 18 oo 06

analysis time

T63 LAF scores March 86

cont

62



T42.SCL

Z 1000mb Z 500mb
. . .10 K1
1o | D110 D 615 D1 D 6-15 .,
1.0 - ' - 1.0
0.8- - 0.8
S
5 ,, | D120 D 16-25 D 11-20 D 16-25 .5
R
[«
N
D
o | ]
S 1.0- | -1.0
@
Iz
s 08- - 0.8
o
D 21-30 D 1-30 D 21-30 D 1-30
1.2- ‘ L 1.2
1.0- - 1.0
0.8- | - 0.8

07 10 13 07 10 1.3 07 1.0 13 07 10 13

Standardized spread (st. dev.)

Fig 16 RMS forecast error (normalised by the persistence error) plotted
against forecast spread (also normalised by persistence), binned in
four categories, for the ensembles of T63 and T42 integrations

" described in Molteni et al (1986). The results are shown for 1000 mb
height (left) and 500 mb height (right) for 5 overlapping 10 day mean
forecasts, and for the 30-day mean forecast (from Molteni et al,
1986).
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