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SUMMARY
The major role played by a priori information in the retrieval problem of
satellite sounding of the atmosphere can be’understooa by considering the fact
that radiance observed by the sensors integrates the atmospheric thermal
structure over relatively thick layers. Such an integration results in the
well ‘known problem of the non uniqueness of the solution. By specifying an
initial gquess solution as close as possible to the final correct solution, any
a priori information may help to overcome this difficulty. The "31I" (Improved
Initialization Inversion) method, developed at Laboratoire de Météorologie
Dynamique, makes systematic use of available a priori 1nformation for |
retrieving the best possible initial guess through a pattern recognition type
approach. The 3I algorithm has been de31gned with the purpose of retr1ev1ng
geophysical parameters from space radiometric measurements and oriented
towards the processing of the TIROS-N series observations made by the TOVS
(TIROS-N Operational Vertical Sounding) instruments: HIRS—2, a 20- channel
infrared radiometer, and MSU, a 4-channel microwave radiometer. The first
purpose of the present paper~is to present an overview of.the‘BI method:
initialization of the inversion problem including cloud deteotion and cloud
clearing, atmospheric temperatures retrieval, cloud parameters retrleval,
atmospheric water vapour retrieval and surface temperatures retrieval. The
second purpose of this paper is to present and discuss the results of recent

applications of the algorithm to NOAA data.

1.  INTRODUCTION

The retrievals of atmospheric temperatures from the satellite soundings are
still confronted with the problem of the non—uniqueness of the solution. The
problem can be partially rectifled by specifying an initial guess solution
which is as close as possible to the correct one. Knowledge of a priori
information on other atmospheric conditions observed by the satellite at the
time of soundings may therefore be benef1c1al. Among this kind of information
~are: ' ‘

- latitude, 1ongitude, observation and solar viewing angles for each field

of view;
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- surface properties: ground elevation, percentage of water, albedo,

emissivity, temperature (sea surface), presence of snow or ice;

- operational analyses or forecasts, available at the time of the

satellite pass;

- some features of the atmospheric structure like the type of the air mass
(polar, middle or tropical) or the temperature of the lower
stratosphere, which may be obtained, for example, from regressions over

well sampled pre-—-archived data sets.

It is worth pointing out that a priori information belongs to two well
separated categories. 1In the first one are those parameters which actually
enter the initial solution through the forward model and the computation of
the radiative transfer equation: viewing angle, surface properties (pressure,
emissivity, temperature over sea) in particular. In the second one are those
which orientate the proximity recognition procedure: air mass type, tropopause

information, forecasts, inversion in the boundary layer, etc.

The number and the variety of the parameters mentioned above lead to the idea
of establishing a set of characteristic measurements including both the set of
observed radiances and a set of local properties like the one we have just
seen. Gathering all such possible sets, which will be referred to as
"feature" or measurement vectors, following the pattern recognition
terminology, gives rise to the feature space which may be considered as an
ensemble of templates or prototypes to which the input pattern (the
observation) may be compared using a similarity criterion. The "3I" -
Improved Initialization Inversion - method developed at LMD in the past few
years for application to the satellites of the TIROS-N series has been
designed following a pattern recognition type approach: the feature space is a
large precomputed data set containing feature vectors made of synthetic
radiances and associated local properties for a large number of atmospheric
conditions: the so-called "TIGR"™ (TOVS Initial Guess Retrieval) data set. The
similarity criterion is a minimum distance classifier. This procedure
produces an initial guess solution of high gquality which may start a physical
type inversion method requiring only one iteration (one matrix inversion) to

get an accurate final solution. To the best of our knowledge, this method,
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developed in 1983 (Chedin and Scott, 1983) has been the first non iterative or

direct physical method.

1.1 The feature space: TIGR data set

The "3I" procedure is based upon the creation, once and for all, of a data set
describing physical, radiative and local properties of a large number of
Iatmospheric situations that may plausibly be observed from a satellite
platform (here the TIROS~N series). The patterns made. of combinations of all
these parameters are usually quite complex and the number of features very
large, which makes the idea of describing such a complexity in terms of a
hierarchy of sub=-classes very attractive. Here this hierarchy is made of the
air mass type, the viewing angle value, the surface pressure value {(which
contains the surface elevation), the type of the surface (related to the
emissivity value) and finally, the atmospheric conditions themselves. Three
types of air masses are presently considered: polar (north and south), mid
(north and south) and tropical. This is the first approach to a climatic
classification of atﬁospheric conditions which could be implemented in the
future. Ten viewing angles are considered from nadir to a maximum value of
approximately 60° which correctly sample the range of viewing angles
associated with the scanning instruments on board the TIROS-N series, HIRS=2
and MSU. Nineteen surface pressure values are considered. Two emissivity
values repreeentative of over sea and over land observations are also
considered. Finally, for all the possible combinations of viewing angles,
surface pressures and emissivities, a total of 1207 atmospheric conditions,
carefully screened from a much larger set using a sophisticated statistical
algorithm, are considered: 525 for polar latitudes, 545 for mid-~latitudes and

137 for tropical latitudes.

The radiative properties, actually the transmittance profiles and the
brightness temperatures for all the channels of the instruments, associated
with each situation archived (including the observing conditions) are computed
with a fast line-by-line transmittance and radiance model (Scott, Chédin,
1981). This code is regularly validated against satellite data, here using
TOVS radiosonde matchups through the so-called "y~§" procedure which consists
in replacing the original synthetic radiance I(t), for a given channel and the
transmittance profile T, by I(TY)+6- Being close to 1, y takes care of the

limitations of the forward radiative transfer model whereas § removes
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remaining biases, in particular instrumental. The accuracy of the forward
model being very satisfactory, on the one hand, and because dt and not T
itself actually enters the inversion process on the other, it has recently

been decided to fix the y's to unity and to remove all biases through the §'s.
This procedure is used not only for controlling the evolutions of the
measurements in time but also to adjust the TIGR data set to any satellite of

the series.

2. SURVEY -OF THE 3I PROCEDURE

The spatial resolution of the 3I algorithm is a compromise between the spatial
resolutions of the two major sounders on board the NOAAs: HIRS-2 and MSU.
Retrievals are made for boxes of 2 to 4 (according to the viewiﬁg angle)
HIRS~2 spots along the scan line by three HIRS-2 spots along the sub-orbital
track.  Such boxes approximately represent a surface of 100 x 100 km? ,
However,.in order to increase the density and check the coherence of the
results, an oversampling may eventually be introduced along the sub-orbital
track énd one retrieval produced every 100 x 30 km2, two consecutive boxes
shafin§ two scan lines. See, for example, Chedin et al. (1985) and Chedin and
Scotﬁ, (1985) and Fig. 1. A review of the essential aspects of the 3I method

is presented in the next sections.
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Fig. 1 HIRS-2 and MSU scan patterns projected on the Earth's surface.

Retrievals consisting of three scan lines and four (small viewing
angles) to two (large viewing angles) HIRS spots are made for each
box. There may be an oversampling along the y-axis (suborbital
track): two consecutive boxes sharing two scan lines. The ten
divisions, from nadir to limb, correspond to the ten viewing angles
sampled.
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2.1 Air mass classification

Knowledge of the air mass type should be very useful because the average
temperature profile and associated variance are very different for the three
main classes of air mass: polar, middle and tropical latitude types.
Providing full description of the underlying atmospheric column, observations
from the vertical sounders on board the TIROS-N series may be used to
determine the type of the air mass observed. The method which has been
developed (Moine et al., 1987) is based upon a classification scheme known as

the 'dynamic cluster algorithm'.

For application to satellite observations, the input to the classification
scheme are the observed radiances (or equivalent brightness temperatures). The
great differences in the observing conditions (viewing angle, surface
characteristics) must be taken into account prior to applying the
classification scheme: the objects are divided into nine groups resulting from
the consideration of three viewing angles (small, medium and large) and of

three terrain elevations for observations over land (low, medium, high).
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Fig. 2 Weighting functions (normalized) of the channels used in the
classification of satellite observations. MSU channels;
----- HIRS=-2 channels.
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Each group of objects is then classified separately. Another difficulty comes
from the fact that observed radiances are often contaminated by the presence
of clouds in the fleld of view. Fortunately, some of.the TOVS channels are
almost insensitive to clouds while giving a good description of the whole
atmospheric column. These‘descriptors are channels 1, 2 and 3 of HIRS-2,
'looking' in the etmosphere higher than the region where most clouds are, and
'channels 2, 3 aﬁd 4 of Msﬁ, benefiting from the low sensitivity to clouds of

microwave measurements (see Figure 2).

2.2 Cloud detection

The presencerof elouds over the observed area influences the retrieval
process. Consequently, the role of a cloud detection algorithm appears as
essential since from its performance will depend the quality of the retrieved '
results. Applled to ‘each HIRS spot in a box, the algorithm consists of a
-threshold test on the albedo, several coherence test$s between various channels
of the HIRS and MSU 1nstruments and a threshold test on the spatial coherence
of the- HIRS spots 1nto the box. Moreover, additional tests aim at an
unambiguous distinction between clouds and special surface conditions (warm
surfaces, snow). A particular problem at high latitudes is the presence of
sea ice covering large areas which is not always easy to discriminate from an
extended cloudiness. This probiem can be at least partly solved by cloud
detection algorithm. As explained in Claud et al. (1988) such a
discrimination is attainable through the determination of the microwave
surface emissivity, at the very beginning of the retrieval process, directly

from earth-located calibrated radiances (see also Section 4.2).

Originally close to the tests defined by McMillin and Dean (1982) the present
series of tests involved in 3I represents a substantial evolution with respect
to this reference as it can be seen from the Appendix which describes all
tests. For validation purposes, many comparisons between the results of the
tests and either AVHRR high resolution pictures or nephanalyses or both have
been carried out, apparently satisfactorily. In particular, snow covered

areas, as well as sea ice, are well identified..
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2.3 Initialization of the inversion problem

Thé'feature space consisting of the TIGR data set just described may be used
as a set of reference pattern vectors or prototypes to. which the input
pattern, made of the full set of parameters describing the real observation
and a priori information, may be compared if a resemblance measure has been
defined. The 3I algorithm makes use of a minimum distance criterion. A full
set of parameters describing the observation (the feature vector) is made of
the brightness temperatures observed in each channel plus the extra parameters
describing the local properties of the observation: air mass, viewing angle,
surface pressure and temperature (over sea), percentage of water in the
terrain observed. If the two first parameters are easy to'get, the latter two
require knowledge of ancillary data. Use is made of a high resolution
topography file and of operational forecasts. From these parameters the
classification proceeds through the hierarchy organizing the TIGR data set and
finally reaches the proper set of m atmospheric conditions and their
associated set of computed brightness temperatures, Jacobians, etc. Proper
means that the computations have been made in the exact conditions of the
observations. Each of the m sets of brightness temperatures is then compared

to the observation set which is classified as from class i if the quantity

D_::l
1 n

I 13

(T petk) = T, (K))2/82  i=1,...,m
1

is the minimum. In this expression, n iskthe number of observations which
have been selected, the T's are observations values (Tobs) or the
corresponding values for the set i of the feature space and Sk is the variance
of T(k) over the sample of m situations. Auxilliary data may also be included
in the definition of Di like, for example, operational forecasts of the
temperature of the lowest layer. This approach to the distance between two
situations is equivalent to that based upon a principal component analysis of
the sample, at least when the same set of channels is used to express the idea
of proximity in the two approaches. This method for retrieving the initial
guess solution, from which the final solution is obtained, is particularly
flexible since as many extra parameters as wantéd, provided they are useful,
may be added to the full set of observations, or equivaleat, to each feature
vector. Moreover, the ensemble of channels comprised in Di may be easily
varied, for example from a set of channels insensitive to the cloud cover in

case of cloudy areas, to a more complete set in case of clear areas or as soon

as cloud cleared brightness temperatures have been obtained. This approach
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leads to finding, within the TIGR data set, the element the closest to the
input pattern. This particular situation may eventually bear signatures of
too local phenomena (boundary layer, lapse rate, tropopause, etc.). This
difficulty is overcome by modifying the proximity recognition in the following
way: the above single element class is enlarged by considering, in the feature

space, all the elements whose distance, d, to the input pattern is such that:

‘d < a4 (1 +a) =

MIN dR

where dMiN is the distance to the closest element. In the present
application, o has been given the value 0.25. The initialvguess solution is
obtained by averaging the elements within the "distance circle" of radius dR'
the "center" of which is the element the closest to the input pattern.
Ekﬁerience with the method has shown that, on the mean, about 10 elements are
averaged to provide the initial guess solution. The minimum value is 1 (no
average) to about 40 elements being averaged at maximum. Important

improvements in retrieval accuracies have been demonstrated (Chedin and Scott,

1985).

2.4 Cloud Clearing

The procedure for retrieving the initial guess solution in the proper sub-set
of the TIGR data set (the one corresponding to the observation conditions:
viewing angle, surface pressure,‘emissivity, ese etc.) 1is direct in case of
cloud'free areas, whereas two steps are required for partly cloudy or cloudy
areas (see Chedin et al., 1985). 1In the first step, comparisons are made
between the observatlons and the archived brightness temperatures on the basis
of a restrlcted set of channels insensitive to clouds. Operational forecasts
of the temperature ‘at the lowest level are also included in this prox1m1ty
search. From this prellmlnary initial guess is started the cloud clearing
algorlthm based upon the so=-called "Yy-method" (Chedin and Scott, 1983; Chedin
et al., 1985). Following this method, a cleared infrared brightness
temperature is obtalned by adding to the initial guess value of the channel
con51dered, the dlfference between the observed - and the initial guess values
of a microwave channel, almost insensitive to clouds and peaking approximately
at the same level:

HIRS
closest

wHIRS(i) = MSU(j) - TMSU (j)]

Il + ’
(1) [TOBS closest
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HIRS . MSU
closest(l) and Tclosest
temperatures of HIRS-2 channel i and MSU channel j associated with the first

initial guess and ngg(j)'is the observed brightness temperature of MSU

channel j. When index i takes the values 4, 5, 6 and 15, index jJ respectively

where T (j) are, respectively, the brightness

takes the values 3, 2, 2 and 2. For i = 3, the reference MSU value is half

SU (3) and TMSU(4). The yY~-method simply relies upon the

‘the sum of TM
difference between two channels peaking at approximately the same level and
obtained for a situation (the initial guess) relatively close to that
observed. This difference is applied to a microwave observation that is
almost completely insensitive to the clouds and provides the clear infrared

observation. Peaking in the lower troposphere {920 hPa) the brightness

temperatﬁre of pseudochannel 14, wHIRS (14), is obtained through a regression
of the type
HIRS HIRS, . MSU, .
¥ (14) = b, + I b.T (1) + ) e T (3D,
i ]

where i takes the values of 2-6 and 15, and j the values 2 and 3. The
coefficients of this regression are obtained from the data archived in each

TIGR data subset. Applied to the synthetic data of the TIGR data set, the

regression provides values of wHIRS

THIRS (14) values, show no bias and a standard deviation varying from 0.1 to

(14) which, when compared to the true
0.3 K according to the viewing angle and surface pressure.

Contrary to the well-known N* method (Smith, 1968), which uses at least two
spots to eliminate the effects of the clouds, the yYy-method uses only one spot
and consequently avoids the assumption that the difference in radiance for a
given channel in the two spots is due only to a variation of the amount of
clouds of the same type (same height in particular). The result is that the
N* method is subject to noise when this assumption does not hold. Moreover,
the N* approach applies to radiances that have been corrected for the viewing
angle (equivalent nadir viewing radiances) through statistical regressions
whereas the yY=-method is made within the TIGR sqb—set corresponding td the real

conditions of observation.

The strong correlation between the initialization of the inversion process and

the cloud clearing technique must also be pointed out: the quality~of the
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initialization and that of the cleared brightness temperatures are directly
connected. As explained above, if the proximity recognition is direct in caee
of‘clearrareas,’two steps are necessary in case of cloudy areas. More details

are now given on the proximity search in each case.

For cloudy areas, the first step relies upon channels not or.almost not
fsensitive‘to the clouds, plus extra parameters (temperature at the lowest
standard level, temperature of the lower stratosphere,,T(LS),‘obtained from a
regression over the‘proper TiGR subset, in particular). The second step
starts from this first guess and activates the yY-method for declbudrng v
channels 3 to 6, 14 and 15 of HIRS-2. This two step procedure is iterated
once.‘ Table 1 glves the list of parameters used in the prox1m1ty recognltlon
for the clear case and each step of the cloudy case. The results are: a set
of channels, mostly sensitive to the temperature profile, decontaminated from
the influence of the clouds and an initial gquess solution selected among those
archived in TIGR to start the temperature inversion. It is importantvto point
out that the initial guess is the result of the averaging of the elements
found in TIGR as being the closest to the input pattern (observations and
extra parameters) No modifications are made to the situations extracted from
TIGR at the eventual exception of the surface temperature for observations
over sea when reliable 1ndependent data are available. The absence of
channels not sensitive to the clouds and having absorption properties simiiar
to the HIRS-2 channels that respond to water vapour - channels 10, 11, 12 but
also 7, 8, ... etc. precludes applying the {y-method to the declouding of
these‘ehanneis; As explained below, they are cleared after the temperature
Vretrieval and the determination of reliable cloud parameters: mean top
pressure and amount. The high sensitivity of these parameters to errors in
the temperature profile justifies the use of the final profile instead of the

initial guess for their determination.

Type ofvarea , Parameters used for the recognition
observed '~ HIRS=2 Channels MSU Channels  Extra Parameters:
Clear 1, 2, 3, 4 ©2; 3,4 | Tio00mb
Cloudy
1stistep‘ 1, 2 2, 3, 4 T1000mb' T(LS)
2nd step 0 1,2,4,14,15 2, 3, 4 T1000mb’ T(LS)

Table 1 Parameters used for the proximity
recognition in the feature space TIGR
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2.5 Temperature inversion algorithm

The radiative transfer equation may be written as:
Yy (v;) = [ X (v;,2) B(z) az (1)

lwhere y represents the observations, B the atmospheric temperatures, the vi's
summarize the conditions of observations (frequencies, viewing angles, surface
properties, etc.), X(vi,z) is the kernel including transmittances and z is
directly related to the altitude. A linear model may be established using an

appropriate quadrature formula giving the matrix equation:
y =XB+ e

where Yo = ¥ + e, e being the associated error. A Bayesian estimator of B
(maximum probability estimator: see Rodgers, 1970) may be written as:
1 1.-1 1

bynp = Bg = X' s_~ X+ SB 1 xts vy v) ‘ (2)

where Bo and y, are the mean values of B and y respectively, Se and SB being

the covariance matrices of e and B. In Eg. (2), MAP stands for "maximum a

posteriori”.

Since it starts from an optimum initial guess, which is the situation closest
to the observed situation among those archived in the TIGR data set, the "3I"
method aims at estimating the difference between the parameters and their

values for the closest situation rather than the parameters themselves as in

Eg. (2). This can be rewritten as:

Txo+sh1 xt 87 (yr - vE) (3)

R N R S R

* = - * = -
where 8 Pyap = Brgr Y¥ T Yo T Yigr Big

associated with Y16 and SB* is the covariance matrix of B*. We have verified

that B;, mean of B*, and y;, the mean of y*, are both equal to 0, which means

is the initial guess solution
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that the initial guess retrieval procedure. is unbiased. Consequently, Egq. (3)

is ‘equivalent to:

: - -1. =1 -1
- = ' ' -
Pyap = Brg = X' S X * Sgud X' S (v ypl) (4)

-SB* may be easily computed from the "TIGR" data set, as explained in Chedin et
al. (1985) wheré more details on the inversion algdrithm are also given. In

g* is much more diagonal-than SB which renders

particular, it is shown that S
the latter way”of computing bMAmeore'attractive than the usual one.

2.6 Cloud Parameters Retrieval: the "Coherence of Effective Cloud
Amounts" Method

Considering a partially cloudy field of view (cloud amount N), the radiance

measured by the satellite in channel i can be expressed as (Smith, 1968):

I =1~ Nei)ICli + Neichi(Pc) (5)

where ICl is the clear radiance, ch (Pc) the radiance arising from a black
- R L i , ‘
cloud at level P, and €y the cloud emissivity. Ne, is called the "effective

cloud amount" for channel i. From Eq. (5), N and gy cannot be obtained
separately. The use of Eg. (5) (written for several channels) to determine

Nsijgpd Pc requires knowledge of Icli and the function chi (Pc)f These

values can be obtained from the TIGR data set. More precisely, the TIGR data

set provides an estimation of Icl and of ICd (Pc) in all HIRS=-2 channels for
L i i . o
a ‘set of cloud levels Pc'(30 values from the surface to 100 mb) and for all

the possible conditions of observations.

The method:is based upon the consideration of a plausible variation of the
cloud emissivity ec(v) with frequency. From the conclusions of a study by
Yam;mpto et al. (1970), we assume that ec(v) is roughly constant in the
lohgwave fégion (5 channels: 4 to 8) and in the shortwave region (5 channels:
13; 14, 15; 18, 19) énd, moréover, that the shortwave value is slightly lower

than the longwave one. The algorithm can be divided into two steps:
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1)

2)

. Selection, among the initial set of 23 pressure levels, of a sub=-set of

plausible cloud tap levels. A level is plausible if the following test

is verified: we consider the function:

o o : o
Imi Ic1i chi‘Pc) B Ic1i 9
sty =) [( ) - ( )] - (6)
¢ (4, 1. -1° 0. () - I
rJ m,  CL, cd, ' c cl1,
] i ] J
for (i,j) = (4,5), (5,6), (6,7)
where I° and 1° (P ) are respectively the estimations of I and
Clk Cdk c Clk
I (Pc). Eq. (6) derives from Eqg. (5), written for each pair of

€

channels considered, after Nsi has been eliminated.

The test consists in verifying that S(Pc) is close to its minimum value

smin' In the pairs of adjacent channels technique, the cloud top level

Pc would be the one for which S(Pc) = Smin' Here the test limit is:

S(p_)/S_. < 5, which, on the mean, eliminates one half of the 23 a
S C 7. min .

priori possible cloud levels.

Tests on the coherence of effective cloud amounts. For each plausible
cloud level Pc’ corresponding values of Nsi are computed in each channel

from Eg. (5). This step is itself divided into two parts:

® Elimination of obviously impossible levels: various tests are
carried out, in each spectral region, to make sure that the
individual values Nei are not too much scattered, and that both mean

values (respectively NeLW and NSSW for the longwave and the

shortwave region) range between 0 and 1, and that Ne_ . is slightly.

SW
}ower than NELW'r
° Choice of the final cloud top level: the ratio of the standaxrd
deviation of the effective cloud amounts Ne, by the mean value Ne,
in the longwave region must be minimum, which ensures the smallest

scattering.
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For. daylight observations, shortwave channels cannot be used because of
- their contamination by reflected solar radiation. In that case, a
simplified algorithm is applied in which all tests using shortwave

channels are excluded.

The algorithm has 'been validatéd on synthetic data and compares
favourably, in particular for low clouds, with those obtained by
Wielicki and Coakley (1981) with the pair of adjacent channels
technique. Knowledge of the cloud parameters makes it possible to
"clear" all the channels influenced by clouds and not corrected by the

- YP-method. More details are given in Wahiche et al. (1985).

2.7 Water Vapour and Surface Temperature Retrievals

Retrievals of water vapour amounts are made for three layers delimited by the
levels 1000 mb, 800 mb, 500 mb and 300 mb in addition to the total amount of
pfeéipitable water vapoﬁr. Following the temperature profile retrieval, the
brightness teﬁperatures associated with the initial guess are corrected for
the deviations between the initial temperature profile and the final solution
giving'rise to the initial guess for water vapour and surface temperature
retrievals. The method used is based upon a simultaneous . physical inversion

of the water vapour amounts and of the surface temperature.

Four HIRS-2 channels are presently used: 8, 10, 11 and 12 for day-time
observations and 18, 10, 11, 12 for night-time observations. A ridge type
estimation procedure is used:

AB = (X'X + Yi)'1 X'AY

where X (X', transpose of X) is the matrix of the partial derivatives of the
brightnéss temperatures with respect to relative humidities and surface
temperature, AY the difference between observed (cleared) brightness
temperatures and the initial guess (corrected as explained above), AR the
differenéevbetwéeh the final and initial values of the parameters considered,

Y a shoothing parameter (Lagrangian parameter).
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2.8 Microwave Surface Emissivity

Microwave surface emissivity is an important parameter containing information
on the type of the surface (ice and snow cover in particular). It is directly
extracted from the measurements in the first channel of thé microwave sounding

unit, ‘-a window channel (see Wahiche, 1984).

Comparisons have been made between emissivity values obtained at the term of
the retrieval process and values obtained at its very beginning (see Section
2.2).  The agreement is satisfactory with differences less than 0.1 in

emissivity.

2.9 - Quality Control

An important aspect of any retrieval system is its ability to detect and to
reject bad satellite data (due to technical errors like transmission, for
example) and bad retrievals (due, for example, to heavy cloﬁdiness or
precipitations, to the occurrence of very marginal meteorological situations

etc).

From the past experience with 3I it appears that bad satellite observations
are well detected and rejected. The method used first compares MSU
observations to MSU synthetic brightness temperatures calculated from the
analysis (or the forecast) and rejects too big differences. In a second step,
the comparison between the set of observations and corresponding sets archived
in TIGR leads to a large "proximity" distance in case of bad data, thus

allowing for their rejection.

For quality control purposes, all retrievals pass a series of tests aiming at
detecting bad or doubtful retrieved profiles. A first class of tests consists
of comparing either the proximity distance or the difference between the
observed and the initialization values for such or such channel to limit
values (varying with the air mass fype). A second class of tests consists of
comparing the initial solution for the temperature profile to the retrieved
one. Big differences are not allowed as being in contradiction with the
principle of optimised initialization. A third class of tests, presently
being evaluated, consists of rejecting the retrievals for which not enough
closest situations were found to be in the so-called "distance circle",
revealing quite a marginal case. A statistical aﬁalysié of the sample in this

distance circle should also be implemented soon.
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3. CONCLUSIONS ON THE 3I METHOD

The 3T method for retrieving geophysical parameters from observations of the
US operational weather satellites (TIROS-N series) is. based upon a pattern

' recognition type approach aiming at optimizing the initialbguess solution to
the inversion process. This research of the initial guess, from among a vast
pre-established library, takes care of the observing conditions and a priori
.information like the viewing angle, the surface properties, the air mass type,
and:estimate of the lower stratosphere. temperature or .also forecasts available
at the time of the processing of the observations. The actual initial guess
is the average of the elements of the library the closest to the 'input
pattern' made of satellite observations and a priori information. WNone of the
information external to the library enter the initial guess at the unique
(eventual) exception of the surface teméerature for over sea observations. It
is also to be noted that the initial guess for temperature retrieval is not"
identical td the one used for water vapour and surface temperaiure retrievals.
From the former to the latter a correction is made to take into account the

differences between the initial and retrieved temperature profiles.

This direct (non-iterative) step by step approach to the retrieval problem is
very general and answers to a lafge extent the problem of how involving more
physics in the process‘withqut comiﬁg to prohibitive computation times. The
solution proposea here is: sampling, pre-computing (once) using a
sophisticated forward model, archiving, and retrieving the information through

fpattern,recognition.

Numerous applications of the 3I system have established its accuracy and
sensitivity to mesoscale meteorological features (gradients, orientation of
trodghs or ridges, etc.). A few recent ones are presented in the next

section.

4. RECENT APPLICATiONS OF THE 31 SYSTEM

4.1 Global use of TOVS Retrievals at ECMWF

Since December 1986,Vthe 3I code has been implemented, validated and run in
global experiments using a data set of raw radiances (level 1B data) provided
to the European Centre for Medium Range Weather Forecasts (Reading, U.K.) by
NOAA/NESDIS (National Oéeanic and Atmospheric Administration/National‘Earth
SatellitevDistribution and Information Service, Waéhington DC, USA). With the

31 system the complete processing from the level 1B raw counts for two
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satellites (NOAA-9 and NOAA-10) for a period of six hours requires 23 minutes

CPU, using one processor of the CRAY XMP48.

The data assimilation at ECMWF (Kelly and Pailleux, 1988) 1is done every 6
hours and uses conventional observations, cloud track winds and satellite
determined profiles (Satems). NESDIS Satems consist of geopotential
thicknesses and precipitable water contents at approximately 250 km
resolution. The 3I profiles have been collocated with radiosondes, to assess
the»quaiity of the retrievals, and a similar comparison has been done for the
NESDIS "Satems". The maximum time difference for a comparison is 3 hours,
with a maximum distance difference of 100 km. Radiosondes of questionable
qualityy(transmission problems, etc.) have been eliminated for differences
greater than 10 K. Results are shown for a period of 5 days (30 January to
3‘Februgry 1987), for 3 latitude bands and all longitudes. Figure 3 is for
latitudes 60°N to 90°N with NESDIS statistics on the left and 3I statistics on
the right. Comparisons are made between in-situ and retrieved mean layer
virtual temperatures for 11 layers between the levels: 1000, 850, 700, 500,
400, 300, 200, 100, 70, 50, 30, 10 hPa. On Fig. 3, 3I biases (dashed lines)
are smaller, and standard deviations are roughly similar except for the

lgwest layer for which 31 is significantly better. The number of collocations
are different for the two codes as a result of different spatial resolutions
and screening procedures. Here a factor close to 5 is observed that should
result for 3I in a lower bias - this is the case and a larger standard
deviation - this is not the case. Figure 4 is for latitudes 20°N to 60°N.
Very large numbers of collocations are observed with a ratio of about 3.5
between 31 and NESDIS. However, 31 biases are slightly'larger, which could
possibly be explained by remaining validation problems, whereas the 3I
standard deviations are slightly smaller, in particular for the lowest layers.
Figure 5 is for latitudes 60°S to 90°S. The ratio between 3I and NESDIS
collocation is about 3 and here ag;in 3I biases are equal to or larger (lowest
layers) to those of NESDIS whereas 3I standard deviations are smaller. The
period considered was characterized by highly perturbed areas like, for
example, over Europe and China-Siberia and variable conclusions may be
obtained for more local comparisons. However, conclusions arising from Figs.
3-5 generally hold. It must also be pointed out that comparing a physical
retrieval algorithm to the NESDIS statistical one on the basis of collocations
with radiosondes is not an easy task since the latter ié, by definition,

heavily tuned towards radiosounding measurements.
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Comparisons have also been made between water vapour relative humidity
profiles and collocated radiosondes (3 hours in time; 100 km in space) .
Figure 6 illustrates the results currently obtained for 5 layers between

1000 hPa and 300 hPa. The standard deviation varies between 15% and 20%,
roughly consfant. The positive bias has been voluntarily introduéed (for a
greater impact in the assimilation step). On Fig. 6, collocations correspond

to 5 days: 30 January 1987 to 3 February at 0.00 Z.

Numerous other comparisons have been made, leading to the general conclusion
that 3I results are at least as good as NESDIS results. Although the quality
of the statistics between retrieved profiles and collocated radiosondes
appears relatively similar, the assimilation of these temperature and water
vapour profiles in the analysis leads to significant changes, particularly in

the stratosphere and the low troposphere (see Flobert, 1988).

These significant changes in the analyses are likely to cause changes in the

forecasted fields. Details are given elsewhere in the present issue.

4.2 Retrieval of mesoscale meteorological parameters for polar latitudes

Observations from the satellites of the TIROS-N series on polar regions, where
in-situ data are very scarce are essential for the study of the interactions
between ocean, ice and atmosphere through the retrieval of atmospheric and
surface parameters. The MIZEX (Marginal Ice Zone EXperiment) and ARCTEMIZ
(MIZ of the European ARCTic) campaigns, conducted respectively during the
summer 1984 in the Fram Strait and since 1986 north and south of Fram Strait,
gave the opportunity of applying the 3I retrieval algorithm to high latitude
observations. Associated to numerous in situ data, these campaigns also

allowed for comparisons with the retrieved products.

Due to particﬁlarities of polar regions, refinements were brought to the
method and are presented in Claud et al. (1988). One important point concerns
the cloud detection algorithm and the problem of discriminating between sea
ice and extended cloudiness since they may have similar radiative properties.
To overcome this difficulty, two different methods were develdped, which
discriminate sea ice from open water directly from the satellite observations,
and more specifically from the MSU instrument which channel 1, an atmospheric

window located at 50 GHz, displays an interesting property related to its
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sensitivity to the emissivity of the surface, itself varying rapidly with the
type of the surface. Currently admitted values range from 0.45 to 0.60 for
open water, tdimOre than 0.75 for multi~-year sea ice ahd to 0.95 for young sea
ice. Determining surface emissivity is consequently a way to detecting the

presence of sea ice.

4.2.1 Direct statistical method

This method relies upon the fact that channel MSU1 is sensitive to surface
emissivity and to temperature in the lower atmosphere andbdown to the surface
whereas channel MSU2 is mostly a function of the temperature of the low
atmosphere and relatively not sensitive to the surface because of_its low
overall transmission (close to 0.1). It is thus possible to extract the
surface emissivity from a combination of these 2 channels. Such a

particularity has already been used by Grody (1983).

A relation between the surface emissivity €, the brightness temperature of MSU
channel 1, TBMSU1, and MSU channel 2, TBMSU2, has been established under a

form similar to the one found by Grody:
€ = a + b TBMSU1 + c TBMSU2

In Grody's approach, the coefficients have been obtained from a sample of data

restricted in space (United States) and in time (April 1979).

In our study, the coefficients a, b, c have been regressed independently for
the polar situations and for the mid-latitude situations archived in TIGR.

They are given in Claud et al. (1988).

Microwave surface emissivity (&) may also be extracted by considering the
radiative transfer equation itself. The measured radiance can be written as

follows:

I=¢ 1B, -1 f* Bdtr] + [Tf+BdZ + fdeT]
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For a given class (polarksfﬁﬁié latitude), it has been found that the
quantities T, f+BdT and.f+BdT may be considered as constant to within a good
approximation, at least with the purpose of determining € to the required
accuracy. Actually, the ratio of the standard deviation by the mean of each

of these three quantities varies from 1% to 2%.

As a consequence and using the Rayleigh Jeans approximation, the preceding

equation may be written as:
TBMSU1 = ¢ [t T - o] + B

where 1, o and B are constants (one set for each air mass type). Knowledge of

MSU channel 1 brightness temperature directly leads to that of e. .

For each of the orbits, selected from MIZEX and ARCTEMIZ campaigns, surface
microwave emissivities have been calculated by the two direct methods
described above. Results are very similar apart from a systematic bias of
about 0.1 {(larger values for the physical method). However, such a bias does
not prevent either method from identifying sea ice coﬁered areas. The mean of
the values given by these two methods is very close to the value obtained-
through the full physical inversion method (Wahiche, 1984). Results were also
favourably compared to the sea ice maps currently prepared by the Norwegian

Meteorological Institute.

Two tests, which are also part of the operational NOAA/NESDIS retrieval
algorithm (McMillin et al., 1982) may benefit from an a priori knowledge of
the presence of sea ice: the so-called "frozen sea" test and the albedo test.
Details on the modifications introduced are given in the Appendix and more
details on the methods reported here are given in Claud et al. (1988).
Results are jillustrated on Fig. 6 for a pass of NOAA-9 (5 June 1986, 9.55 7).
Fig. 6a shows the results of cloud detection tests before any modifications
and Fig. 6b after the modifications. One can see in an area close to North

Pole that low clouds, not detected previously, are now detected.
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Fig. 6

N
Ry
B TR A 9l IR o

Detection of clouds in 3I boxes for a pass of NOAA-9 (5 June 1986,
9.552).

a) before modification; b) after modification. Dark areas

correspond to cloudy areas. At the upper right of Fig. 6b), low
clouds over sea ice have been detected.
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4.3 Detection of snow from HIRS-2

Because of its high albedo, snow cover is often seen as cloud by cloud
detection algorithms during day time. Moreover, snow and low cloud top
temperatures may be similar. It has already been reported in the literature
(see for example Kidder et al., 1984) that cbmparisons between channels at 11
um and 3.7 pm could help discriminating between snow and clouds. Computation

of the ratio:
{Ty(HIRS,19) - T (HIRS,8) } / cos 6,

where TB(HIRS,n) is the brightness temperature of channel n of HIRS-2 and es
the solar zenith angle, leads to high values for the clouds and to much lower
values for snow covered areas. This is due to the low albedo of snow at

3.7 ym as compared to clouds and to the fact that the ratio given above
isolates (and normalizes) the solar contribution to the brightness temperature

of channel 19.

The following test has consequently been implemented in the cloud detection
algorithm: if, simultaneously, the albedo is greater than 20%, and an estimate
of the surface temperature (regression based upon channel 8) smaller than

273 K and the ratio
{ry (19) =T, (8) } / cos _,

smaller than 14 K, the field of view considered is supposed to be clear, with
snow covering it. Several NOAA-9 passes have been procéssed, for which manual
nephanalyses had clearly identified snow covered areas. Figure 7 illustrates
one example. Snow is in white and the areas concerned are in perfect

agreement with manual analysis.

5. CONCLUSIONS

The well known problem of the non uniqueness of the solution to the non linear
physical satellite retrieval problem may be greatly simplified by a proper
initialization of the inversion scheme. Xnowledge of a priori information on
the situation observed may greatly help in selecting an initial guess solution

close to the final correct one.
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Fig. 7 Snow detection from HIRS-2. Snow in white; clear areas in dark
cloudy areas in grey; NOAA-9 orbit 6209 (25 February 1986).
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This is the reason for which the Improved Initialization Inversion procedure
is' based upon the optimization of the ihitial’guess‘solution from which the
final solution is obtained by a simple Bayesian estimation method. The
initial guess is obtained from a pattern recognition type approach by
comparing the satellite observations - associated with other parameters like
the air mass type, the viewing angle, the type of the surface and the surface
'pressure obtained from a high resolution topography file and geopotential
heights operational forecasts, actually the input pattern - to similar data
precomputed for a large set of atmospheric conditions, the feature space or
TIGR'(TOVS Initial Guess Retrieval) data set. The guality of the
initialization is illustrated by the fact that only one inversion is enough to
provide an accurate "final" solution. An improved cloud detection algorithm,
including a discrimination between either sea ice or snow and low.clouds has
been satisfactorily tested. Numerous local and now global applications have
demonstrated its quality. In the latter case (global) work is in progress
towards an improved and more operational validation of the forward model and a

reinforced quality control.
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APPENDIX: CLOUD DETECTION ALGORITHM

The cloud detection algorithm aims at assigning the flag clear of cloudy to
each 3I box (see Fig. 1). There are two types of tests: the first ones may
declare a box as clear, and, in that case, rémaining tests are not executed.
The second ones are executed sequentially and only those boxes having passed
éll tests are declared clear. There are two tests of the first type and eight

of the second one. All tests are performed for each HIRS-2 spot.

A1 - TESTS FOR CLEAR SKY DETECTION

A1.1 Hot surface test

A spot for which TB8, the brightness temperature measured for HIRS-2 channel
8, is greater than 300 K is declared clear. This test is of particular

interest over desertic areas (but not only) which sometimes display anomalous
emissivities resulting in a wrong cloudy flag assignment by the tests of the

second type.

A1.2 Snow covered areas

For channel 19, at 3.7 um, contrary to the clouds, snow solar reflectivity is

low. In case of snow, the quantity [TB - TB8]/cos(es), where Gs is the

19
local solar zenith angle, is much lower than in case of clouds. It is here

assumed that the thermal signals of both channels are roughly the same.

The test is executed in daylight, over land. If albedo (estimated from
channel 20) is greater than 25%, an estimate of surface temperature (see
below) smaller than 275 K and the above quantity smaller than 14K, the spot is

declared clear (presence of snow).

A2 CLOUD DETECTION TESTS

A2.1 Microwave window test

This test relies upon an estimate of the microwave surface emissivity (see
section 2.2) and is executed over sea. If the emissivity is smaller than 0.65
(no ice) and an estimate of the surface temperature (see below) smaller than
271 XK (ice) the spot is declared cloudy, the presence of clouds explaining the

contradiction.
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A2.2 Albedo test
Executed in daylight.

Over land: executed only if TB_ is smaller than 285 X (to avoid hot desertic

8
surfaces of high albedo). If albedo is larger than 20%, the spot is declared

cloudy.

Over sea: a spot is declared cloudy if albedo is greater than 15%. For
latitudes greater than 65(N) or smaller than =55(S) a test is made on the
microwave emissivity value to avoid sea ice covered areas: no albedo test if

the emissivity is greater than 0.65.

A2.3 Window channels test

Three estimates of the surface temperature are obtained from regressions over
the TIGR data subset corresponding to the actual conditions of observation.

The three regressions are:

(Tsurf)regr(s) = a1 TB5 -+ a2 TB6 + a3 TB7 + a4 TB8 + a5 TB11 + a6

T + a, TB a

BMSUZ 7 MsU3 * 8

a, TB_, + a, TB + a, TB + a, TB a

(Tsurf)rengB) 1 *Pg 2 210 3 7718 4 Busuz T 2

a, B, + a, TB + a, TB + a, TB + a_. TB

(Tsurf)regr(19) 1 TBg 2 7710 3°7°1 4 "719 5 Pusuz T %

T a

BMSU3 * 7

The test consists in comparing these different estimates. At night, a spot is

declared cloudy if:

(Tsurf)regr(18) (Tsurf)re (8) » 2.5 K

gr
or A

(Tsurf)regr(s) - (Tsurf)regr(18) > 4 K
or

(Tsurf)regr(19) - (Tsurf)regr(18) > 2.5 K
or

(Tsurf)regr(18) - (Tsurf)regr(19) > 4 K
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At day, the test is executed if albedo is smaller than 20%. A spot is
declared cloudy if

|(Tsurf)regr(18) —'(Tsurf)regr(8)| > 12 X

In the regression based upon channel 8 it should be noted that channel 10 of
ﬁIRS—Z is not included. This regression is used in daylight for providing
surface temperature estimates and the presence of channel 10, which may be
severely contaminated by the so-called "Reststrahlen" effect (at day, over

desertic areas) could lead to estimates very far from the reality.

A2.4 Interchannel regression test

Clouds may have very different effects on TOVS channels according to their
wavelengths. Their presence may consequently be detected from regressions
combining predictors and predictands corresponding to different spectral

domains.
Three regressions are used:

<TB7) = a1 TB13 + a2 TB14 + a3 TB15 + a4

<7 =a, TB, +a,6 TB, + a_, TB. + a, TB_ + a_ TB, + a

Busu2” 1 TBy * a; TB, + a5 TBg + a, TBg + a; TB, + ag

<T = a, ™ B, +a, ™, + a, TB_ + a, TB_ + a_ TB_, + a

Busus® 1 B3 7 a, TB, + a3 TBy +a, TB, + a; TB, + a,

the coefficients of which are derived from the proper subset of the TIGR data

set. A spot is declared cloudy:

if:  |TB, - <mB>| > 2.7 K at night;

if:  |TB, - <TB,> | > 3.2 K in daylight;
or:

if: |TBygus = <TByou,” | > 2 K.
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A2.5 Burface temperature test

For clear conditions, surface temperature estimates should not be too far from

conventional analysis values. A spot is declared cloudy if:

(T (T

) > 2 K over sea

surf)analysis - surf’ regr

orx:

(T (T ) > 6 K over land.

surf)analysis - surf ‘regr

The estimate is based upon channel 8 regression in daylight and channel 18
regression at night. This test is not executed if analysis values are not

available.

A2.6 Low clouds test

At night, a spot is declared cloudy if:

TB8 - TB19 > =0.5 K

A2.7 Adjacent spots test

A spot adjacent to a given spot is declared "similar" if: the difference in
the mean altitudes (over land) of the two spots is less than 250 m and if the
difference in the percentage of water in the two spots is .less than 30%. A
spot is then declared cloudy if there is at least one similar adjacent spot

such that:

[(Tsurf)regr]adj - (Tsurf)regr > 1.5 K over sea
or:
[(Tsurf) )_ .. = (Tsurf) > 3 K over land.
regr "adj regr
If the spot remains clear and if there are at least three similar adjacent

spots, a coherence test is executed. The spot will be declared cloudy if all

the adjacent spots are such that:

l[(Tsurf)regr)adj - (Tsurf)regrl > 1.5 K over sea

or:

|[(Tsurf)regr)adj - (Tsurf)regr | > 3 X over land.
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A2.8 Maximum value test

The maximum value, T . is that of (Tsurf) over the box which comprises
max regr :

the spot considered. The test is executed if that spot and the one

corresponding to the maximum value have similar percentages of water

(difference less than 30%). The spot is declared cloudy if

T - (Tsurf) > 4 K
max regr

A3 CLEAR/CLOUDY FLAG FOR A BOX

After all spots of a box have passed all tests, two cases may arise:»

- if at least one spot is declared clear (two clear spots required when
surface temperature analysis is not available), the box is declared
clear. Variance tests are carried out on the mean of the brightness
temperatures of channels 5, 7 and 13 and "out of statistics" spots are
rejected. Brightness temperatures for the remaining spots are

averaged;

- if all spots are declared cloudy (only one clear spot when surface
temperature analysis is not available), the half corresponding to the
largest values of channel 8 (day) or channel 18 (night) brightness
temperature is retained. Variance tests are then applied to channel 7
brightness temperatures and "out of statistics" spots are rejected.

Brightness temperatures for the remaining spots are averaged.
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