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ABSTRACT

The space~time spectral analysis technique is used to investigate the
forecast errors of the baroclinic waves in the ECMWF fofecast model. The
study concentrates on two groups of disturbances, the medium frequency
baroclinic waves (MFBW: wavenumber 4 to7, period 3.6 to 10.3 days) and the
high frequency baroclinic waves (HFBW: wavenumber 5 to 9, period 2.4 to 3.5

days).

Both mid-latitude wave types suffer a considerable weakening in the early
stages of the forecast. The geographical distribution of this error shows the
largest decrease over North America and the North Atlantic. A close
connection between the forecast changes in the baroclinic waves and the time-
mean state is indicated by the decrease of the baroclinicity of the mean flow
over North America. In the Pacific region an increased baroclinicity seems to

be responsible for increased wave activity in the high frequency range.

An increase of the SW to NE phase tilt of the MFBW's at low latitudes seems
to be due to problems in the interaction of deep baroclinic waves with the
tropical flow. In the vertical, the forward tilt of the temperature waves

increases during the forecast.



1. INTRODUCTION

Space-time spectral analysis has become a widely used tool for studying the
large scale travelling disturbances for both the observed and the simulated
general circulation of the atmosphere. A review of the methods and
applications by Hayashi (1981) demonstrates the power of this analysis to
investigate the characteristics, structure and energetics of travelling waves

in a wide range of time and space scales.

The application of the space-time decomposition technique to general
circulation model output (Hayashi, 1974; Hayashi and Golder, 1977) and to
observations or to both (e.g. Pratt, 1977 and 1979; BOttger and Fraedrich,
1980; Strauss and Shukla, 1981) reveals some differences in the transient
wave statistics between models and the real atmosphere. However, wave
statistics from the general circulation experiments may depart from those
observed due to large changes in the mean zonal flow of the forecast as well
as through differences in the treatment of the transient waves themselves.
Compared to long integrations, the short to medium range forecast can be seen
as a much closer realisation of real atmospheric wave activity. At the
beginning of the forecast when the changes of the mean zonal flow are still
rather small, it will be easier to understand the mechanisms which cause the
differences in the wave statistics between the analysis and the forecast. To
investigate these differences we will compare the space-time spectrum of
forecast ensembles with the spectrum calculated from the corresponding
analyses. We will spectrally analyse the ensembles of one day forecasts, two
day forecasts etc; each of these ensembles can be thought of as a realisation
of a model atmosphere, provided the forecasts are sufficiently accurate to

give reasonable time continuity.



In Section 2 we describe the data for the study while Section 3 discusses the
methodology. The time-mean state of the atmosphere and the changes in the
forecast are discussed in Secﬁion 4. The results are presented in Sections 5
to 7. In Section 5 we examine the inconsistencies in successive forecasts.
In Sections 6 and 7 the forecast errors for two wavenumber frequency groups
(medium frequency baroclinic waves and high frequency baroclinic waves) are

discussed in detail.

2. DATA

The data used in this study was extracted from the ECMWF analysis and

forecast archive. The observational data set for the space-time

decomposition consists of 112 initialized analyses valid for 12 GMT starting
from 20 November and ending at 11 March for the two winter seasons 1980/81

and 1981/82. Some calculations have been extended to cover the 1982/83

winter as well. The initialized analysis is the final product of the ECMWF
data assimilation system (Bengtsson et al. 1982). From this analysis the 10
day forecast is run operationally on a daily basis; major features of the
forecast system are described in Hollingsworth et al. (1980). From the 10 day
forecast sets, equal time steps verifying on the same analysis ensemble
element number were selected to form a forecast ensemble of the same length as
the analysis time series. The wavenumber-frequency analysis was carried out
on 9 pressure levels (1000,850,700,500,400,300,200,100,50 mb) and on a
latitude band from 25°N to 76°N in 3° intervals. This space domain will be
sufficient to look at major features of the mid-latitude baroclinic waves in

the northern hemisphere.

The data set for the space-time decomposition is not uniform throughout the
period of investigation. A number of changes in the data assimilation system
and in the forecast model have been made within the two winters and in the

period which separates them. The effect of single changes in the data
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assimilation or forecast system on the space-time analysis is difficult to
assess, but from the results we will see that the major model errors for the
baroclinic waves are very similiar in the two winters. This is not true for
the ultra-long waves (to be discussed in a later paper), for which the model
error has a large inter—-annual variability. The reduction in the error of
these waves between winter 1981/82 and in the previous one can probably be
explained by the introduction of higher mountains in April 1981. Recent
experiments (Wallace et al. 1983) at the ECMWF have shown that a further
increase in the height of the models mountains reduces the errors in the

ultra-long waves even more.

3. METHODOLOGY
As in many other investigations (e.g. Hayashi, 1974; Hayashi and Golder,
1977; Fraedrich and Bdttger, 1978; Pratt, 1979; Strauss and Shukla, 1981;
Mechoso and Hartmann, 1982) we will use the space and time decomposition
technique proposed by Hayashi (1971). In this the disturbances, as defined by
deviations from the zonal mean, are decomposed into progressive and
retrogressive waves

W(x,t) = E 5 Rk,im cos (kx = wt + ¢

k,iw)

$ ‘and R

where k is the zonal wavenumber and ® the frequency; R ‘
k,-w kW

k,~0'

are the amplitude and phase angle of the progressive and retrogressive

¢k,—w
waves respectively. A brief description of the wavenumber-frequency analysis
technique‘is given in appendix A. The interpretation of the amplitudes of
progressive and retrogressive waves becomes difficult when a large standing
part is present in the transient wave activity (Pratt, 1976). This affects
mainly the ultra~-long waves in the low frequency range. For the medium
frequency and high frequency baroclinic waves discussed here, this problem is

negligible as the standing part of the power spectrum is very small compared

to the travelling part.
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There are two useful ways of applying the space~time spectral analysis to a
dataset which consists of a large number of daily forecasts and a continuous
time series of analysis déta. First the technigue can be applied to single
forecasts of 10 days duration and to the appropriate verifying analyses; here
the time series contain 20 timesteps, each 12 hours apart. This procedure
will result in a rather low spectral resolution in time. However, the
significance of the spectral estimate can become very high when we average the
raw spectrum over a large‘number of forecasts. This method will be used here
only as a comparison to the main approach which we will follow in our
investigatién. In this technique the input for the space-time decomposition
consists of an ensemble of egually advanced forecast steps. With a fairly
long timeseries (112 days) which covers a little more than one season, the
spectral resolution in time will be rather high. The significance of the
spectral estimates is enlarged when we integrate over two spectral intervals
which describe the medium frequency and high frequency baroclinic waves. With
the calculation of the space~time spectrum for forecast ensembles of certain
timesteps we can see changes in the transient waves which develop at different

stages of the forecast.

Though the space-time spectrai analysis uses the available 10 day forecast
data differently in the two methods, major changes in the structure of the
faster baroclinic waves during the forecast should affect the high resolution
(ensemble method) and low resolution {full forecast method) time spectrum in
a similiar way. In Fig. 1 we show the forecast error (forecast minus
analysis) in two spectral intervals. Both graphs, the difference between the
D+5 ensemble spectrum and the analysis spectrum (continuous line) and the
difference between the 10 day forecast spectrum and the 10 day analysié
spectrum (dashed line) are drawn with the same scale. To compare the power
spectrum in one spectral interval of the low resolution spectrum with the

corresponding band in the high resolution spectrum, we integrated the high
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resolution spectrum over 11 single intervals. The comparison gives a fairly
good agreement for shorter periods (2.6 days), as shown in Fig. 1a, but

Fig. 1b shows a less satisfactory agreement for longer periods (6.7 days).
The agreement of the two methods in the high frequency range supports our
confidence in the results of the space-time spectral analysis of forecast
ensembles. In the lower frequencies, where the two methods disagree, the
spectrum of 10 day forecasts is very much affected by the short length of the
time interval of 10 days and has, therfore, an influence on the variance in

the longer periods.

Before we begin the detailed discussion of the ensemble spectral analysis, it
is important to consider what kind of forecast errors we can detect when we
compare thé spectrum of one forecast ensemble with the spectrum of the
initialized analysis. During the forecast the baroclinic waves may
experience a systematic change in their amplitude, spatial phase structure or
phase speed. Systematic amplitude changes will be seen as changes in the
variance for particular wavenumber-frequency bands, whilst changes in the
spatial phase structure can be detected by level to level cross~spectral
analysis (see appendix A) or by latitude to latitude cross-spectral analysis.
If the waves are generally too slow or too fast we will see a phase
difference in the cross-spectral analysis between the forecast ensembles

(D+X) and analysis ensembles.

Apart from the systematic errors, we can expect that tﬁe amplitudes and
phases will undergo random changes in different forecasts. When the
prediction'range increases the forecasts diverge from each other and
irregularities in the wave phases and amplitudes will enter the\time series
of the forecast ensemble. This will increase the noise level of the
wavenumber-frequency spectrum and will have a smoothing effect where
significant peaks are present in the spectrum of the analysis sample.

8



Generally the spectrum will have a trend towards a white noise spectrum with

advancing forecast time.

4. TIME MEAN STATE

The development of baroclinic waves is closely related to the state of the
mean zonal flow, as many theoretical investigations and numerical
inteérations have shown. This will be discussed in connection with the
presentation of the results in Section 5. Therefore, wﬁen we describe the
baroclinic disturbances in terms of deviations from the zonal meaﬁ, it is
useful to know the time~mean and zonal-mean state for the period for which
the épectral analysis has been carried out. In the discussion of the
wavenumber-frequency analysis we can then refer to the structure of the mean
state. We will be interested in the position of the disturbances relative to
the main baroclinic zones éf the mean field. Furthermore it will be
important to see if changes of thevbaroclinic waves in the forecast are
directly connected to changes in the mean fields. Our description of the mean
state will be restricted to the temperature and the zonal component of the
wind field. From the temperature field we have calculated the stability in
terms of buoyancy frequency squared. The zonal and time averaged fields in
the initialised analysis are very similiar in the two winters 1980/81 and
1981/82. As we‘also found a close agreement in the forecast errors of the
mean fields for the two winters, we will present only the results for the
second winter. The longitudinal variation of the time-mean flow, however,
shows differences in the two winters which are worth showing as they reveal
connections with the geographical distribution of the variance of the

baroclinic waves (see Sections 6 and 7).

In the zonal mean temperature field (Fig. 2) we find a strong baroclinic zone
around 30°N and so the thermal wind equation implies a large vertical
increase of the mean zonal flow in this region. The tropopause is well

9



marked and shows the typical downward slope with increasing latitude.
Examination of the difference pattern (D+3 minus D+0) reveals that there is
mid-tropospheric cooling and warming near the surface. The mid-tropospheric
cooling has a clear minimum at latitudes around 36° to 40°N and the largest
temperature changes take place near the low latitude tropopause. Strong
cooling in the stratosphere and wérming of the upper troposphere indicates
that the forecast shifts the tropopause slightly upwards; it also reduces the

sharpness of the tropopause.

The stability in terms of buoyancy frequency squared (Fig. 3) is fairly
uniform in most of the troposphere. An exception is the lower troposphere at
higher latitudes where we have a very small vertical temperature gradient or
a low level inversion; also the tropopause is indicated by a marked increase
in stabilty. The mid-tropospheric cooling by day 3 leads to a
destabilization of the lower troposphere and a more stable upper troposphere

(Fig. 4). The stratospheric cooling has a destabilizing effect as well.

The configuration of the mean zonal flow is closely connected to the location
and stucture of the baroclinic waves. Fig. 5 shows that éhe subtropical jet
has a maximum above the major baroclinic zone at latitudes around 30° and the
axis of the wind maximum tilts equatorward with height. The forecast changes
of the mean zonal flow in the winter 1981/82 are almost identical to the
errors in the previous winter 1980/81 (not shown here). The pattern of the
difference between the.forecast and the analysis indicates a poleward and
upward shift of the subtropical jet. The geostrophic mean zonal flow has the
same difference pattern indicating that the major changes of the zonal flow
are coupled with the changes of the thermal structure via the thermallwind
equation. The change of the mean zonal flow at middle latitudes has a

barotropic part of nearly 1 m s~ due to changes of the surface pressure

(Arpe, .1983). The baroclinic changes correspond to an increase of the
10
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Fig. 2 Latitude-height plot of the zonal and time mean temperature
in the initialized analysis (dotted lines) and the difference
between the forecast and the analyses (D+3 - D+0, thicker
lines). Time averaging period 112 days. Units: K.
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Units: ms .

Fig. 5 As Fig. 2 except for the mean zonal wind
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baroclinicity at middle latitudes and a decrease at lower latitudes.

The mean flow in the middle troposphere is illustrated by the time-mean
geopotential height field at 500 mb (Figs. 6a and 7a). The major troughs
over the east coasts of North America and Asia can be found in both winters.
Over the west coast of North BAmerica the flow pattern is more zonal in the
winter 1981/82 than in the previous winter, whereas over the Norwegian Sea a
ridge is present in the winter 1981/82 whilst in 1980/81 the flow is more

zonal in that region.

The pattern of the forecast error in the height field at 500 mb (Figs. 6b and
7b) has not changed since it was first reported by Hollingsworth et al. in
1980. Only the magnitude of this error has decreased due to improvements in
the forecasting system (Arpe, 1983). The negative bias of the forecast over
Alaska and the positive one over the Pacific extends the west Pacific frontal
zone eastwards. The second persistent forecast error occurs over western
Europe were we find another negative bias. Due to this change of the height
field the flow directed into southern Europe is intensified. This is a
particular feature of the early part of the forecast, §ince in the later

stages the mean circulation changes to a more zonal flow.

5. THE GROWTH OF THE INCONSISTENCY OF SUCCESSIVE FORECASTS

In this section we will investigate the wavenumber-frequency spectrum of
forecast ensembles to examine the growth of the noise level due to the
inconsistency of successive forecasts. The two-sided spectrum is calculated
for the initialized analysis and for three forecast ensembles (D+3,D+5,D+7).
The spectral values are calculated for three latitudes 45°;50°, and 55°N. In

the figures a cosine weighted mean for this latitude band is shown.

The wavenumber-frequency spectrum of the kinetic energy in the initialized
15
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analysis shows a distribution (Fig. 8a) similar to those found in other

investigations (e.g. Hayashi and Golder, 1977; BSttger and Fraedrich, 1980)
The maximum values of the spectral density are arranged along a line
corresponding to the dispersion line determined from the Rossby formula
c=[_J-BL2/41T2 (Rossby, 1939) for a mean zonal wind between 15 and 20 m s~!. In
the winter of 1980/81, well separated peaks in the spectrum represent
different types of wave motions. The ultra-long waves with wavenumbers 1 to 4
have their maximum variance in the low frequency region. At wavenumbers 5 and
6 two peaks appear in the medium frequency spectrum of the eastward trévelling
waves. The first maximum representing slowly moving baroclinic waves have a
period of 12 days and the second maximum at higher frequencies represents the
well-developed cyclones with a period of around 5 days. The more rapidly
moving cyclones are seen as a variance peak at a period of 2.7 days. In the
second winter the general distribution of the spectrum is very similiar to the
previous one (Fig. 8b). However in the high frequency range, the maximum
variance representing the rapidly moving cyclones is shifted to a longer
period of 3.3 days. In the medium frequency range, the two maxima with
periods of 10 and 5 days are not as well separated in 1981/82 as in 1980/81.
The integration domain for the medium and high frequency baroclinic waves is

marked by two boxes in Fig. 8.

When we compare the D+3 ensemble spectrum (Fig. 9) with the analysis spectrum
we find a very good agreement in the overall structure. ALl major spectral
peaks present in the analysis can be found in this foreca;t ensemble. For
the baroclinic waves the general tendency during the first 3 days of the
integration seems to be that they are weakened. This trend becomes very
clear when the spectrum of the D+5 forecast ensemble is investigated

(Fig. 10). A strong weakening has affected the medium and high frequency

waves, whereas the ultra-long waves in the low frequency region have kept the

same variance. In the negative frequency part, representing the

18



retrogressive waves, an increasing amount of variance indicates how the noise

develops due to the growing inconsistency of successive days in the forecast
ensemble. This process dominates the change from the D+5 to the D+7 forecast
ensemble (Figs. 11a and 11b), causing most of the major spectral peaks of the
baroclinic waves to disappear. We find that the time scale which is best
handled by the model for later timesteps seems to be in the low frequency

region.

The increase of the noise in the time series becomes very clear when we
investigate the spectrum integrated over the range of baroclinic waves which
are of interest here (wavenumbers 4 to 9). In Figs. 12a and 12b we have
plotted the natural logarithm of the wavenumber integrated power spectrum. A
small increase for the westward moving waves from D+0 to D+3, a larger one
from D+3 to D+5 and an equal increase from D+5 to D+7 indicates an
exponential growth of the noise due to the inconsistency in the forecast
ensemble. The wavenumber integrated power spectrum also shows that the
change in the low frequency region throuéhout the forecast period‘up to D+7
is rather small; the major decrease is found in the medium frequency band.

These results indicate good consistency of the forecasts out to day 3.

In the following two sections we will focus our attention on changes which
take place within the first 3 days of the forecast. For this forecast range
the noise due to inconsistencies in the time series is low enough to see

systematic changes in the structure of the waves.

6. SYSTEMATIC FORECAST ERRORS OF THE MEDIUM FREQUENCY BAROCLINIC WAVES

6.1 Three dimensional structure of wavenumber 6

To investigate the medium frequency baroclinic waves (MFBW's: wavenumbers 4

to 7 and periods from 3.6 to 10.2 days) we begin by selecting one wavenumber

out of this group and we describe its structure in the latitude~height plane.
19 |
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We can thereby compare the results from the initialized analysis with similiar

investigations using analysed data or data taken from numerical models. A
comparison with the wave structure found in theoretical models will also be
made. We will then investigate the changes in the phase structure during the
forecast, whereas changes in the amplitudes will be examined in the second
part where we discuss the power spectrum integrated‘over the wavenumber-
frequency group containing wavenumbers 4 to 7. We will focus our attention on
the changes in the early part of the forecast where systematic changes seem to

be larger than non-systematic ones.

6.1.1 Structure of wavenumber 6 in the meridional plane

For a more detailed description of the amplitude and phase structure of the
medium frequency baroclinic waves, wavenumber 6 has been chosen because its
variance is very close to the integrated variance over wavenumbers 4 to 7.
In Fig. 13, which shows the variance’of the geopotential wave in the
latitude-height plane, we find the wavenumber 6>variance centred 12° poleward
of the 300 mb subtropical jet (see Fig. 5). At lower levels the maximum
zonal flow and the variance maximum of the wave are closer together as the
jet has a considerable equatorward tilt with height. The variance structure
in the'latitude—height plane is very similiar in the two winters. A major
maximum is found at 300 mb which is about 8 timés as large as the secondary
maximum near the surface. In the winter 1981/82 the wavenumber 6
disturbances of medium frequency are much stronger than in the previous

winter.

The meridional scale of the observed wavenumber.G is larger than the zonal
scale and is as large as the scale of the zonal flow. Both the analytical
B-plane solutions (Simmons, 1974) and numerical simulations of linear
baroclinic waves on a sphere (Simmons and Hoskins, 1976) suggest a meridonal

wave scale smaller than the scale of the zonal flow. However the meridional
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wave scale found here agrees with the scale of the baroclinic waves as

analysed in the GFDL general circulation model (Hayashi and Golder, 1977).
The larger meridional scale indicated for the observed baroclinic waves is
probably not in conflict with the theory, since the disturbances are not
superimposed on a zonally symmetric flow but én a wave like time-mean flow.
In particular the frontal zones over the Atlantic and the Pacific are at
different latitudes, and the results presented here may thus show a
meridional scale larger than that of individual disturbances. In addition,
idealized models of baroclinic waves show some increase in meridional %cale

at upper levels in the non-linear regime (e.g. Simmons and Hoskins, 1978).

The three dimensional structure of the phase (Fig. 14) is almost the same in
the two winter cases, with a predominantly westward tilt with height and a
horizontal tilt which is largest (and directed from SW to NE) at low
latitudes. For baroclinic waves with different wavenumbers the phase
structure is not as consistent from one winter to the next as shown here for
wavenumber 6. This is so especially in middle latitudes where the horizontal
phase tilt for the single wavenumbers is often different in the two winters.
The variability of the horizontal phase makes a comparison with theoretical
studies very difficult. Simmons and Hoskins (1976) noticed that, in contrast
to the uniformity of the eddy heat flux in all their experiments, horizontal
momentum fluxes were sensitive to the mean zonal flow profile. As the
horizontal eddy heat and eddy momentum fluxes are, to a good aproximation,
proportional to the vertical and horizontal tilt of the geopotenfial wave
(see formulae B4 and B5 of appendix B), their results are reflected in the
varying horizontal phase £ilt of observed baroclinic waves. However to the
south of the variance maximum all baroclinic waves in the medium frequency
range show a large SW/NE tilt which is consistent with both the theoretical
result of Hollingsworth et al. (1976) for linear waves, and the more general

results discussed by Edmon et al. (1980).
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In the D+3 forecast ensemble we notice that the phase structure has changed

most, compared to the analysis, at low latitudes and upper levels (Fig. 15).
Here the SW/NE phase tilt has increased. We will return to this point when

the eddy momentum flux is discussed.

In this section we will discuss the vertical structure of the wave with
respect to geopotential height, temperature, zonal wind, meridional wind, and
vertical velocity. The vertical phase lines of each variable and the phase
difference between them will be investigated. For a better understanding of
the relation between the variables we will make use of simple diagnostic

equations we have derived in appendix B.

In Fig. 16 (winter 1980/81) and Fig. 17 (winter 1981/82) we show the vertical
amplitude and phase structure for the geopotential height wave (wavenumber 6)
as a mean over the latitude band from 43°N to 64°N. The vertical phase
structure is determined by first calculating the phase difference between the
temperaﬁure and each other variable at 500 mb. Then for all variables the
vertical phase lines are continued upward and downward from 500 mb by adding
the calculated phase differences between two adjacent levels. The quality of
the phase calculation can be measured in terms of coherence. At 500 mb the
coherence is a measure of reliability for the phase difference between the
temperature and the other variables. At all other levels the coherence
indicates the accuracy of the level to level phase increments for that

variable.

Some general wave characteristics shown here for wavenumber 6 agree quite
well with the structures derived from the linear theory of baroclinic waves

(Charney, 1947; Eady, 1949; Green, 1960). Assuming a phase speed of 10 m s~}
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(which corresponds to a wavenumber 6 disturbance travelling eastward with a
period of 5.3 days at 45°N), the steering level where the phase speed of the
wave matches the mean zonal flow would be approximately at 600 mb. The f-
effect acting on baroclinic waves distorts the vertical symmetry which exists
for B=0. With respect to the steering level, the amplitude of the temperature
wave is biased to lower levels and the vertical velocity wave to upper levels.
The geopotential has a maximum at the lower boundafy and at the tropopause
(which acts as an imperfect upper 1id to the baroclinic waves below). There
is also a good qualitative agreement between observation and theory iﬁ the
vertical phase structure. The geopotential tilts westward with height, and
below 400 mb the temperature tilts forward with height. The vertical tilt of
the vertical velocity is in the same directioh as the tilt of the meridional
wind. Though the tilt of the vertical velocity is smaller, we can expect some

similarities in the poleward and upward eddy fluxes of heat.

The main discrepancy between linear theory and 6bservation is that the
theoretical upper level wave maximum is too weak. Though linear theory shows
that a sharp tropopause can enhance the amplitude of the baroclinic waves at
upper levels (Simmons and Hoskins, 1976), non-linear processes are required
to explain upper level wave maxima which are larger than the surface maximum
by a factor of at least 2 (Simmons and Hoskins, 1978). The relatively larger
enhancement of upper level disturbances is also a function of the lifetime of
the baroclinic waves. The mean zonal flow can be modified by a growing
baroclinic wave in such a way that the growth rate near éhe surface
decreases, thereby allowing the upper level part of the wave to attain larger
amplitudes 5efore all growth ceases at the mature stage (Gall, 1976). It
seems that the well developed baroclinic waves with large amplitudes aloft

are the major contributors to the variance in this wavenumber-frequency

group.

31



*18/086T I21UTH

‘IToM S®B g+ OTqUOSU® 3SEBOSJIOF 89U} JOF UMOUS ST aan3oniys aseyd ayj ‘sisdreue
POZTIBIFTUT 943} IOF (m) A3TO0TSA TBOTIZI8A Pue (A) PUTA T[BUOTIPTIaW ‘() PUTA [EBUOZ
‘(1) eanjexedmai ‘(%) udrey TeTjuejodosd 8yl FO 2INIONIFE TBOIJISA 33U MOYS
sydeald oyl .zowm 03 zomw WoxJ pueq SPN3EIBI ® ISA0 poSwIsA® axe SonTBA TBIFOSdS
‘(o) qu gog 38 @anjeiedws] o3 3oodsox yYIM 2ousIsyyIp osevyd pue (J) SoUSIOYOD

‘anTea wnwixew 3Y3 £q peziremiIou ‘ (e) apnjiidue Jo solIyoxd " (sdep g°g

potaed uesw) pueq Aouenbaly wENTIpOW 8Y) UT 9 ISQUIUSABA JO 8IN3ONI}s T[edTII8A 9T '3Td

. aseyd a%uasayo) apmydusy
091 O%L OZL O0OL 08 08 Ov 0 O 0Z- Ob- 09- 08- 00L-0ZL-OvL- 0L g 9 ¥ z 0 0
) -/- ) L} ¥ < ¥ | ] 1 3 - T ¥ L] Al g . \ \J [] L) ¥
\ 5 7
/ 006 27§ / F -1006 Hooe
\ oos 4008 <008
“ 002 400L Jooz
i
” 009 Hoog 4009
” 005 Hoos 400§
\
” 00¥ —ooy Hoor
i
. \ 00€E =00¢E <400¢
™\
\» 002 ooz 4ooz
, v
ﬁ/ 001 ~jool -001

{qu) einssead

32



‘g8/T86T JI93UTA

ay3 xoy 3deoxe 9T *8t4 se omes oyl LI °‘3ta

ozL 001 08 09 O - eseud sauals
cL 001 0! ¥ 0z O O0Z- Ob- 09- 08- 0OL-0ZI-Ovl- 08108l O°L z ;ow epmydwy
\ e ey )
\ T c 0

\ . =

5\ -oos Joos

i +4006
I <1008 4oog

“ A -joo08
' 1 Jooz doo

” M L ooz
| [ 1009 N

” w | 009 doos
1 H -oos ]

X ' 00s Joos

[}

_— .m. 00Y 5 4o0¥ 1o

\ 4, i ot
| e foos

“03 m 002 .__ =00¢

Ay - .
\. Y 400z |
{ \ - 002
LY -
\ , ool Joou ~o doot
N\
o (q

(qu) aunssasy

33



The temperature wave has its major maximum at 700 mb and a minor one above
the tropopause. The phase difference between the temperature and the
geopotential is smallest in the middle troposphere, and a large phase change
of the temperature wave occurs through the tropopause. The change of the
amplitude of the geopotential height‘wave in the vertical is consitent with
the vertical phase structure of the temperature wave and geopotential height
wave for hydrostatic flow (sece appeﬁdix B). A phase difference of less than
90 degrees between Z and T in the middle troposphere gives an increasing
geopotential wave amplitude with height, whereas a phase difference of more
than 90 degrées in the lower stratosphere accounts for the decrease of the
geopotential wave with height. 1In this connection the minimum of the
geopotential wave at 850 mb is consistent with the large phase difference

between the temperature and the geopotential near the surface.

The close agreement of the vertical amplitude structure of the meridional
wind and that of the geopotential indicates that the variance of the
meridional wind is dominated by the geostrophic part. It is only near the
surface>that the structures (normalized by the maximum amplitude of Z and v)
depart from each other; here friction has decreased the amplitude of the
meridional wind. The large decrease of the meridional wind amplitude with
height in the lower stratosphere is again in good agreement with the vertical
phase structure. As expected from the thermal wind equation for waves
(diagnostic formuia B2 in appendix B), the meridional wind leads the

temperature wave above the wind maximum.

The vertical profile of wavenumber 6 is very similiar to the profiles found
by Hayashi and Golder (1977) in the GFDL general circulation model. Though
they calculated the phases as differences with respect to temperature for all

parameters and levels, instead of adding up phase differences from level to
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level, their phase profiles are almost the same as found here. We also have
a goéd agreement between the wave structure in our analysis and studies which
are based on observational data (Hartmann, 1974; B®ttger and Fraedrich,

1980) .

The phase structure of the D+3 forecast ensemble was calculated in the same
way as for the analysis. Additionally the phase difference between the D+3
disturbances and the disturbances in the analysis was determined by
calculating the co-spectrum and quadrature spectrum between the traveiling
disturbances of the two ensembles. For the geopotential height this
calculation shows that the wave in the forecast ensemble is slightly too slow
'(Fig. 16). For other wavenumbers in the medium frequency range which are not
shown here, the phase lag was around 150 km after 3 days and 300 km after 5
days. We have checked the reliability of the calculation of the phase
differences between the forecast and the analysis by an artificial change of
the forecast ensemble. We repeated the calculation with an unchanged
analysis ensemble but with a forecast ensemble starting and ending one day
later. The phase difference is exactly as large as we would theoretically

expect for a wave with a period of 5.3 days travelling eastward for one day.

An important feature of all baroclinic waves in the forecast is that the
forward tilt of the temperature wave with height increases during the
forecast. This error shown for wavenumber 6 is representative of the other
wavenumbers as well. The phase change increases the éoléward heat flux as
the phase difference between the meridional wind and temperature  becomes
smaller in £he lower troposphere. The phase difference between the
geopotential and temperature becomes larger giving a more pronounced decrease

of the geopotential wave amplitude with height near the surface.
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6.2 Forecast errors in the medium frequency baroclinic waves: integrated
results

In this section the variance of single variables and the cospectrum of pairs
of varables, both integrated over wavenumbers 4 to 7 and frequencies from
1/10.2 to 1/5.2 (1/days), are investigated. By integrating over a region in
the wavenumber-frequency domain we can improve the significance of our results
(see appendix A). We will describe the latitude~height distribution of the
variance for the initialized analysis and look at changes which arise during
the forecast. Attention will be concentrated on the differences between the
variance of the D+3 forcast ensemble and the variance of the initialized

analyses.

The variance of the geopotential height (Fig. 18) has a meridional scale
which is much larger than the scale of the mean zonal flow. The scale is
also larger than the meridional scale of single waves as the latitude of the
maximum amplitude varies markedly with wavenumber. Higher wavenumbers
generally have their maximum amplitude at lower latitudes. The vertical
profile of the variance is the same as we have shown in the single wave
description of wavenumber 6 in the previous section (see Fig. 16); a major
maximum is found at the tropopause and a minor one near the surface. The
large decrease of the variance with height above the tropopause indicates that
the MFBW's are not able to penetrate into the stratosphere. The distribution
of the variance in the latitude-height plane is nearly the same in the two
winters except that in the second winter the variance maximum tilts

equatorward with height, whereas in the first one no tilt is observed.

The thermal structure of the MFBW group (Fig. 19) reveals one temperature
maximum in the lower troposphere and one in the lower stratosphere. As we

have shown for the vertical phase structure of wavenumber 6 (see Fig. 16),
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the temperature wave and the geopotential height wave are nearly in phase in
the middle troposphere. However, they are out of phase bf more than 90
degrees above the variance maximum of the geopotential height wave. As we
know from the hydrostatic equation for waves (diagnostic formula B1 in
appendix B) this phase difference is‘necessary to explain the vertical
decrease of the geopotential'wave with height. In this sense the lower
stratospheric temperature waves compensate the tropospheric temperature waves

which account for the vertical increase of the geopotential height wave.

During the first 3 days of the forecast large changes in the vertical
structure of the MFBW's take place (Fig. 20). A marked weakening of the
upper level maximum is the dominant feature in both winters, with the largest
reduction of the variance on the poleward side of the observed variance
maximum. Up to D+3 the upper level maximum has decreased by 15%. 1In the
same forecast period the near surfacé layer shows an increase in the variance
which has almost the same relative magnitude. This positive deviation at low
latitudes extends into upper levels as well. The weakening of the upper
level maximum of the geopotential height wave continues up to D+5 (not shown
here) with a further decrease of 15%. The decrease has also spread to lower
levels and only a weak increase remains near the surface at middle latitudes.
The hydrostatic equation (appendix B) relates the forecast errors of height
waves to changes in the thermal structure of the waves. We find a decrease
of the temperature variance in the middle troposphere and a weakening of the
compensating temperature waves in the lower stratosphere‘as well (Fig. 21).
These two changes in the variance of the temperature are closely coupled with
the decrease‘of the geopotential height variance and should not be seen as

separate processes.

The general tendency of the MFBW's in the ECMWF forecast model to have an

upper level maximum which becomes too weak relative to the surface maximum
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seems to be a common feature for other numerical integrations. Simmons and
Hoskins (1978) performed some non-linear experiments to simulate the 1life
cycle of baroclinic waves and found that the ratio of the upper level kinetic
energy to the suface values was 5 to 1, whereas we found here a ratio of 8 to
1 in the initialized analyses. Too weak baroclinic waves in numerical
integrations were also identified by Pratt (1979) when he compared observed
variances with simulations from the NCAR and GFDL general circulation models.
The underestimation of baroclinic wave amplitudes at upper levels was larger
for the NCAR model than for the GFDL model. Pratt assumed that the
differences.could largely be attributed to the higher resolution of the GFDIL
model. The GFDL model had, however, a higher resolution in the vertical as
well és in the horizontal, with five layers below 300 mb instead of three
layers as in the NCAR model. As mentioned before, linear theory-(Simmons and
Hoskins, 1976) shows that the sharppess of the jet at the tropopause in the
model can influence the upper level maximum of the baroclinic waves and we
notice a reduced sharpneés of the tropopause during the forecast (see Fig. 2).
Compared to the NCAR and GFDL model the GLAS model is more successful in
simulating the observed variance of the baroclinic waves (Strauss and Shukla,
1981). To what extent the ECMWF model error in the MFBW's is dependent on the
model resolution is a question which could be answered by appropriate

sensitivity experiments with higher vertical and/or horizontal resolution.

The changes of the MFBW's are consistent with the changes of the stability of
the zonal mean state for the period under investigation. Below the
tropopause a stabilisation of the mean state could be responsible for smaller
growth rates at upper levels. However the stabilisation seems to be rather
small. The destabilsation in the lower part of the troposphere would have
the effect of enhancing the growth of baroclinic waves. This explanation for

the overdevelopment near the surface is, however, not as straightforward as
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it appears. The longitudinal contributions for the too high zonal mean
temperatures come from large positive forecast errors at the lee side of the
mountains (Arpe, 1983). In the discussion of the geopraphical distribution
of the forecast errors for the MFBW's we will notice large longitudinal

variation of the variance errors as well.

6.2.2 Horizontal eddy momentum flux

The height-latitude distribution of the integrated horizontal momentum flux
is very similiar -in the two winters (Fig. 22). The maximum poleward flux is
located nortﬁ of the subtropical jet which agrees with calculations by
Hollingsworth et al. (1976) and with simulations of baroclinic waves by

Simmons and Hoskins (1978).

The changes which arise in the forecast in the first 72 hours (Fig. 23) are
very different in the two winter seaédns. Only at low latitudes do the two
winters show the same kind of change in the D+3 forecast ensemble. Examining
the contributions from single wavenumbers to the change shown by the
integrated values, we find similiar changes in the two winters for

wavenumbers 4 and 6, whereas wavenumbers 5 and 7 are changedvdifferently.

The horizontal momentum flux calculated from geostrophic winds (relation B4 in
appendix B) is a function of the amplitude and the horizontal phase tilt of
the geopotential height wave, giving a poleward momentum flux for a wave with
a SW to NE tilt. We find good confirmation of tﬁis geostrophic relation in

our analysis - Fig. 14 shows that the large SW/NE tilt of wavenumber & at low

latitudes and high levels is associated with a poleward flux of momentum.

The same diagnostic formula also provides us with some information with which
+o understand the structural changes during the forecast. At low latitudes

and upper levels where the eddy momentum flux increases, we find an increase
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of the SW/NE tilt as well. This change of the horizontal phase tilt is not
only present for wavenumber & but for the other wavenumbers as well. One
indication of an interaction process between the eddies and the zonal mean
flow can be seen in the change Qf the mean zonal flow which has decreased at
low latitudes and increased at middlé latitudes (see Fig. 5). On the other
hand there seems to be a close connection between the horizontal tilt and the
interaction between the baroclinic waves at middle‘latitudes with the flow in
the tropics. This suggests that the forcast errors in the tropics, which grow
faster than at middle latitudes, can have an important effect on the
interaction of the two regions. Haseler (1982) has shown in case studies that
errors arising from the interaction of deep mid-latitude troughs with the
tropics can have a significant impact on the subsequent evolution of the flow
in extra-tropical regions. Haseler shows that initially the SW/NE tilt of the
baroclinic waves increases too much, a result which agrees with the structural
changes found here with the wavenumber-frequency analysis. The incorrect
orientation of the troughs then leads to a spurious conversion from eddy to
zonal kinetic energy. In other words the increased phase tilt may lead to~a

stronger barotropic damping of the baroclinic waves.

6.2.3 Horizontal eddy heat flux

The horizontal eddy heat flux (Fig. 24) is poleward almost everywhere in the
latitude-height plane with a maximum flux near the latitude where the maximum
of the temperature variance was found (Fig.19). 1In the vertical the analysis
shows two maxima, one in the lower troposphere and one aﬁove the tropopause.
The upper level maximum implies a counter gradient heat flux in the lower
stratosphere; For both regions with large heat fluxes a small phase
difference between v and T (see Fig. 16) indicates that the wave is fairly
efficient at transporting heat poleward. In agreement with the diagnostic

formula B5, the horizontal heat flux also corresponds to the vertical tilt of
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the geopotential height wave (see Fig. 16) which is largest in the lower

troposphere and above 300 mb.

The differences between the forecast ensemble and the analyses have some
common features in the two winters. In both cases the upper level heat flux
becomes weaker at high and middle latitudes (Fig. 25), and this is closely
related to the decrease of the temperature variancé in that region. At low
latitudes we notice a positive deviation of the horizontal eddy heat flux
where earlier we saw an increase of the SW/NE tilt of all waves (Fig; 15 shows
this for wavenumber 6). With almost no phase change near the surface this
means an increased vertical tilt of the geopotential height wave at low

latitudes.

The major vertical velocity variance maximum in the analysis (Fig. 26) is
found 12 degrees south of the variance maximum of the geopotential height
waves. The normal mode initialization scheme used at ECMWF (Temperton and
Wiiliamson, 1979) is applied in spherical geometry and does not zero the
vertical velocity field at the outset. Leith (1980) has shown that if one
starts from a state of linear balance on an f-plane (with vertical velocity
initially zero), then the first iteration of the non-linear normal mode
initialzation leads to a state satisfying the equations of gquasi-geostrophic
theory; in particular the vertical velocity satisfies the quasi-geostrophic
omega equation. Our results for the vertical velocity suggest that, despite
differences in technique, the operational initialization scheme produces

vertical veélocity fields in good agreement with Leith's results.

The spin-up process, which increases the vertical velocity mainly in the
first 24 hours of the forecast, adds about 50% to the analysed variance up to

D+3 (Fig. 27). This rather fast increase of the vertical velocity at the

beginning of the forcast is an indication of significantly reduced divergent
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winds resulting from the adiabatic normal mode initialsation. Within 24
hours the forecast model generates reascnable vertical moﬁion fields. Since
September 1982 large scale diabatic forcing has been incorporated in the
normal‘mode initialisation with the intent of reducing the suppression of
divergent winds in the initial data kw. Wergen, pers. comm. 1983). From a
comparison of the forecast errors in the winter 1982/83 (not shown here) with
the previous two winters we can see a 75% reﬁuction of the spin-up process
for the scales of the MFBW's whereas the reduction is less for the smaller
scales (HFBW's). This shows that the spatial filtering of the diabatic
forcing in the diabatic initialization procedure leads to the result that the
initialization is effectively adiabatic on the smaller scales. Calculations
of the energy budgets (E. Oriol, pers. comm. 1983) support this result; they
show that the spin-up process is still present but is weaker than with the

adiabatic initialization.

From the single wavenumber representation (see Fig. 16) we have seen that the
phase difference between upward motion and maximum temperature is almost 45
degrees 'in the middle tropospheré. This gives a dominant upward directed
eddy heat flux. 1In the vertical the maximum flux is found between the
temperature and vertical velocity maximum. Looking at the vertical structure
of the single wavenumber 6 (see Fig. 16), we see that upward motion occurs
well to the east of the trough with only a small backward tilt in the
vertical. From the phase difference of the geopotential and the vertical
velocity we can expect an upward geopotential flux (ET;Tf at 700 mb and above
and a downward flux at lower levels. Thus eddy kinetic energy is exported by
pressure forées from the region where available potential energy is converted

into eddy kinetic energy.

The spin-up process in the vertical velocity increases the vertical eddy flux

of heat as well. Thus the baroclinic part of the energy cycle is
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significantly enhanced at the beginning of the forecast, whilst a further

increase follows in the later parts of the forecast (Arpe, 1983).

6.3 Geographical distribution of the forecast errors in the medium
frequency baroclinic waves

The geographical distribution of the variance for the MFBW's shows two maxima
of wave activity in the winter 1980/81 (Fig. 28). Both of them are located
downstream of the two major troughs on the eastern coasts of North America and
Asia. The MFBW's are more intense in the Atlantic than in the Pacific. A
pronounced ridge is present in the time-mean height field over the western
parts of North America and over the eastern Pacific (see Fig. 6) so that a
clear minimum separates the Atlantic wave activity region from the one in the
western Pacific. In the following winter (1981/82) the time-mean flow over
the eastern Pacific and western parts of North America is much more zonal (see
Fig. 7). In this situation the itwo regions of baroclinic wave activity are
merged into one centred on the west coast of North America. In the North
Atlantic the MFBW's are much weaker in this winter than in the previous one.
Apart from the two winters examined in detail here, the cross-spectral
analysis has also beeg calculated for the winter 1982/83. Comparing all three
winters, the geographical distribution of the MFBW's have a larger annual
variation than the high frequency group which corresponds more to the band

passed filtered variance shown by Blackmon and Lau (1980).

Though the geographical distribution of the variance of the medium frequency
baroclinic waves is different in the two winters, the forecast errors are
very similiar in both cases (Fig. 29). 1In general the MFBW's are weakened in
the forecast over North Bmerica and enhanced over SE Europe. When we compare
the variance of other-forecast ensembles (D+1 and D+5 not shown here) with
the variance of the analyses we see that the geographically fixed errof
pattern is already established by day one. The negative error in the

Atlantic region then increases very rapidly until D+5, whereas the positive
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error over SE Europe has a much smaller growth rate. The difference maps of
the variance for other levels (not presented here) indicate increased
negative deviation of the forecast variance from the analysed variance with
height. A corresponding error in the temperature variance suggests the

baroclinic nature of the forecast error over North America.

The changes of the time-mean state in the forecast bver North America are
quite remarkable in this context. A warming over large areas of the North
American continent and a cooling over Central America and the Caribbean has
led to a decrease of the north-south temperature gradient at middle

latitudes. The location of the largest reduction of the temperature gradient
occurs in the eastern part of North America in the winter 1980/81 and in the
central parts in the winter 1981/82. A vertical cross-section for the
corresponding longitudes (Fig. 30) shows the difference between the time mean
potential temperature of the forcast‘(D+3) and the analysis. A warming of low
levels at high latitudes and a cooling of upper levels at low and middle
latitudes has led to a decrease of the baroclinicity at middle latitudes where
we find the decrease of the wave activity of the MFBW's. This warming of the
lower levels is consistent with the error in the mean height ﬁield (Fig. 6)

which produces too strong southerlies over North America by day 3.

For a zonal flow in thermal wind balance, the linearized equations for the
potential temperature (8) and quasi-geostrophic potential vorticity equation
give an equation for the normal modes which relates the érowth rate (o) of the
baroclinic waves to the meridional slope of the mean potential temperature
(-gy/éz ) ana to the zonal slope of the wave potential temperature (—6;/6;)

-8 /8

G = £x2 ey/ Zz
B []

k2+22 x/ez
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where k and 1 are the zonal and meridional wavenumbers, and x,y and z are the
derivative indices. This relation indicates a decrease of the of the growth
rate of the baroclinic waves when the vertical slope of the mean potential
temperature field decreases and the slope of the temperature wave does not
change. The decrease of the vertical slope of the temperature wave (see

Fig. 16 and Fig. 17) would increase the growth rate, but this change is only

present at lower levels.

Over SE Eurqpe the variance increase of the MFBW's during the forecast has a
larger barotropic part suggested by a smaller variation with height. The
European forecast error pattern in the two winters compared here is also found
in the winter 1982/83. Rather noticeable ig the fact that the enhancement of
the MFBW's in the winter 1980/81 is nearly double the sizs found in the two
following winters. The forecast error in the time-mean field (see Figs. 6 and
7) over western Europe contributes to a strengthening of the mean flow from
the Atlantic into southern Europe. It seems that the stronger flow across the
Alps from NW to SE might be responsible for the enhancement of the MFBW's in
that region. In the winter 1980/81 when the forecast error in the mean flow
was largest, the increase of the MFBW's was double the size found in the
following winter. It is also worth mentioning that in April 1981 the heights
of the mountains in the model were increased, which may have contributed to an
increased blocking effect over the Alps. But still we find that in many winter
cases that almost stationary troughs over SE Europe start to travel eastward
in the forecasts. The forecast error in the mean flow over the west coast of
North America has a different relationship with the flow pattern; there we do

not find such a significant increase of the flow over the mountains.
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7. SYSTEMATIC FORECAST ERRORS OF HIGH FREQUENCY BAROCLINIC WAVES

The second wavenumber~frequency band to be studied contains the high
frequency baroclinic waves (HFBW's: wavenumber 5 to 9 'in a period range from
2.4 to 3.5 days). The vertical structure of the waves in this class is very
similar to the structure of the medium frequency baroclinic waves. Therefore
we will not discuss the details of the single wavenumber structure, but
concentrate on the description of the wavenumber and frequency integrated

variances and covariances.

7.1 Structure of the forecast error in the meridional plane

The meridional structure of the geopotential height variance shows that the
latitudinal distribution of these waves can differ very much from one winter
to the next (Fig. 31). While the main baroclinic wave activity in the winter
1981/82 is concentrated in middle latitudes, we see two latitude bands of
maximum variance in the preceding winter. The ratio ofbthe upper level and
surface variance maxima is around 5 to 1 which is clearly smaller than that
for the MFBW's where it was 8 to 1. The tendency for the higher wavenumbers
(which ére faster moving) to have smaller upper level maxima relative to the
surface values has already been predicted by the linear theory of baroclinic
waves (Gall, 1976). The large decrease of the variance with height above the
300 mb indicates that these waves are confined to the troposphere. This is
also evident from the cross-spectral analysis of different levels. The level

to level coherence of the disturbances drops sharply above 300 mb.

The differences in the meridional structure of the geopotential height
disturbanceé in the two winters are reflected in the thermal structure

(Fig. 32). A double maximum appears in the winter 1980/81 throuéhout the
troposphere, whereas in the next winter two maxima are present only at lower

levels. In both winters the compensating temperature variance at 200 mb has
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the same magnitude as the trcpospheric one.

Though the two winters have a different latitudinal distribution of
baroclinic disturbances, the changes occuring in the‘forecast within the
first 72 hours are remarkably similar. In both winters the geopotential
height wvariance décreases at high and low latitudes (Fig. 33). In middle
latitudes a small band of enhanced variance can be found which extends from
the surface to the upper troposphere. This latitude dependent picture of
changes during the forecast contrasts with the MFBW's which are weakened in a
broad latitude band. The vertical structure of the differences indicates
that this positive deviation has a large barotropic part. The baroclinic
part becomes evident from the changes in the thermal structure of the HFBW's
(Fig. 34). At the same latitude where the geopotential height waves are too
strong, we find a well defined positive deviation of the temperature waves
centred at 700 mb in both winters. The high and lower latitude negative
deviations of the geopotential height waves are closely correlated to
negative deviations of the temperature waves in the same latitude band. At
200 mb temperature has a compensating effect. Here the weakening of the

temperature wave is especially strong.

7.1.2 Horizontal eddy flux of momentum and heat

Meridional cross-sections of the horizontal eddy fluxes of heat and momentum-
for the two wavenumber-frequency groups (MFBW's and HFBW's) have a very
similar structure. Therefore we will show only the différences between the
forecast and the analysis for the HFBW's. As for the MFBW's the forecast
changes of fhe horizontal eddy momentum flux have a very small scale (Fig.
35). A common change for both winters, and for most of the single wavenumber
contributions, seems to be a decrease of the northward momentum flux at middle

latitudes and high levels, where the SW/NE tilt decreases or where the tilt

may even reverse its sign. This implies an increased convergence of the
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eddy momentum flux between 40°N and 45°N where we noticed an increase in the

mean zonal wind (see Fig. 5).

The changes of the meridional heat flux‘during the forecast (Fig. 36) closely
resemble the changes for the variances of the temperature and the meridional
wind component, with a negative deviation at high and low latitudes and a
pronounced positive deviation at middle latitudes (where the heat flux

increases by nearly 30%).

The structure of the vertical velocity in the band of HFBW's is almost
identical to that of the MFBW's. Within the first 24 hours (not shown here)
the vertical velocity increases over a large latitude band due to the spin-up
of the divergent winds. For more advanced forecast steps the difference
pattern between the forecast and the analysis has changed (Fig.37), which we
did not see for the MFBW's. The positive deviation is concentrated on a small
latitude band which coincides with the position of the positive error of the

geopotential height and temperature waves.

The vertical eddy heat flux has a similar error structure as the vertical
velocity. A large increase of the upward eddy heat flux is the‘main change
in the the D+3 forecast (Fig. 38). BAs for the vertical velocity itself, this
deviation is restricted to a rather small latitude band compared to the
changes we saw in the MFBW band. A weak decrease of the upward eddy heat

flux is seen at higher latitudes.

7.2 Geographlcal distribution of the forecast errors in the high frequencies

In the winter 1980/81 the HFBW's have maximum variance in the North Atlantlc
around 58°N and in the Pacific at a much lower latitude of 36°N (Fig. 3%a).

In this geographical distribution the high freguency baroclinic waves

61



"Z8/186T I83UTM (d) ‘T8/086T I93uUTy (B) ° W :83TU) 'STSA{BUB POSTIBTIITUT
oy} UY S,MgAH SY3 I0F 9ouBTIBA 3ySTey TET3uezodoal oY1 yo mor3oes 3Y3ToY-9pn3TieT Tg ‘314

0S Oh 0%

~]
aoe o8
QoL 0oL
009 oos
oos 0os
DO 00R
oog| 0og
goe|- - 002
oot | 001

62



0o8
0oL
nos

Q0h

ooe

aat

*28/1I86T I91uTtM (A) ‘TI8/086T I93UTM (B) 'Y :83TUn -
‘grsA1euUB pOSETBIATUT 29Ul UT 5,MqJdH ©Yl J0I ooueBTJeA sanjexadws] 9yl Jo uorjloses ydray-epnitriey gg 814

0L : gs

oo8

0oL

DDg

005

00¢

oar

63



8

=]
=]
=

1500

-{800

P s ey .
Ll e LV

\\‘_--—_.—_- ,..‘,QB

-
-

uog

500

64

600

800

800

w0
= .
M
A
™
0 ®
o 3
+2
el )
(=31}
- 2
=]
|l
0 =
=
ga
4
[}
Q =
§H
ow
N
H O
o o0
%
)
g R
W @
Ll
g2
=
™
&~
-
P
=)
Q
P .
A
[o}
[T}
o+
o 8
S P
I
G
om
o
g n
O &
i -
-ic-;d
o
]
1
43
)
™
w4
[O=]
PR
I
0 +
T n
3 o
0
— 0
PN
g 0
-1
4]
[3¢]
ap
kal
=]



aus

aos

0oL

ang

0Gh

0021

oot

-z8/T86T I94UTM (q) ‘T8/086T Jo3uIlp (B) Y :s3itun ‘°sisdreue - (g+d)

‘S, MgdH’ 9Y1 JI0J JIOII8 @oueTJIeA aanjeiedmo) oY} JO UOT3O8S 3YITLY

38800104
-opniI3eT Pg "3Td

T i o

i d—nlll.wi )

= o

65



(=] =] [~=1 [=]
=it Iy wn B~ @

: o i e O e ke e T s N g,
g = . " -,

/f
\N~ . e
/ ~ ..-.‘""-n-h;‘ 5 Q‘. *lﬁ_n—_—ﬁ—__*‘~ .
i 7y @ ~ ' ' eV :
g ; >, I Ce e b PR . : T [as]
. F %, -:.. ‘...\\ e e e e e e ey e cre e ey g3
- Los - J . v . . . : -,
I I AN s " . ,‘ . . .
i . . g o i
. l# ‘\ , T B o
. ~ . i g em———— .
. ‘ \\ . T o ""——-i--.....__'l&.h———""""

{ ;
oL TS : AR . SR U SR

/.

50

Fig. 35 Latitude-height section of the eddy

10

200
300
400
500
500
700
800
800

66

(a) Winter 1980/81, (b) Winter 1981/82.

tum flux error for the HFBW's.

goney

m

Units

Forecast (D+3) -~ analysis.



1500
700

. % . g
N) ‘\‘ \—a"/’f'
[t SN :

/

. :

s

: O
g #85 ma m m
PR .

....“f.‘.z'.‘(: ..... v .
// "4"’"‘""""""‘2“"—-.._;.—,«-""

W ——

'

Fig. 36 Latitude-height section of the horizonEE

67

(b) Winter 1981/82.

1 eddy heat flux error for the HFBW's.
(a) Winter 1980/81,

ms K.

Units:

Forecast (D+3) - analysis.



"Z8/T86T I°3UTA (q) ‘T18/086T J93UIM (B) °_®d :siTU]

*S,M9JH 8yl JOF JIO0IXS S9OUBTJIBA DPUIA ﬁ@ﬂﬁphm> 8y} FO uoT31o8s 3ySrey-sopnirie] Le ‘S1d

*8IsdTRUE - (C4() 3185BORa0g

9

0

oL 08 0s Ok s 0L 0

bos

0ok

abe

aot |

05 Oh

—

co8

Qoi

.- | oog

bos

0ok

100

001

68



- 4400

-|B800

4700

s = O

rd
( c.---—--—-n.—-" -=a

o
5 o 2t s o

N
> - .
‘f--~.___-_~”’

il

69

Fig. 38 Latitude-height section of the vertical

o
4]
~N
L)
9}
=)}
-
m
= 2
m A
By oA
=2
O ~
S 0
2
[ FEEES
0O vl
44 00
~
- O
o o0
-]
o o
]
]
Ko
s
~ 8
oo
=
+
q ~
O o
S N
L)
.
T
Q1
n
[+ ]
a1
[}
)
o
=)
jan]

in the initialised analysis.



"Z8/T86T I93UTM (d) ‘T8/086T Jo3uTy (¥) - W :S3TUj
‘qu 005 3B S ,MEAH SUY3 LOF LOUBTIBA 3USTey Tvtjusiodosd oyl Fo UOTINGIILISIP ﬁmumammamomc 6g "8%a

HOh - 202 MOl

70



-g8/I86T Io1uTp (d) ‘T8/086T JI91UTH (e) - w :s3jtun  quw 00§ 1®
s ,MgAH 9U3 JI0F JOIIS SOUBTIEBA 1y8Tey TeT3u23zodosd 8yl JO UWOTI

figrzastp TeotudeaSosn oy 314

3.0 WOh

71



.
30 s
...... et

.

Fig. 41 Latitude height plot of the time mean potential temperature in
the initialised analysis (dotted lines) and the difference
between the forecast and the analysis (D+3 - D+0, thicker
lines). Zonally averaged from 159° W to 120° W. Time averaging
period 112 days. Units : K. a)Winter 1980/81, b) Winter 1981/82.
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coincide with the two major storm tracks connected with the baroclinic zones
on the eastern sides of the continents. 1In connection with the Atlantic
storm track, some disturbances develop over the eastern parts of North America
and some penetrate deep into northern parts of Russia. In the following
winter the’mean frontal zone (see Fiés. 6 and 7) is further to the south in
the Atlantic region (Fig. 39b) and the high frequency baroclinic waves are
found at mgch lower latitudes. A ridge in the mean‘flow over northern Eurdpe
seems to hayg blocked the migration of the high frequency waves into the
northe;n parts of Russia for this winter. In the Pacific the baroclinic waves
are weaker in 1981/82 than in 1980/81, coinciding with a weaker baroclinicity
in the laﬁer winter. The gquraphical distribution of the HFBW's variance
depicts the major storm tracks over the oceans. The variance pattgrn is
similar to the bandpass filtered variance in Blackmon and Lau (1980),vwho
considered a period from 2.5 to 6;0 days compared to‘2.4 to 3.5 days used

here.

In both winters‘a,weakening of the HFBW's in the forecast occurs downstream
of the continental regions (Fig. 40). The baroclinicity of the time-mean
flow on the eastern coast of both Asia and North America becomes weaker in the
forecast. This effect is most pronounced downstream of the North American
~continent where we found the 1argest decrease in the baroclinicity (see Fig.
30). The North American error pattern is already established in the
difference between the D+1 forecast and the analysis. The latitudinal
structure of the time-mean temperature change in the forecast over North
America is closely connnected to thg changes on the HFBW's in the forecast

further downstream.

In the winter 1980/81 the baroclinicity in the forecast is weakening over a
broad latitude band from 30°N to 60°N over North America. In this case the

HFBW's become weaker in the forecast where we found the maximum variance in
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the analyses to the SE of Greenland. In the following winter the major

decrease in the horizontal temperature gradient over North America occurs
around 36°N (see Fig. 30b). The weakening of the HFBW's is split into two
regions on both sides of the analysed variance maximum at 45°N whereby the

largest decrease occurs downstream of the large change in the baroclinicity.

In contrast to the change of the time-mean temperature over the continent, the
baroclinicty over the North Pacific and North Atlantic is increased (Fig. 41
for the Paéific). Maximum cooling at 60°N and warming or less cooling around
35°N is responsible for this change. The decrease of the baroclinicity on the
east coast of Asia and the increase further downstream seems to have a damping
effect on the baroclinic waves in the western Pacific and an enhancing one in

the east Pacific.

8. SUMMARY AND CONCLUSIONS

Space-time decomposition has been applied to time series of forecast
ensembles and of initialized analyses. The calculated power spectrum was
then iﬁtegrated over two regions in the wavenumber-frequency domain which
represent the strong baroclinic waves moving eastward with a mean period of
5.3 days (MFBW) and the high frequency baroclinic waves with a period of 2.8
days (HFBW). The three-dimensional structure of these waves was discussed in

detail and compared with theory and model simulations.

The main aim of this investigation is to identify the férecast errors which
appear as changes of the travelling baroclinic waves. The MFBW's undergo a
considerabie weakening which amounts to 15% by D+3 and 30% by D+5. The

maximum decrease occurs at 300 mb where these waves have maximum amplitudes.
The undeffforecasting of the upper level wave maximum seems to be a problem

for other models as well. Linear theory shows that this might be the

consequence of a low resolution near the tropopause. Other contributions
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to the weakening of these waves at upper levels may come from the
mid—tropospheric cooling, which leads to a stabilisation of the upper
troposphere, and secondly from an enhanced barotropic damping associated with
inaccurate meridional pha;e tilts. It seems desirable to test these

hypotheses by suitable sensitivity experiments.

The influence of the time-mean flow can be seen véry clearly when we compare
the geographical disturbution of the time-mean forecast error with the
forecast errors of the travelling baroclinic waves. The main centre of
weakening of these waves is found over North America, where the baroclinicity
of the time-mean flow decreases due to low level warming in high latitudes and
upper level cooling in middle latitudes. The second persistent forecast error
for the MFBW's occurs over SE Europe, where a significant increase in the
variance during the forecast has taken place in three successive winters so
far. Stationary troughs over SE Europe in the analyses tend to propagate

Slowly eastward in the forecast.

The thfee'dimensional phase structure of the baroclinic waves is changed in
two important ways during the forecast. In the horizontal the MFBW's
increase their SW to NE tilt at low latitudes. Consequently the poleward
eddy momentum flux increases in these latitudes and leads to a spurious
conversion from eddy kinetic energy to zonal kinetic energy. The interaction
of the MFBW's with the tropical flow seems to be responsible for this error.
In the vertical the forward tilt of the temperature wave is increased at low

levels. This is a forecast error we found for all baroclinic waves.

Cross-spectral analysis between the forecast ensemble and the analysis shows
that the baroclinic waves are generally too slow. This can be seen by a

growth of the phase lag between forecast and analysis with increasing

forecast range. The MFBW's are lagging by around 150 km at day 3 and by
75



300 km at day 5. Comparative experiments (Girard and Jarraud, 1982) have
shown that the phase error is significantly smaller in the ECMWF spectral

model (operational since April 1983) than in the gridpoint model.

The high fregquency baroclinic waves'with a mean period of 2.8 days are
weakened at higher and lower latitudes, whereas at middle latitudes a region
of over=-development in the forecast is seen in thé two winters examined here
and in the winter 1982/83 as well. The geographical distribution of this
forecast error is likely to be closely connnected to the changes in the mean
flow. As these waves are faster than the MFBW's their main weakening occurs
further downstream from the region were we found a decrease of the
baroclinicity. The largest reduction in the variance of the HFBW's during the

forecast occurs over the North Atlantic.

B clearly persistent error for all winters is the east-west dipole error
structure in the Pacific. A less baroclinic flow near the east Asian coast
leads to a weakening of the downstream developments in the west Pacific.
Increased baroclinicity over the central Pacific has the effect of a much
stronger development of the high frequency baroclinic waves in the eastern
part of the Pacific. When these waves decelerate in a later stage of their
life cycle they seem to contribute to the negative deviation of the time-mean
height of the analysis over Alaska. The forecast error in the time-mean flpw
contributes to an erroneously large poleward flux of heat over North America.
This could explain the decrease in the baroclinicity of the flow over North
America, where we find smaller growth rates of the baroclinic waves.

However, érrors in the diabatic fércing are also very likely to cause that

kind of deviations in the mean fields.

The results show a close connection between the errors in the time-mean flow

and the errors in the travelling baroclinic waves. However it is still
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difficult to be sure which error is the primary one. From our analysis it
seems that the different evolution of the baroclinicity over land and ocean
is probably the primary error which then cause changes in the baroclinic

waves.

The forecast error pattern of the baroclinic wavesvhas only a small
inter=-annual variation in the northern hemisphere. The largest differences
are closely connected to the two main frontal zones and the major storm
tracks. So far the detailed examination of forecast errors for the garoclinic
hasvbeen reétricted to the northern hemisphere. The time-spectral
computations, however, héve been done for the southern hemisphere as well.
There we found a much higher inter-annual variability in the geographical
distribution of the forecast errors in the scales of baroclinic waves compared
to those in the northern hemispheref In the zoﬁal mean statistics the
baroclinic waves of the southern hemisphere are weakened even more than in the

northern hemisphere.
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APPENDIX A

Space~time spectral analysis

The travelling disturbances on latitude circles can be expressed in terms of

amplitudes and phases of progressive and retrogressive waves
Wix,t) = E Wk(x,t)

W (x,t) = % R 4 cos(kximt+¢k’iw) " oA{a1)

where k is the wavenumber, w frequency, Rk' amplitude, ¢ 0 phase of the

1w k,
progressive (-w) and retrogressive (+w) waves. The last equation can be

rewritten as a sum of space sine and cosine contributions with time dependent

coefficients.

Wk(x,t) = Ck(t)cos kx + Sk(t)sip kx | (A2)

Following Hayashi (1971) the two sided space-time power spectrum is then
: 1,
Fro = 7 Bk, 2w
=1 {p (c) + P (s)%20 (c_,s)} (B3)
: 4 w 'k w k w k' k
where Pw(Ck) and Pw(Sk) are the power spectra of the cosine and sine
coefficients, respectively, and gn(ck's ) is the quadrature spectrum of the

k

cosine and sine coefficients.
For the computation of the eddy fluxes of heat and momentum we will use the

cospectrum between travelling waves of two different parameters like the

zonal and meridional wind component for the horizontal eddy momentum flux.
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According to Hayashi (1971) the cospectrum between two different kinds of
disturbances (W and W') can be calculated from the cospectrum and quadrature

spectrum of the cosine and sine coefficients

Bl =

1 1 1 -
Ky (Wi r W) e e cos(®y vy 7 ¥k, tn)

{Km(ck,ci) + K, (5, ,8}) (n4)

*9,(C i8Sy IFQ (s, ¢l )]

and the quadrature spectrum by

1 1 v 3 ]
Quy (W) = 3 Rk,imRk,inln(¢k,iw - ¢k,im)

1
= — 1 1y + 4
2 139,(c,Cl) £ (s, ,8)) (a5)

-K (C. ,S'

w' Tk k)+Kw(Sk'Ci)}

With the knowledge of the cospectrum and quadrature spectrum between the two

travelling waves we can compute their phase difference.

¥ - = -1 v T
br 4y = by = tanTh Qg (0 W /R, (W u ] (26)

The quality of our phase calculation can be measured in terms of coherence
between the two waves.

2 1 2 '
K3, (W, We) + Q2 (W, W)

coh% (W, ,W') = (A7)

w 'k"'k thWk)th(Wi)

A value close to 1 for the coherence indicates a reliable determination of

the phase difference.
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In practice the time spectra were calculated by the Fast Fourier Transform
method. The basic time-spectral interval for the analysis and forecast
ensemble dataset is 1/112 days. .For the discussion of the barcclinic waves
the spectrum was integrated over two spectral bands. The medium frequency
band contains 21 spectral intervals and the high frequency band 17 intervals.
The limiting coherence to reject a null hypothesis of zero coherence at the -

95% level can be calculated by a formula proposed by Julian (1975).
1
B2 =1 - (1-p)™7" - (a8)

When we assume that the actual coherence is zero we will find with a given
probability p that a coherence of B or larger will be found depending on how
many effective Fourier coefficients n (number of degrees of freedom) are
present in the spectral band. The coherence between two disturbances in the‘
medium frequency band should be above .37 and in the high frequency band
above .41 in order to have significaht spectral estimates. When the verticai'
structure of the baroclinic waves is looked at in a latitude band a further
integration over 8 latitude circles is carried out. This increases the
number of effective Fourier harmonics by a factor of 8 and the necessary
coherence for significant results drops to 0.13 in the medium frequency and
0.15 in the high frequency band. Goodman (1957) showed that an estimate of

the possible phase error can be calculated from

BN

1-coh2

coh -1 } (a3)

sin? (Ad) = {(1-p)

For an assumed coherence of 0.95 this calculation gives phase errors of 11 to

12 degrees in the frequency integrated bands and about 4 degrees in the case
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where an additional averaging over 8 latitudes has been carried out.

However, these error estimates seem to be too high, as we found a close
agreement between the fluxes calculated from the mean amplitude and mean
phase difference of two waves (first part of equation A4) and from the sum of
the co- and quadrature spectra (second part of equation A4). An ex?eption
was found for the computation of the horizontal eddy momentum flux where a
very low coherence between the zonal and meridional wind component makes it

impossible to determine the phase difference between the two variables.

The spatial variation of the time amplitude of transient disturbances can be
calculated by using a method proposed by Hayashi (1979). The space-time
series of the data are filtered in space by a zonal Fourier decomposition.
For the waveﬁumber range of interest the spatial values on the selected

latitudes are calculated

C(x,t) = E Ck(t)cos kx + Sk(t) sin kx
= E Ak(t)cos [-kx+¢k(t)] (210}
S(x,t) = E -Ck(t) sin kx + Sk(t)cos kx

il

Ak(t) sin[-kx + ¢k(t)]

and a time cross-spectral analysis is carried out using the Fast Fourier

Transform method at each gridpoint (x) on that latitude.
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APPENDIX B

Diagnostic formulae

For the discussion of the vertical structure of the baroclinic waves some
very useful diagnostic formulae have been derived which show the hydrostatic
‘and geostrophic relationship of some variables. Assuming that the wave
structure for a fixed time is given by

¥ix,y,p) =¥ _(y,p) coslkx - ¢w(y,p)]
where wo(y,p)‘is the amplitude and ¢w(y,p) is the phase of either of the
variables Z, T, u, v or W. Substituting the wave form of the geopotential

height and the temperature into the hydrostatic equation we get an equation
97
o

o]

d(2np) g o T ¢z) (B1)

which relates the vertical change of the geopotential height wave to the
amplitude of the temperature wave and to the cosine of the phase difference

between Z and T.

From the thermal wind equation we find that the vertical change of the
meridonal wind amplitude is proportional to the amplitude of the temperature

wave and the sine of the phase difference between T and v.

v
0
=2 - . 3 - B2
£ 3 (%np) RTok51n (¢T ¢V) (B2)
Any form of horizontal or vertical eddy flux can be written as

rrvri | -
Bry > B.oYocos (4)8 ¢Y) (B3)

85



Using the geostrophic wind approximation we find that the horizontal eddy

momentum flux

TTar = koL 2 i (B4)
g g 2f o Oy
depends on the horozontal phase tilt of the geopotential wave and the
horizontal eddy heat flux
o}
o ke Ve (B5)
g 2fR 3 (Ainp)

depends on the vertical tilt of the geopotential height wave.
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