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ABSTRACT

Global calculations have been made of the statistical

error of analyses, by the method of optimum interpolation,

for the basic FGGE observing system and for two versions

of the augmented system for the special observing periods.

The contributions of the two space-based systems, namely
temperature soundings from radiance measurements and wind
estimates from cloud motions, were also determined. Other
calculations were made to determine the sensitivity of these
results to the assumed prediction error of the data assimilation
model, to the error characteristics of the satellite temperature
soundings, and to the data selection algorithm in the analysis
program. The results are presented in the form of zonal

averages.




1. Introduction

Experiments have been made to determine the theoretical statistical
error of analysis (interpolation) for various combinations of
observing systems such as those proposed for the First GARP

Global Experiment (FGGE). These experiments have simulated the
operation of a global data assimilation scheme in which a global
prediction model is updated by means of multi-variate optimum
interpolation in three dimensions. The analysis error estimates
are a natural by-product of the statistical calculations of the
analysis scheme. They are sensitive to various statistical input
parameters (covariance models) as well as to the data distribution
and hence some experiments were also carried out to test this
former sensitivity. ’

The analysis experiments were a simulation in the sense that no
data assimilation cycle was actually run nor were any analyses
actually made, but rather only the error distributions were
calculated for a single "typical' update cycle using just the
positions and error characteristics of the data.

The analysis program used was a preliminary version of the one
being developed for eventual use at ECMWF for both operations

and for FGGE. Since it will be more thoroughly described in a
forthcoming Technical Report, only a brief description will be
given in Section 2. Section 3 will include a description of

the prediction error covariance model. Section 4 will describe the
derivation of the data distributions and list the error
characteristics assumed for the observations. Section 5 will
describe the experiments and discuss the results. )

2. The Analysis Program

The analysis method is a fairly straightforward extension to three
dimensions of multi-variate optimum interpolation of observed
minus forecast differences. Using A to represent any scalar variable
and superscripts i, p and o to denote interpolated, predicted and
observed values, the basic analysis equation can be written as

Ai

N
= AP O _ 4bp
k - At g _ o, Cki (A - Ap (D

1 ki

where subscript k denotes the point of analysis and subscripts

i = 1,N denote points of observation. A can be any of the variables
Z (geopotential height), AZ (geopotential thickness between two
specified isobaric levels) or u or v (eastward and northward
components of the wind). The points of observation can be anywhere
in three dimensional space with respect to the point of analysis
which also has arbitrary three-dimensional coordinates. Defining
the "error" of A as a = A - Al, where t denotes the '"true" value,
(1) becomes
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The mean square error of the interpolated value is then
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Minimising this with respect to variations of Ck' leads to
the following set of linear equations for the Ck
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The interpolation errors or 'analysis" errors discussed in this
paper were calculated from expression (5) using the interpolation
weights C obtained by solving (4). In actual fact, correlation
forms of %&) and (5) were used but this has no bearing on the
results. ;

The organisation of the data search and the solution of (4) will
be discussed next. The modelling of some of the various
covariance terms appearing in (4) and (5) will be dlscussed in
Sections 3 and 4. In the present version the covariances between
prediction and observation errors, <aQ ap > ete., were assumed to
be zero, although they could be incluéed it known

Clearly, equation (4) cannot be solved for all the observations
available globally, nor is this necessary as long as the covariances
appearing in it are small for widely separated locations. Since

we will use modelled covariances with this property (an '
approximation) we can restrict the solution to a region with

a radius of at most a few thousand kilometres and often less,
depending upon the data density. The limiting factor is the

space available to store the left-hand side matrix in (4).



We adopt the principle that data be selected up to that limit,
covering a roughly cylindrical influence volume with a radius
as large as possible. We then invert the left-hand side matrix,
which is independent of the analysis points k, and use it to
calculate the weights and errors for as many analysis points as
possible near the centre of the influence volume, i.e. for

some '"‘analysis volume". The number and placement of the grid-
points within the analysis volume is quite arbitrary and
independent of the analysis volume definition. In other words,
the data-collection and weight-calculation algorithms are quite
independent of the analysis grid.

A second principle adopted is that as much as possible of the
information common to each analysis volume should be saved in
passing to the next volume. 1In particular, the data and the
correlations are carried over,

2.2 Collection of observations

In order to facilitate the collection from mass storage of data
for the influence volumes, we first sort the observations into
boxes of roughly equal volume and bounded by lines of latitude
and longitude. Currently the boxes are 6° of latitude in the
north-south direction and approximately the same east-west.

These dimensions are easily varied. The sorting proceeds by

data type in some order of priority, radiosondes coming first and
satellite data last. Boxes are filled up to some limit
(currently 10) of observations (an'observation'"denoting all the
data with the same horizontal coordinates). Surplus observations
are placed in an overflow box (or boxes) whose index is then
added to a list of neighbouring boxes carried with each box. Each
box ,which in addition to data and a neighbour list contains the
parameters of the covariance model for that region, constitutes
one record of a random access input file.

An influence volume congists of an appropriate collection of boxes,
at least one box plus all its neighbours but more if necessary.

The analysis volume is then the box at the centre. Provision exists
for multi-box analysis volumes or for subdivision of aibox into
several analysis volumes, either horizontally or vertically.

A list of the boxes covering the region of analysis (which may be
any subset of the box system) is pre-specified. ZEach box is then
treated in turn, its data plus that of its neighbours and their
neighbours, etc. being read in until a given volume of data is
reached. The decision whether to form a multi-box analysis volume
or to subdivide the central box into several analysis volumes
depends upon the density and type of data collected.

The main benefit of three-dimensional as opposed to two-dimensional
analysis lies in the treatment of single-~level data, soundings
with gaps and soundings which require ''reference'" information such
as temperature soundings from satellites. On the other hand, for
radio-sonde soundings, which provide complete mass and wind
information at each level, there is no advantage in a three-
dimensional treatment. In fact it can be shown that, with the



‘dimensionally separated covariance model used here, off-level

data contribute almost no extra information. Moreover, each
radiosonde sounding raises the order of the matrix in (4)

by 3 x (number of levels).With an upper limit for N of ~ 150

on the present computer, very few such soundings can be treated.
Therefore, the present version of the program subdivides the ‘
central box intc separate levels whenever any radiosonde soundings
are present in the data collection. The data selection algorithm, -
to be described next, ensures that non-radiosonde data receive

2 three-dimensional treatment.

2.3 Selection of data

Data are selected from the available observations as collected
above. In general, a compromise between several requirements

has to be reached. There must be a sufficiently overlapping
spatial coverage to ensure continuity between adjacent analysis
volumes. There should be a reasonable balance between mass and
wind data. Very dense data of a single type or for a single
level, say, should not be allowed to exclude sparse data of other
types. The experiments described in this report were run with

a very crude preliminary version consisting of the following
steps:

1. Scan the boxes in the order : Central box, neighbourihg boxes,
overflow central box, neighbours of neighbours.

2. Scan the observations in each box in the order:
radiosondes, dropsondes, land surface, ship surface,
aircraft, satellite temperature soundings, satellite
cloud-track winds. :

3. OScan all the levels within the analysis volume for each observation.
If no data is found then scan up and down outside these limits
until data is found.

4. Accept all data of each type ( V, Z,AZ) up to a limit of N/3
Tor each type separately or N for the total. In all the work
reported here N = 105,

Clearly, when the number of available data is large the spatial
distribution of selected data will be adversely affected by these
arbitrary selection rules, particularly the arbitrary cut-offs
mentioned in 4, Some experiments were performed to test the
seriousness of this and they will be discussed in Section 5.5.

Future versions will 1ncorporate a preliminary treatment of the
data in order to:

1. Identify and separate-out data which need to be considered
only locally (i.e. at points within the box).

2. Combine into "super-observations' very dense observation
clusters of similar type.



Both of these steps will have the effect of reducing the number
of data for a given spatial coverage and hence allow a reasonable
selection and coverage to be obtained within the limits imposed.
Furthermore a larger limit will be used for critical cases.

3. Prediction Error Covariance Model

Prediction error covariances were modelled as products of a
horizontal and a vertical correlation function times a product
of standard errors.

i.e.

D ea2 3 2 3%
<aibj> = <al > " uy (ai,bj) uv(ai,bj) <bj >

where ai,bj = u,v,Z, ¥y or AZ.

3.1 Horizontal Correlations

It was assumed that
- _ - 2
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where 1r 1is the chord distance between location i and j, and b
is an arbitrary constant (in these experiments 2 x 10-12 m“z).

Also, wy(Zy, ¥ ) =up(Z;,20uy (25,0
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This implies that corrections to wind componénts and geopotential
are geostrophically related poleward of O which was taken to be
20° in these experiments.

Then
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The implication o%rﬁggf%ggve is tgggjﬁ% iI}glarizontai‘,k correlations
involving Z, ¥, ansve and u ~°™ are homogeneous and
isotropic, i.e. independent of horizontal location or of direction.

Correlations involving eastward and northward wind components

( Uy s vj) and(uj, vj) were then calculated from the above by a

rotation of coordinates at i and/or J.

3.2 Vertical correlations

1t was assumed that all vertical correlations involving ¥, u,v,
or 7 between two levels i and j are the same for those levels and
that they are independent of horizontal position. They can then
be tabulated as an NL x NL symmetric matrix where NL is the
number of levels. They were derived from the 27 covariance matrix
presented by Rutherford (1976) and are given in Table 1.

Vertical covariances involving the thickness AZ, (defined as the
thickness between level 2 and level 2 - 1, the level immediately
below) were obtained by simply differencing the appropriate Tows

of the 7 covariance matrix. These were then converted to correlation
form.

3.3 Variances

Prediction error variances for each variable were modelled as

functions of latitude and level only. Since the ratio of winter
and summer values of the variance for a givern level is about

two or three (Rutherford,1972), the northern hemisphere late-summer
values of Hollett (19753) were multiplied by 3 in order to model
winter values.

These values, different for each level, were then multiplied by

a latitudinal profile function, the same for each level. This
function was loosely based on the known latitudinal variation of
the variances of the fields themselves (from Oort and Rasmusson,
1971). The profile was adjusted so that the resulting prediction
errors were consistent with what is known for mid-latitudes but
approached the variance of the fields themselves at the equator,
the assumption being that the prediction model will 1likely be
little better than climatology in the tropics.

The relations actually used were the following
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where § = earth's angular rotation rate,
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Graphs of Z,Y¥ and uh(ZW) are given in Fig. 1 while Fig. 2 shows

the resulting profile for the 500 mb vector wind prediction error
and also the corresponding profile for deviations from climatology
(from Oort and Rasmusson,1971).

4, Observations

In these experiments three different data distributions were used.
The first of these, the Basic Observing System, contains all the
components of the normal meteorological observing system as it will
exist during FGGE, including temperature soundings from four

polar orbiting satellites and cloud~track winds from five geo-
stationary satellites.

The second includes everything in the Basic Observing System plus
certain special observing systems which it was originally hoped

would be operating during the two Special Observing Periods (SOP's) of
the FGGE, as an ideal extension of the basic system,.

The third is similar to the above except that the Special Observing
Systems are reduced to the level that it is expected will

actually be available if current commitments are fulfilled.

A description of the various components and their approximate
distributions and resolutions are given in Table 2.

Maps of the horizontal positions of the observations for each
component are given in Figs. 3 to 15. These maps show only those
observations which were actually chosen by the analysis program,
not the full set actually generated. Because of the order in which
data were chosen and the upper limit on the number that could be
used, some of the distributions show gaps in areas where data of

a higher priority are very dense. For example, over Europe,

where the radiosonde density is very high, only a few surface
observations were chosen, even though the number available was
actually very large. Similarly over the North Atlantic and to a
lesser extent over the Pacific the density of ships taking surface
observations and of aircraft reports was so great that very few
satellite soundings or satellite winds were actually chosen.
Clearly this will have an effect on the calculated impact of
satellite data, as we shall see later. On the other hand, in the
tropics and in the southern hemisphere the distributions of the




last chosen types (satellite soundings and winds) were
essentially as generated.

4.1 Generation of distributions

Positions were assigned as listed in WMO Volume A. Data,
either 7 or V or both were assumed to be available as given in
Volume A. In these experiments only those stations reporting
at OOGMT were used. '

4.1.2 Ships

Positions were generated at random within 5° squares according

to reporting-frequency tables constructed for the distribution

on 12 June 1964 (Hanzawa and Tournier, 1968). These tables

give the number of reports available in 24 h whereas our experi-
ments require the data available in a typical 6-hour period.
Nevertheless they were used without correction. Since most ships
report only during daylight hours (i.e. for 2 of the 4 daily
synoptics) we have probably over-estimated the number of ships

by a factor of two. On the other hand, during FGGE the number

of ship reports may be considerably larger than on 12 June 1964.

4,1.3 Aircraft

Positions were generated at random within 5° sguares according

to frequency tables constructed from frequencies for 15 days in
March 1975 (McDonell,1976) and 10 days in June 1975 (WMO

Meeting on Automated Aircraft Reporting Systems, Geneva, 1975).
rour polar orbits of the NIMBUS-6 type were assumed. Each
satellite produced 6 soundings perpendicular to its track every
400 km along the track. No positions over land were generated and
gaps were left wherever the humidity was high over a minimum
thickness of model atmosphere representing thick cloud. (For this
purpose the humidity distribution on a particular day in a run

of the U.K. Met. Office GCM was used). :

4.1.5 Cloud-track winds

0 .
Frequency tables for 5 squares were constructed assuming 5
geostationary satellites of the SMS - GOES type, as specified in
WMO publication No. 411. Random positions within these squares
were generated but only if model humidity was high, but not



saturated, representing non-overcast model cloud. The
distribution of positions was very similar to that obtained

in 10 months of actual operation by NESS (C.A. Spohn, personal
communication).

4.1.6 S.0.P. Additions

Positions for the various components were generated at random
within the geographical limits and at the densities given in
Table 2. 1In the case of aircraft dropsondes, positions were
generated along the tracks indicated in Figure 13 (GAR
Special Report No. 22).

4.2 Observation Errors

In most cases random errors with the magnitudes given in Table 2
were assumed. For radiosondes, errors were assumed to be
vertically correlated but not horizontally. Standard errors as

a function of level and correlations between levels are given

in Table 3. These are the values calculated by Hollett (1975).
Satellite thicknesses were assumed to be_ correlated both
horizontally (uw. ( Z, Z) = exp (-16 x 10712r2) after Bergman and
Bonner (1976) and vertically. Standard errors and vertical
correlations are given in Table 4. The former were calculated
hydrostatically from the layer mean temperature errors, also

given in the table ( extracted from the report of the 13th session
of the WGNE, section 3, attachment 5). The correlations are
simply crude guesses based on the shapes of the radiance weighting
functions. '

The analysis error experiments which were made were of two
different types;firstly, experiments to determine the effectiveness
of various data distributions and secondly experiments to
determine the sensitivity of the results to various assumptions
about the errors of prediction and observation.

In 2all experiments analysis errors were calculated for four
standard pressure levels 1000, 850, 500 and 300 mb. Several of the
runs were global but many were restricted to the region south of
20° N ( The data distributions are identical north of 2OON) and
others were even further restricted to south of 20°8 (when it was
known that there would be little difference in the tropics and
northern hemisphere). All analyses were made on a 5° latitude by
50 longitude grid (origin at 2.5° lat., 0° long).

For all experiments full two-dimensional maps of the analysis error
fields are available. However these are far too detailed and only
a selection will be presented here. For most purposes the zonal
averages of these are more meaningful and the results will be
presented mainly in this form.
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In all of the figures the curves labelled '"No Observations"
are in fact the assumed prediction error. They give the
error that would exist if there were no data available for
one update cycle (assuming that the prediction error curve

is valid). The same prediction error profile has been used
for both hemispheres, ignoring the dependence of prediction
error on analysis error. The values used are thought to be
appropriate for the northern hemisphere winter with good data
coverage. Sensitivity of the results to the prediction error
profile will be discussed in Section 5.2.

Global analysis error fields for the three FGGE configurations
of Section 4 were calculated and the zonal averages are displayed
in Figures 16 to 23. '

At 1000 mb (Fig. 16 and 20) the errors of both height and wind
in the two hemispheres are similar equatorward of about 40°.
Poleward of 40° the southern hemisphere errors are much larger
than in the northern hemisphere, even with the SOP additions
which are principally the drifting buoys. The analysis error
for the basic system (without buoys) lies about half-way between
the SOP curves and the curve for no observations. Southward of
about 60°S there are no buoys and the three error curves converge
by about 70°S. In the tropics all three configurations give
similar height errors, presumably because the prediction error
is as small as the errors of the observations. For winds,
however, the prediction errors are substantial compared with
observation errors and hence the analysis error curves show more
separation. This effect increases with altitude.

At 850 mb (Figs. 17 and 21) the picture is broadly similar but
the value of the SOP systems in the equatorial zone is more
apparent. It appears that the ideal tropical wind observing
system provides about double the error reduction given by the
expected system,

At 500 mb ( Figs. 18 and 22 ) the curves for the expected and
ideal SOP systems are well separated between 70°8 and 30°S.
The ideal system has the lowest errors and this must be due to
the constant level balloons (at 300 mb) in the latter.

At 300 mb (Figs. 19 and 23) the expected SOP system is only
slightly better than the Basic system between 70°S and 30°S,
again because of the lack of constant level balloons. This
suggests that even though there are drifting buoys at the surface
providing reference level information for the satellite soundings
of temperature (thickness) the errors of the latter are so large
that this reference information is ineffective, except in the
lower troposphere. This is not to say that the satellite
temperature soundings provide no information. The errors with
the soundings are still considerably lower than without them

(see Section 5.3). However, this error reduction is due simply to
the correlations between thickness and geopotential corrections,
which provide information on the geopotential even in the absence
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of a reference geopotential.

It is interesting that the combination of satellite temperature
soundings and winds from constant level balloons is just as
effective for geopotential determination as it is for wind.

The value of the balloons is particularly apparent over the
Antarctic region south of 60°S at 300 mb and also at 500 mb,
whereas at lower levels all the error curves coincide. Again,
this suggests that the reference information degrades rapidly
away from the reference level which in this case is at 300 mb.

It will be noted that all of the analysis error curves show a
peak at about 40°N and at both poles. The former is due to the
lack of radiosonde data in the Pacific and Atlantic oceans.
These gaps are only poorly filled by satellite soundings,which
in our distributions are very few in number (partly because of
cloudiness in those areas on the day for which our distributions
were modelled, but mostly because of the data selection problems
discussed in Sections 23 and 5.5). Also, our distributions of
cloud-track winds cut off rather sharply at about 40°N and S.

The errorsat the poles are also due to data gaps; however, their
importance is exaggerated in these plots of the zonal average
against a linear latitude scale. They could be filled by small
amounts of additional data. In particular, our modelled
distribution of satellite temperature soundings cuts off over
the Antarctic continent (and all other land areas). It can be
expected that soundings of the TIROS-N type will be available
for Antarctica (and other land areas) during FGGE,so our results
are presumably too pessimistic for the polar regions.
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The experiments discussed above were repeated with a different
assumed form for the latitudinal profile of the prediction error.
Since the effect was the same for all data distributions and
levels only the 500 mb curves for the basic observing system

are given, in Figs. 24 and 25. The two curves labelled " no
observations " are the prediction errors whereas the curves
labelled " basic " and " smaller prediction errors " are the
corresponding analysis errors. It can be seen that the effect
of changing the prediction error is considerable, especially in
the southern hemisphere. However, it is quite small at northern
latitudes (north of about 50°) where the errors of the available
observations (mostly radiosondes) are much smaller than either
of the assumed prediction errors and their density is such that
they receive much more weight than the prediction and hence
determine the analysis by themselves.

In an actual analysis/prediction cycle the prediction errors
must depend on the analysis errors which in turn will depend on
the prediction errors. This is an obvious feedback effect which
we have neglected. Our results show that the magnitude of the
effect of prediction error on analysis error depends upon the
data density and the relative size of the observation errors.
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Globally averaged, a 29 % change in prediction error led to

a 25 % change in analysis error. On the other hand, the
effect of analysis errors on prediction errors depends upon
many factors. With most models, the error with respect to

the real atmosphere grows during a prediction at a rate much
larger than the rate of growth of initial errors in a perfect
model. This presumably means that the largest part of
prediction error growth is due to model-related factors. Hence a
doubling of analysis error does not necessarily lead to a
doubling of subsequent prediction error. In an actual cycle
some sort of equilibrium will be reached, which will depend
mainly upon the density and reliability of the observations
themselves. Because of the neglected feedback effect this
dependence on the data is underestimated in our results gquoted
in Section 5.1.

Graphs showing the effectiveness of the space-based observing
systems: satellite temperature soundings (denoted SIRS) and
cloud-track winds (SWND), both separately and together are given
in Figs. 32 to 39. All of these graphs indicate that the impact
of satellite data in the northern hemisphere is very small,
whereas in the southern hemisphere it 1is substantial. In fact,
at about 70°N our calculations indicate that removal of satellite
soundings actually lowers the errors. This is a false result
caused by the crudeness of the data selection technique and the
limitation on matrix size which meant that with satellite soundings
present some of the more significant radiosonde data in neigh-
bouring boxes were left out. This problem is particularly serious
when the grid points are near box boundaries, as they are at

that latitude.

The failure to show any impact of satellite data in the northern
hemisphere is mainly due to the fact that our program simply

did not select them north of about 20°N, due to the presence

of large numbers of other types of data that were selected first,
as discussed in Section 4. Future versions will avoid this
problem in the manner already discussed.

At 1000 mb the space-based systems make little contribution to
the reduction of analysis error anywhere,although equatorward
of about 40° the cloud-track winds (presumably those at 850 mb)
do have some effect, particularly on the wind error.

At 850 mb the effect of cloud-track winds on the wind error

is very significant while the temperature soundings provide very
little error reduction. In the case of height error, neither
satellite system is very effective but winds are more effective
at low latitudes and temperature soundings at high latitudes.

At 500 mb and 300 mb cloud-track winds provide lower wind errors
than temperature soundings , although between 30°S and 60°8s

the temperature soundings give considerable information. For
height errors the temperature soundings are more significant
than cloud-track winds, except equatorward of about 30 where
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the reverse 1s true.

In general, the effect of cloud-track winds on height errors
is greater than the effect of temperature soundings on wind
errors, in spite of the fact that these winds are available
(in this data set) at only two levels (850 mb and 300 mb).

At low latitudes the temperature soundings provide almost no
error reduction at all, simply because their errors are larger
than the prediction error and indeed larger than the error of
climatology. ’

As an example of the horizontal distribution of analysis error
(normalized by prediction error) with and without satellite

data (of both types) we present Figs. 34 and 35, which show

these fields for the 500 mb height. The impact in the ocean areas
of the southern hemisphere can clearly be seen, as well as

the lack of any effect in the northern hemisphere except in a small
part of the Pacific, viz. 40°N 160°W where a few soundings were

in fact selected (see Fig.7).

5.4 Sensitivity to different assumptions about the

Several sensitivity experiments were made in order to test the
dependence of the above results regarding the impact of satellite
temperature soundings on the form of the observation errors.
These runs were limited to the region south of about 2098 where
that impact was largest. The cases treated were

1. SMALLER SIRS ERR : The standard error was halved but
the correlations were left unchanged.

2. BROADER SIRS COR : The horizontal correlation function 12 92
was broadened by using exp g—Z x 107 <)
(instead of exp (-16 x 10-1 rZD.

3. FLAT SIRS COR : The horizontal correlation was gigen the
form 0.5 + 0.5 exp (-16 x 10-12 r<),

4. NG SIRS VER COR The vertical correlations were all
set to zero.

The 500 mb curves for halved standard error are shown in
Figs. 36 and 37. By and large they are about as far below the
basic system error curves as the latter are below the curves for
no satellite temperature sounding data at all. The effect of lower
observation errors increases with height (not shown) just like
the impact of the data themselves. The southern hemisphere errors
are comparable to the northern hemisphere values equatorward of
about 40°, with the halved SIRS error; whereas with the original
values they were considerably larger poleward of 20°. However,
poleward of 40° the southerpn hemisphere errors are still
considerably larger than iméthe north. ‘

4
Although they are not shownihere, these calculations were done for
the B and C distributions asiwell. The analysis errors for these
were lowered by about the saie amount as with the A (basic)
distribution. However, at 5@0 mb and 300 mb the errors for
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distribution C (expected) are a little closer to those for
distribution B (ideal) than they were in the original calculatiomns.
This indicates that with smaller SIRS errors the reference level
information at the surface is effective 1o greater heights and
hence the impact of a second reference level is somewhat smaller.
However the conclusion that poleward of 40° errors in the southern
hemisphere are considerably larger than in the north still stands,
even with the ideal system.

The anglysis error curves for various forms of SIRS correlation
are given in Figs. 38 and 39. In general, these show that the
sensitivity to changes in the spatial correlation is quite small.
A broader Gaussian form or the introduction of a flat component
causes the height analysis error to increase slightly and the
wind error to decrease slightly, as one would expect, but the
changes computed are really quite insignificant. However, the
assumption of zero vertical correlation has a larger effect,
lowering both height and wind errors by nearly as much as when the
standard error was halved. Clearly, it will be important to
determine the correct form for the vertical correlation of SIRS
errors. One might expect that these could even be negative
between some layers, in which case the effective thickness error
for the sum of several layers could be even less than for
uncorrelated errors.

The selection technique employed here only guaranteed that the
first 10 observations in a data box were used for the analysis

at grid points within that box. The use of data from neighbouring
boxes was haphazard, and in some circumstances important nearby
data were neglected. The standard global run with the "basic"
network was repeated with a slightly revised selection algorithm.
In this version, the choice of data was made in the following
sequence

1. All data in the central box (including the overflow box).
2. All radiosonde data in neighbouring boxes
3. All remaining data in neighbouring boxes.

Otherwise, everything was as previously described. The results
for this run, and also the original run, are presented in
Figs. 40 and 41.

As far as geopotential height is concerned the two selection
algorithms give the same result in the southern hemisphere and

in the tropics. The revised algorithm yields lower analysis
errors in the northern hemisphere. The effect is particularly
noticeable at the higher levels and 1s negligible at 1000 mb.

For the vector wind errors the picture is similar but the southern
hemisphere and tropical differences are larger than is the case
for height errors. ' B '
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Clearly, data selection is an important factor where data is
dense, and it will be necessary in future versions to refine
the technique or to use larger data matrices. Since the
sensitivity to selection seems to be smaller in the tropics
and southern hemisphere the comparisons between networks in
Sections 5.1 and 5.3 are probably still valid, at least as
far as this factor is concerned.

6. Conclusions

Our results indicate that only north of about 45°N are there
sufficient observations to determine the zonal mean analysis error
independently of the assumed prediction error in an analysis

/ forecast cycle. This means that our values of the absolute error
must be treated with caution. However, it also implies that the
use of past information, in the form of a prediction from previous
cycles, is very important for the construction of accurate-analyses.
Moreover, it suggests that the prediction model used should be

as accurate and as physically realistic as possible.

In view of the many assumptions and simplifications which have to
be made in a study of this kind it seems safest to draw only
qualitative conclusions from the results. The following statements
concerning the relative performance of different observing systems
may be supported

1. During FGGE, analysis errors in the southern hemisphere
will be considerably larger, latitude for latitude, than in
the northern hemisphere, except near the surface equatorward
of 40°8.

2. In the tropics, the expected special observing period
configuration, will provide only about half of the error
reduction which would be provided by an ideal system of soundings
at 500 km average spacing.

3. A system of constant-level balloons at 300 mb poleward of
30°S would provide a significant lowering of upper tropospheric
analysis error.

4. The impact of satellite data in the southern hemisphere is
substantial (technical difficulties prevent any meaningful
impact estimate for the northern hemisphere). Two levels of
cloud-track winds provide about as much information as
temperature soundings with errors of 2 - 39C. Halving this
error doubles the value of the soundings. Changing the assumed
vertical correlation has more effect than changing the
horizontal correlation.
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-~ Radiosonde height errors and vertical correlations -

TABLE 3
1000 850 700 500 400 300 250 200 150 100
Oz(m) _ 6.0 7.8 9.3 13.1 16.1 21.7 27.3 33.9 35.6 32.2
1000 1.00
850 .70 1,00
700 .50 .72 1,00
500 .39 .56 .74 1.00 UV(Z,Z)
400 .34 .48 .69 .91 1.00
300 .32 .45 .63 .84 .92 1.00
250 .29 .42 .60 .80 .85 .94 1.00
200 .27 .38 .56 760 .79 .88 .96 1.00
150 .27 .38 .56 .76 .80 .81 .92 .96 1.00
100 .27 .41 .56 71 .76 .79 .75 .74 .83 1.00
TARLE. 4 - Satellite thickness errors and vertical correlations -
1000 850 700 500 400 300 250 200 150
-850 ~700 -500 -400 -300 -250 =200 -150 -100
%z(m) 13,3 14.2 21.2 13.4 18.1 12.2 15.9 21.9 33.2
0,(°c) 2.8 2.5 2.15 2.05 2.15 2.28 2.43 2.60 2.80
1000 - 850 1.00 :
850 - 500 .50 1.00 UV(AZ,AZ)
700 - 500 .35 .55 1.00
500 - 400 .20 .35 .60 1.00
400 - 300 .10 .20 .35 .60 1.00
300 - 250 0 .10 . 20 .30 .55 1.00
250 -~ 200 0 0 .05 .05 .15 .52 1.00
200 - 150 0 0 0 0 0 .05 .50 1.00
150 - 100 0 0 0 0 0 0 . 0 .50 1.00
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