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The articles in this issue cover a wide range of the Centre’s technical
installations and activities, comprising status reports on the ECNET
telecommunication system and the internal ECMWF networks.

The newly-installed StorageTek robots, which form an automated cartridge
retrieval and loading system, are described (see photo on front cover).

On the meteorological side, the Centre’s involvement in the ERS-1 mission is
reflected in an article on the satellite to be launched this year.

The model performance in predicting over Europe the 2m temperature and the
cloud cover is assessed in an article on the verification of these parameters.
The impact of recent model changes is discussed.

This issue also contains advance notice of the third workshop on
Meteorological Operations Systems to be held in November this year.
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CHANGES TO THE OPERATIONAL FORECASTING SYSTEM

Recent changes

On 9 April 1991 the following modifications were implemented in the forecast
model:

* modifications to the cloud and radiation subroutines, both to improve
the cloud/radiation processes and to facilitate their use with
increased vertical resolution. In particular, the over-lapping of cloud
layers was changed from a random overlap to a maximum overlap
assumption;

* a revised scheme for vertical diffusion in the free atmosphere,
developed following the switching off of vertical diffusion above the
PBL in 1988; the vertical mixing represented by the revised scheme is
smaller by an order of magnitude than under the scheme which was
operational until 1987;

* two revisions to the convection scheme, to ensure consistent cloud
physics within the cloud model, and to introduce a cloudtop temperature
check to improve the onset determination of shower precipitation.

(See article on page 3 concerning the impact of this change).
On 1 May 1991, a new procedure for the quality control of satellite
temperature profiles was implemented; a preselection of the data to be passed

to the analysis is made, using the high resolution cloud-cleared radiances
received from NESDIS.

Planned changes

The first-guess checks of wind and humidity observations will be enhanced.

It is planned to implement a model with a substantially higher resolution,
probably T213 31 levels, in the course of the next three months.

~ Bernard Strauss
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RECENT VERIFICATION OF 2m TEMPERATURE AND CLOUD COVER OVER EUROPE

Introduction

During the last few years, the use of direct model output of 2m temperature
and cloud cover has increased in many Member States (cf Report on Application
and Verification of ECMWF Products for 1990). At the same time, statistical
adaptation is being widely used to improve the quality of the products, either
by traditional perfect-prog or MOS technique, or by more efficient adaptive
filtering techniques, such as Kalman filtering.

In the past year, several changes to the ECMWF model physics have been
introduced which have a significant impact on the prediction of these
parameters. These include:

* modified convection scheme and snow albedo under vegetation,
on 16 May 1990,

* modified sea surface fluxes, with a major impact on evaporation,
on S5 June 1990,

* new mean annual albedo, modified cloud and radiation subroutines and
revised vertical diffusion scheme, on 9 April 1991.

The quality of 2m temperature and cloud cover forecasts over Europe since the
1990 changes is discussed in the following paragraph. In the third section,
the expected impact of the last change listed above is illustrated, with the
aim of providing guidance to users of 2m temperature forecasts in statistical
applications.

2m temperature and cloud cover verification over Europe in the past vear

Verification of the forecast of 2m temperature and cloud cover over Europe
since April 1990 is shown in Fig. 1, for T + 60 and T + 72 hour forecasts. The
plotted values are the monthly means of the forecast error against synoptic
observations. For 2m temperature, a correction for the difference between
model orography and real orography has been applied.

In order to improve the statistical significance of the data set, the forecast
errors interpolated at each station have been averaged over 200 x 200 km?
boxes, so that the spatial distribution of the data is more uniform and their
inter-correlation is reduced. It should also be noted that boxes with
observations that are too inhomogeneous (regardless of the forecast values)
have been excluded from the statistics on a day-to-day basis.

On average the forecast underestimates the cloud cover slightly more during
the day, with little seasonal variation. The spread around the mean is large,
with a standard deviation of about 3 octas.
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Error of 2m Temperature — 72 hour forecast
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Fig. 3: Error of the 72-hour forecast of 2m temperature for the forecast
based on 15 July 1990, operations (top) and experiment (bottom).
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The curves for 2m temperature show a marked seasonal variation, as previously
pointed out. The month with the greatest bias is September. Standard deviation
values range from 2.5 to 3.5 degrees.

Expected impact of the recent change

The last points of each curve in Fig. 1 are based on the period 10-30 April
1991, i.e. the period after implementation of the change on 9 April. An
overall effect of the change is to decrease the net radiation available at the
surface, which has a significant impact on the temperature in the boundary
layer. Although not clear from the data for April, this impact can be
estimated from the experiments run by the Research Department prior to
implementation.

Fig. 2a shows the impact at T + 72 hours over Europe in summer. The points
correspond to the forecast against observed values (correction for orography
applied) for eight summer experiments together. The bias is reduced from 1.2
to 0.3 degrees. In spring and autumn (four experiments), the bias is also
reduced from 2.0 to 1.1 degrees. However, in winter (Fig. 2b, four
experiments), the existing cold bias is increased from -1.0 to -1.8 degrees.

Similar plots for T + 60 hours forecast do not show any significant trend.

The average impact of the change on cloud cover over Europe is limited. There
remain serious deficiencies in the 1local cloud forecast, which have a
significant impact on 2m temperature, as shown in Fig. 3 (experiment based on
15 July 1990, T + 72 hour forecast verified against synoptic observations,
without box averaging). In this example, several changes in the 2m temperature
predicted by the experiment are due to local modifications of the cloudiness
(e.g. over the Low Countries and over Corsica and Sardinia). At the same time,
the overall bias over western Europe has been reduced by about 2 degrees.

Conclusion

The quality of the forecast of weather parameters such as 2m temperature and
cloud cover is highly dependent on the physical parametrization used in the
model. In the case of the recent model change, little impact on cloud cover
over Europe should be seen on average, but significant differences can be
expected for daytime forecasts of 2m temperature. It is not yet known to what
extent this will interact with the effects of the forthcoming increase in
model resolution.

Re-tuning of statistical applications using this parameter will in any case
be required. In view of the model changes to be expected in the near future,
designers of such applications should be encouraged to use adaptive filtering
wherever possible (cf for example ECMWF Newsletter no 46, June 89, for an
introduction to Kalman filtering).

- Bernard Strauss, Alex Rubli

x k Kk k k k*k Kk *x *x Kk *x %
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THE ERS-1 MISSION

ERS-1 is an ESA satellite designed for environmental studies. The project was
conceived in 1977, for launch in 1987. As happens with large and complex
projects, there has been some slippage in the launch date, and the current
best guess is that it will be in July 1991.

The spacecraft (Fig. 1) is a radar engineer’s delight, with three major radar
systems on board, together with a number of other instruments.

Scatterometer

At the top of the figure, the set of three antennae are part of the wind
scatterometer (SCAT). The scatterometer looks outwards and downwards to the
right of the satellite track. It illuminates a patch of sea-surface with a
radar beam from each antenna, and measures the radar return signal, which is
mainly caused by Bragg scatter from short (5cm) wind-generated capillary
waves. The radar return depends on the orientation of the waves in relation
to the beam direction, and on the amplitude of the waves, which in turn
depends on the wind speed. The three antennae provide three different surveys
of the same patch of sea, and from this information wind direction and speed
at the sea surface can be estimated, provided there are good statistical
relations between wind and radar return. The main limitation is that there can
be an ambiguity of about 180 degrees in the wind direction, partly inherent
in the instrument design, and partly resulting from the inevitable noise in
the measurements. This can usually be resolved using independent information.
ECMWF will provide global wind forecasts to ESA to assist in dealing with this
problem.

The scatterometer provides wind data in 25km wide cells in a swath 500km wide
starting at 250km from nadir. Once per orbit, the data from the scatterometer
are down-loaded from the tape recorder to one of the ground stations at Kiruna
in Sweden, Maspalomas in the Canaries, Gatineau in Canada or Fucino in Italy.
From there they are forwarded to ESRIN in Frascati where they are inserted
into the meteorological networks. The geophysical low-bit-rate data from the
other instruments will be disseminated in the same way.

Synthetic aperture radar

Just below the scatterometer antennae on Fig. 1 is the large (10m) antenna of
the Synthetic Aperture Radar (SAR). SAR is a quite different radar instrument
from the scatterometer, and has much higher power requirements. With elaborate
signal processing it is possible to convert the effect of the motion of the
antenna into the equivalent of a very long antenna, which provides high
resolution radar images along a swath 100km wide to the side of the satellite
track. Because the operating frequencies of the SAR and scatterometer are
almost unaffected by cloud or rain there is an all-weather capability for
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Fig. 1: The ERS-1 spacecraft
(Reprinted from ESA Bulletin No. 65 - February 1991)
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monitoring the surface of the land and ocean in great detail. Ocean
applications for SAR include studies of ocean surface waves, ocean internal
waves, ship tracking, and ice-floe tracking. The radar return over land is
sensitive to surface dielectric variations caused by variations in the state
of vegetation, soil moisture, etc. Land applications include mapping, forest
and crop studies, glaciology, geology, and earth resource studies (e.g mineral
prospecting) .

Given the huge data-rates involved, SAR only operates in image mode while the
satellite is in view of a ground station. A number of non-European countries
(including USA, Japan, Australia, Brazil, Ecuador, India, Indonesia) are
installing SAR ground stations. The SAR data are expected to generate revenue
for ESA.

Interactions of SAR and SCAT

The scatterometer and the SAR share much of their electronics, and the SAR in
image mode cannot operate together with the scatterometer. The power
requirements for SAR are such that it can be in operation for at most 7
minutes per orbit in daylight, and 3 mins per orbit in eclipse. As SAR data
over Europe is of great interest to the ESA member states, SAR will be heavily
used on day orbits near Europe. Twenty per cent day-time availability and 80%
night-time availability of scatterometer data in the eastern Atlantic and
European coastal seas is expected. Elsewhere over the world ocean almost
continuous scatterometer operation is expected.

The SAR can also operate in wave-mode to take a quick look at a small 5km
square patch of ocean once every 300km and produce a fourier transform of the
resulting imagette. From this the surface wave spectrum can be recovered,
provided one knows the modulation transfer function, and has a good first-
guess at the spectrum. The WAM group will use the SAR imagettes for wave
assimilation in the WAM model at ECMWF.

Radar Altimeter

Just below the SAR antenna in Fig. 1 is the large dish of the Radar Altimeter,
which will operate at almost all times over ocean and land ice. The radar
altimeter directs a carefully designed radar chirp at nadir, 50 times per
second. Measurements of the return time enable measurement of the height of
the satellite. From this the figure of the earth (the geoid) can be estimated,
and thence the dynamic height of the ocean, from which it is possible to infer
ocean currents. The intensity of the return signal enables estimation of the
surface roughness (a flat sea is a good reflector), and hence the wind
strength.
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Lastly, the rate of rise of the return chirp enables estimation of the state
of sea, and so the rms wave height. Besides its importance for the study of
ocean currents, the altimeter will be used to estimate the volume of the
Greenland and Antarctic ice-caps. This is a matter of some interest, given the
concern about the greenhouse effect.

Along track scanning radiometer

Adjacent to the radar altimeter dish in Fig. 1 lie the port for the infra-red
radiometers of the Along Track Scanning Radiometer (ATSR, a UK instrument) and
the antenna of the associated microwave sensor (ATSR/M, a French instrument).
These instruments are designed to give high precision measurements of sea-
surface temperature, through the use of several frequencies and an actively
cooled instrument.

Platform

The lower half of the satellite in Fig. 1 is taken up with the platform and
solar array. The platform, based on the French SPOT-1 platform, provides the
power, control, and telecommunications facilities needed to operate the
satellite and down-load the data from the instruments. Management of the solar
panel is considerably simplified by the fact that the satellite will be in
sun-synchronous orbit.

Orbit characteristics

The satellite orbit will have an altitude of about 780km and an inclination
of 98.52 degrees, so that it will be sun-synchronous. The descending
equatorial crossing will be at about 10h.30, local time. The satellite orbit
will drift slowly westward with time. If the satellite passes exactly overhead
a given point on one day, it may not revisit the same point again for many
days. In a 3-day repeat cycle the satellite will revisit exactly the same
point (to within a kilometer) every three days. In such an orbit there are
many areas that will never be seen by the satellite’s instruments. Small
changes in altitude (up to 20km) will be used to change the repeat cycle from
3 days for the commissioning phase in late 1991 (and for three-month dedicated
"Ice Phases’ in early 1992 and early 1994), to 35 days for the main
exploitation phase in 1992/3.

The orbit variations have little or no impact on operational meteorology.
However the orbit has been the subject of impassioned debate between user
communities with conflicting needs for exact repeat data (and for a variety
of repeat cycles) and other user communities needing global coverage. The
planned orbit is a compromise which optimizes benefits for the maximum number
of users, taking account of their contribution to the project and their
political and scientific standing.
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Geophysical calibration and validation

Before they can be used, the ERS~1 geophysical products must be calibrated and
validated, using as many different methods as possible. Once the engineering
calibration is completed, ESA will, in the autumn of 1991, mount a major field
experiment in the Norwegian Sea to validate the wind and wave products.
Because field campaigns are restricted in spatial and temporal coverage, ECMWF
and other major NWP centres will collaborate with ESA to undertake a global
validation of the products using operational data and assimilation fields.

It is hoped that monitoring of the wind and wave products in the operational
assimilation systems will flag any significant problems with the data.

Since activities at ECMWF will start a few weeks after launch there will be
an opportunity, before the fleet of aircraft and buoys are put to sea, to use
operational data to estimate the parameters in the statistical relation
between radar-return and wind. When the fleet returns we shall see how well
this compares with the specialised data used to establish the ’sea-truth’.

Operational meteorological and oceanographic assimilation of the ERS-1
geophysical products

Once the ERS-1 products have been validated they must then be evaluated for
use in data assimilation. ECMWF and other weather prediction centres are
interested in assimilating the wind products from the scatterometer, the wind
and wave height products from the altimeter, the wave spectra from the SAR,
and in some cases, the sea surface temperature products from ATSR. Assimilated
fields of these wind and wave products will be heavily used in oceanographic
research related to the TOGA and WOCE programmes. Oceanographers will of
course be very interested in the problems involved in assimilating the dynamic
ocean height.

A great advantage of ERS-1 is the global coverage it will provide. Fig. 2
shows the coverage of ship data received at ECMWF for a typical three-day
period. ERS-1 will provide global coverage of surface winds over the world
ocean in a similar three day period, with a resolution of 25 km within the
swath. We expect the ERS-1 data to be most useful in describing small-scale
phenomena such as hurricanes and polar lows. Fig. 3 shows an example of wind
coverage of a typhoon by the scatterometer on Seasat in 1978.

Cost of the proiject

The cost of the ERS-1 project is about 800 million accounting units. In
addition to the investment by ESA, there are many national investments in the
project, in the form of ground stations, snf processing centres. Fig. 4 shows
the radome of one of the ground stations being set up in anticipation of the
launch of ERS-1.
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Fig. 4: Radome of a ground station in its final stages of construction

Future scatterometer programmes

ERS-1 should have a lifetime of three years or more, and so there should be
little break in coverage if ERS-2 is launched in 1994 as planned. NASA’s first
scatterometer since Seasat should fly on the Japanese platform ADEOS in 1996;
it will be a two-sided scatterometer, looking at both sides of the satellite
track. ESA will include a two-sided scatterometer on its first polar platform
in 1997/98, as will NASA on the EO0S-A mission in 1998/9.

- A. Hollingsworth
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THE ECNET TELECOMMUNICATION SYSTEM

Introduction

The ECNET Telecommunication System is the system that connects Member States
computer systems to the ECMWF computing environment. Its primary function is
to disseminate the ECMWF forecast to the Member States. Next it provides
remote job submission to the Cray Y-MP/8 supercomputer for Member State users.
It also enables Member State users to create interactive sessions with ECMWF
computer systems. It is a very complex system consisting of several hardware
and software components. The hardware consists of a VAX CI-cluster, DEC X.25-
routers, an X.25~switch and CISCO routers.

The main software components are the New TeleCommunication system (NTC) and
the National Telecommunication System (NTS). These two systems control the
data transfer and interactive access. The NTC succeeded the RegneCentralen
system and is based on the ECNET protocols defined by ECMWF in the early
1980’s. The NTC became operational on a VAX cluster system in 1986. At
present, 9 Member States use the NTC. As some Member States had their own VAX
computers, a project was started in 1986 to use DECnet protocols for
connections to these Member States. This project was the NTS system and
became operational in December 1986. Nine Member States currently use the NTS
system.

Hardware confiquration

The ECNET Telecommunication System runs on a VAX/VMS cluster. Fig. 1 shows
the current status of the hardware configuration and the Member State
connections. There are at present four different types of connections in use.

1. The NTC system based on the ECNET protocols supports an HDLC type of
connection which connects directly to an HDLC interface on a VAX
11/750. This is generally referred to as NTC level 2. This type of
connection relies on specific hardware (the HDLC interface) used by the
NTC software, and is only available on ECMWF’s VAX 11/750.

2. The NTC also supports X.25-based connections called NTC level 3. This
type of connection uses the X.25 protocols for the lower levels of the
network protocol (ECNET). The Member State line connects via an X.25-
switch (CAMTEC or CISCO-router) to a DEC X.25-router. This X.25-router
has an Ethernet connection to the VAX with the NTC software.

3. The third type of connection is DECnet. The Member State line connects
to the DEC X.25-router which supports both the X.25 and DECnet
protocols. The NTS software controls data transfers for Member States
with DECnet connections.
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Fig. 1: Current status of the ECNET hardware configuration and the Member
State connections
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4. A fourth type of connection is a TCP/IP link. At the moment this is
under test with France. When this type of connection becomes

operational, the data transfer to Member States with this type of
connection will be controlled by the NTS software.

The speed of the links to Member States varies from 4.8 Kbps to 64 Kbps.
There are limitations on the speed that can be used for NTC-type connections.
This is because the ECNET protocol is old and cannot cope with high speeds
(its maximum being about 9.6 - 14.4 Kbps). DECnet and TCP/IP protocols are
better and more reliable. With these protocols it is only the hardware that
puts a limit on the line speed. The DEC X.25-router and the CISCO router
support speeds on wide area network connections of up to 2 Mbps.

File transfer

The primary function of the ECNET Telecommunication System is to disseminate
the ECMWF forecast. It also provides Member State users with a remote job
submission facility to the ECMWF CRAY Y-MP/8. The Remote Queuing System (RQS)
package from Cray is used for this. All data transfers between ECMWF and the
Member States use either the NTC or the NTS system. There are six groups of
files that can be transferred: DD - Data Dissemination, DA - Data Acquisition,
RJ - Remote Jobs, BO - Batch Output, PF - Permanent Files, and GX - Graphics
Files. All these are supported on both the NTC and the NTS systems at ECMWF.
With Member States using NTC it depends on their implementation of the ECNET
protocols whether all file types are supported. There are also limitations
of data transfer because of restrictions in the network protocol and the VMS
operating system, e.g. the ECNET protocol restricts a file to 9999 records:;
VMS puts a limit on the record size of 32767 bytes; and with TCI/IP binary
transfer one loses the file structure. Both the NTC and NTS use the VMS
queuing mechanism to control file transfers. This gives a similar user
interface and also a good recovery mechanism in case of transfer and/or system
failures. Each Member State has one queue on the VAX cluster where file
transfers are entered, and the VMS operating system passes requests to the
queue control process. The NTC and NTS both have their own program for this
queue control process (in VMS terminology this is called a symbiont). The NTC
symbiont interfaces with the ECNET processes of the NTC system to transfer the
file and the NTS system interfaces with standard VMS commands for DECnet and,
in the near future, TCP/IP - FTP file transfers. The TCP/IP - FTP file
transfers are being investigated as part of the pilot project for the 64 Kbps
connection to France. The files queued for transfer are always copied to
special directories to ensure an extra level of recovery. Computer Bulletin
B3.5/1 describes in detail the user interface for transferring files to and
from Member State computer systems.

Remote job submission is implemented via the Remote Queuing System from Cray
UK Ltd. This system runs on the VAX CI-cluster and controls remote jobs
submitted from the VAX to the CRAY Y-MP/8 and batch output files being
returned. It does not provide direct links with the NTC/NTS systems (unlike
its predecessor, RHF) so some extra processes on the VAX CI-cluster have been
created to control incoming Member State remote jobs, so that they are passed
on to RQS; batch output files returned from the Y-MP/8 have to be queued for
transfer to the correct Member State.
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Interactive service

The ECNET Telecommunication System also provides an interactive service. This
service is accessible depending on the protocol used; four protocols are
available for the interactive service. The first, the NTC ECNET protocol, is
a very limited service and only provides one interactive session per Member
State. This is a special session for limited control of data transfer and
remote jobs for operators from Member States. The second protocol available
is the X.29 protocol. This implements interactive sessions using the X.25
protocol; it can be used via the public X.25 network (PSS in the UK) or via
the Member State leased lines that are connected to the X.25-switch, CISCO-
router or DEC X.25-router. Member States need to have the appropriate
hardware and software to use this service. For Member States with DECnet
connections all nodes on the DECnet network of ECMWF are, in principle,
reachable for both network and interactive operations. This also applies for
future TCP/IP - TELNET connections. These last three types of connections
(X.29, DECnet and TCP/IP) are tightly controlled and monitored, as ECMWF'’s
expanding network requires extra security measures for the ECMWF computer
systems, to prevent their unauthorised and improper use. The NTC ECNET
interactive sessions are considered to be sufficiently secure (being on a
leased line, and requiring in-depth knowledge of the NTC ECNET protocol).

Conclusion

The ECNET Telecommunication System has developed in the last few years into
a very complex system. Moving to better and international standard protocols
(DECnet, TCP/IP, OSI) has and will increase reliability and performance. The
NTS system in particular has proved to be very flexible, in that it is
independent of the network protocol used as long as there is a simple user
interface for the protocol to transfer files. Work is now being carried out
to integrate fully TCP/IP - FTP transfers within the NTS. On the hardware
side, higher speed links (64 Kbps - 2 Mbps) will become more widely used.
This will gradually eliminate ECNET protocols because of the restrictions they
impose. Multi-protocol routers (such as the CISCO router) will become
standard, making the move to a full implementation of the OSI network much
easier.

- Tony Bakker

* % % %k % *x *x *x k*k *x % %
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INTERNAL NETWORKS AT ECMWF - CURRENT STATUS AND FUTURE PLANS

A vital service

A Local Area Network was first installed in the Centre in 1983. Since then
reliance on the various networks has increased so much that the operational
r6le could not be carried out without them. The networks are a strategic
resource; the information arteries of the computing service.

Since the start in 1983 with Control Data’s LCN, the Centre has added many
more network facilities. DECnet, CDCnet, the PC network and the Sun
workstations, general TCP/IP connections to all the major systems, and now
TCP/IP connections to Member States, have successively been integrated into
the overall system.

With a good local network service installed the computer systems can perform
specialised functions, so that, as in the Centre’s present system, the file
services, interactive services, and high-speed floating point computation are
located on different machines. This makes it possible to change and upgrade
the individual systems without destroying the overall service.

Local networks and the services they offer are now expected as a matter of
course in any computer service environment. To support the computing services
vital to the Centre’s operational and research réles, constant monitoring of
the networks is needed, and plans must be made to keep them up to date and
effective.

Bits, bytes and copper wires

Data networks function at two distinct levels’. There is the physical level
(e.g. wires, connectors and voltages), and the logical level (files, commands
and data).

To connect computer systems physically, they must each use the same connector,
the same type of wire, and must agree as to the voltages and timings used on
the link. A physical connection is not sufficient, however. To get useful
work out of the connection, it must be made at a logical level. To do this,
the same protocol - the set of conventions governing a conversation between
computers - must be used. Usually, the physical nature of the connection
determines how much data can pass along it (its bandwidth), and the protocol
determines what meanings the data may have (for example one might be able to
transfer a file, start an interactive session, submit a job, issue a warning) .

" Actually, at many more than two (pace 0SI), but these two are obvious to the
observer.
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At the Centre, a number of different physical connections are used for the
networks: LCN (which is to be replaced in 1991); direct channel connections
(from Cray to IBM and to CDC); IBM Token Ring (used between some of the office
PCs and the IBM mainframe), the Ultra network and Ethernet. The Ethernet has
the largest number of connections, and it carries a variety of protocols: the
PC network, the VAXes, the CDC machines and the open protocol TCP/IP. All
exist happily together on the same cable.

An open and shut case

In the early days of computer networks, the physical connections and the
protocols which used them were usually part of a single package provided by
the network supplier. This is true, for example, of Control Data’s early
mainframe network, LCN. The protocol which runs over LCN is called RHF; the
physical connection used for RHF is LCN. Only LCN supports RHF, and only RHF
can use LCN. This means that there is no possibility of taking a machine with
some other type of network attachment and connecting it easily into an LCN/RHF
network: the network is a closed one.

More recently, the computer industry has moved towards open networks.
Openness means different things to different people: at its most ambitious it
implies that any machine should be able to communicate with any other machine,
using any available link, and without burdening users with details of physical
connections. Most protocols today achieve a degree of openness: they can
usually use a variety of physical connections from different suppliers.

However there are only two protocols (properly protocol families, since they
each contain many different elements) which can claim to be truly open; these
are TCP/IP and OSI. Some of the advantages of true open protocols are
obvious: they allow computers to be assembled (like Lego bricks) into complex
systems, and they obviate the need to worry about compatibility. They also
eliminate dependence on a single supplier, and introduce a useful element of
competition between suppliers.

With this generation of protocols, it is possible to make a logical connection
between machines, even when there is no physical connection, provided both
machines understand the same common protocol. Other machines in the network
act as gateways (or routers or bridges’) to complete the path. The Centre’s
Cray, for example, has physical connections only to the IBM and CDC mainframe
computers, and to a Sun file server, yet it exchanges data with Sun
workstations in offices, with the PC network, and with Member States.

The TCP/IP protocol family is available on all the Centre’s machines. It is
the protocol of choice for new applications, being very closely integrated
with the UNIX operating system used on the Cray and on the workstations.
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