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Introduction - Traditional data handling Weather
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Why people
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Introduction - “Cloud” data handling Visual €5
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With increasing NWP resolutions... \\’/i\signt(hger
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Access degraded resolution Weather
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Access degraded resolution Weather
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Next step - Tiling Weather
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Next step - Tiling Weather
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Tiling - Small area, middle resolution Weather
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Tiling - Bigger area, full resolution Weather
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Different Data Access Intents
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Single point query (server side interpolation) wexther
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Forgotten latency Weather
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Single point query (client side interpolation) \\’li\%azlat(?er




Visual (Q

Time and vertical profiles Weather
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Point vertical query (client side interpolation)‘ﬁgﬂ,{?ﬂ
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Point vertical query (client side interpolation) \yeather

All vertical levels
for a parameter
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Time series query (client side interpolation) ‘\’,i\iue}',t%r
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Time series query (client side interpolation) \yeather
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Summary - Basic principles Weather

e Understand what client does and what he may do next.
e Make data subsets cache-able.

e Expressed more technically:

— Split source dataset into “tiles” on server side (considering resolution
required by the user, make it transferrable, minimise request-response
latencies)

— Ensure data “tiles” or “tile sets” are cacheable and reusable for the client.
— Minimise number of requests by building specialised “tile sets” for different
access intents (geospatial maps vs. vertical profiles vs. time series etc.)
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Summary - Some implications Weather

e Built-in into Visual Weather’s WCS 2.x implementation, very
“raw” extension.

e Correlation with OGC WC-Tile-S activities.

e Tiling has 2 important technical implications:
— Data being processed is collocated in memory.
— Allows better paralellisation in modern CPUs.
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