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§  Development of public data services 

§  NetCDF support in MARS 

§  Data services usage 



Development of public data services (D5.2) 
CERA-20C atmospheric data in GRIB format archived on MARS (Meteorological 
Archive and Retrieval System) 

•  Data is accessed via a meteorological meta-language interface 

retrieve, 
    class=ep, 
    date=2004-01-01, 
    expver=2379, 
    levtype=sfc, 
    number=0/1/2/3/4/5/6/7/8/9, 
    param=34.128, 
    stream=enda, 
    time=00/03/06/09/12/15/18/21, 
    type=an, 
    target="data.grib" 

CERA-20C ocean data in NetCDF format archived on ECFS (ECMWF File System) 

•  large file system for files that are not suitable for storing in MARS 

•  UNIX-like commands enable users to copy data 

ecp ec:/ERAS/cera20c/${EXPID}/an/output/${YYYY/*   $SCRATCH 



Data archiving of CERA-20C reanalysis 
Key facts and numbers: 
§  production from Nov 2015 to Jun 2016 using 5% of HPC system  
§  500,000 4D-Var problems to solve, one every 30 seconds 
§  1600 Tb of climate data (massive throughput for the file systems) 
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Production speed: lot of variability, many manual actions with on-the-fly optimisation 
for the different production streams 

1900 2010 



Development of public data services  

Consolidation of CERA-20C into user version 

Production is complete and quality of data has been checked, the various 
CERA-20C streams will be consolidated into a single version: 

§  Retrieve all relevant data (GRIB/NetCDF Fields, ODB feedback) 

§  Re-badge headers with the user version (0001) 

§  Archive back into MARS 

This process is ongoing and expected to take several months 



Services offered by MARS 

§ MARS archives atmospheric field of CERA-20C (incremental archiving) 

§ CERA-20C consolidation is ongoing to offer the required data service: GRIBs are 
reorganised into larger files, to minimise the total number of files and collocate 
related fields 

§ On retrievals, MARS find the required fields, reads them from tape, and re-
assembles them according to the user’s request 



CERA-20C goes public for 1901–2010 

Public Data Server has been extended to include CERA-20C 
Public interface to data stored in MARS 
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CERA-20C goes public for 1901–2010 

Monthly means already available 
Analysis and forecast available very soon (2-3 weeks) 



Example with a Python interface (Web API) 

§  Install a simple library 
§  Download data via scripts 

from ecmwfapi import ECMWFDataServer 

server = ECMWFDataServer() 

server.retrieve({ 

     'dataset' : ‘cera20c', 

     'stream'  : ‘edmo', 

     'levtype' : 'sfc', 

     'param'   : '165.128', 

     'date'    : '20091201', 

     'type'    : ‘an', 

     'number' : 0, 

     'target'  : "data.grib" 

    }) 



§  Development of public data services 

§  NetCDF support in MARS 

§  Data services usage 



NetCDF support in MARS (D5.1) 

Original NEMO output files contain many variables (2D, 3D), feedback files, restart 
files, ocean observations, all annotated with NEMO’s own convention 

Technical developments in MARS to support archiving and retrieval of data in NetCDF 

 

Solution considered:  

NetCDF files are split into individual NetCDF files, 2D or 3D 
§  Resulting NetCDF files must follow an agreed convention based on CF 

§  Resulting NetCDF files are annotated with MARS specific information. These attributes 
are used by MARS to index the NetCDF files, and treat them as simple binary records 

On retrieval, those records will be assembled in a single NetCDF file to be delivered 
to the user 



October 29, 2014 

Prototype of NetCDF Ocean output in MARS 
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Support for NetCDF at ECMWF 
Other projects require NetCDF support 

§  Sub-seasonal to Seasonal project (S2S) requires archiving in MARS of Ocean output 
from 11 production Centres (near real-time + reforecast) 

§  Other forecasting systems producing ocean output (HRES, ENS, ….) 

§  All data being served from ECMWF Data Portals within a common framework 

Define common metadata that will allow tools to seamlessly handle all the above 

§  Define a MARS/NetCDF convention 

Challenges: 
Define what variables to archive, focusing on user service 

§  not all output is interesting to users 

Find CF standard names (not only for NEMO, but for any ocean field) 

§  About 60% variables have a CF standard name 

Find correct metadata to enable assembling records on retrieval (monthly means) 



§  Development of public data services 

§  NetCDF support in MARS 

§  Data services usage 



Data service usage (D5.3) 

§  Establish user requirements for reanalysis data and measure service usage 
and performance  

§  Set up the users support 

§  Experience gained from ERA-20C released on 1 October 2014 



Data service usage 

§  Establish user requirements for reanalysis data and measure service usage 
and performance  

§  Set up the users support 

§  Experience gained from ERA-Interim 


