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Background

• UM has functionality for aerosol and chemistry by way of UKCA
• UKCA uses GLOMAP for aerosol processes and ASAD for chemistry
• Users of UKCA mainly model climate although some want to use with AQM

• Resolution
• UK Met. Office Unified Model (UM)
• All this work is with N96 (192x144x85 grid boxes) ~ 2degree

• MPI configuration
• 128 MPI tasks in 2D topology (16x8)

• Various OpenMP

• My job was funded by JWCRP (NCAS) in collaboration with Met. Office
• To assess computational efficiency and address places in code where it appears inefficient
• Introduce OpenMP to UKCA for enhanced parallelism
• The UKCA version of GLOMAP has no OpenMP so already planned to introduce it for enhanced parallelism (some history as 

done in 2010 with academic code TOMCAT)

• First work done 2015 – 2016 with vn8.6 
• Slightly ahead of academia and slightly behind climate group at UKMO
• Migrate to vn10.x to lodge on trunk
• This was managed a vn10.6 branch (DONE Sep2016) except for OpenMP
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Motivation

• When activated UKCA adds overhead
• Configuration 1, full chemistry and aerosol

• 30% of run is >40% overhead
• Configuration 2: reduced chemistry 

• with pre-calculated concentrations, i.e. offline oxidants
• 20% of run is ~25% overhead

• Climate simulations – as stated by their scientists
• Years 1850-1950 and 1950-2050 (also pre-industrial, non-anthropogenic scenarios)
• At best 15 months per day
• Resolution is N96L85 (192x144x85 grid boxes)
• Expect to use 448 cpus to achieve

• Options
• Reduced complexity e.g. reduced GLOMAP and fewer chemical species 
• more parameterisation (some groups are doing this)
• Limit the frequency of calculation, typical only call UKCA every third time step
• Improve computational efficiency (a continuous evaluation)
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Click to edit Master title style
Relating physical space, computational domain 
and arrangement in memory
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ii=1 ii=2 ii=3 ii=4

Examining one of those levels
ii=1,rows and kk=1, row_length

MPI 2D TOPOLOGY e.g. 8x4 MPI tasks
Consider one MPI task with 
L = 1, model_levels

ii=1 ii=2 ii=3 ii=4

Globe Graphic: Warren M Washington et al. Phil. Trans. R. Soc. A 2009;367:833-846

Two layers in memory
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Reference code 2 threads Development code 2 threads
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IK=3 IK=4

One MPI task

IK=1 IK=2

Columns in memory

ii=1 ii=2 ii=3 ii=4ii=1 ii=2 ii=3 ii=4

Original 
method

New method

Whole atmosphere transformed from 3d array to one long vector
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Original Modified as in vn8.6 

nbox = ni*nk*nl

t1d = reshape(t3d, nbox)

…

call aero_step(t1d,nbox)

…

mode_tracers = reshape(ae_nd, nk,ni,nl)

…

! mode_tracers returned to atmosphere code

DO ii = 1,  rows

DO ik = 1, nseg

! Extract columns for this chunk

jl =0

DO kk = k_lo, k_up

DO L = 1, model_levels

jl = jl +1 

t1d(jl) = t3d(kk,ii,l)

END DO

END DO

nbox_chunk = jl

call aero_step(t1d, nbox_chunk)

jl =0

DO kk = k_lo, k_up

DO L = 1, model_levels

jl = jl +1 

mode_tracers(kk,ii,l) = ae_nd(jl)

END DO

END DO

END DO

END DO

! Mode_tracers returned to atmosphere code

Modified for cache blocking vn10.5 

DO ik = 1,  nseg

! Extract columns for this seg

CALL extract_segment(t3d,t1d)

CALL aero_step(t1d, nbox_seg,ae

! Mode_tracers returned to atm

CALL insert_segment(ae_nd, mod

END DO



Effect of reducing the segment size, no OpenMP
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Version 8.6 (In May 2016) at Cray User  
Group Meeting, London

• However, latest implementation in 
vn10.5 shows no significant 
improvement because there was 
an interim “fix” applying chunking 
and OpenMP within 
UKCA_AERO_STEP()

• Achieved with arbitrary but 
informed knowledge and 
experience of HPC team at UKMO.

• Will have to rerun cases with that 
undone to show genuine effect of 
segment method as data blocking 
for cache



Chasing release schedule

• Might be pioneering an actual “academic” contributing directly to lodging code

• Had to learn procedure for lodging code

• Competing with 5 or more code developments within same section of code

• When a new version is released 
• Make a  new branch 
• Merge in my changes (often difficult due to number of changes lodged by other developers)
• Re-test with my development case 

• Then do following 
• Rose stem (more than 100 tests to ensure no side effects from my changes)
• Documentation 
• Sci/tech review
• Code review

• I missed; vn10.2, vn 10.4 and vn10.5
• Mainly due to decision to enhance before next deadline

• Got segment method into vn10.6 (hoorah!)
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nbox = ni*nk*nl

t1d=reshape(t3d, nbox)

call aero_step(t1d,nbox,ae_nd)

mode_tracers=reshape(ae_nd, nk,ni,nl)

! mode_tracers returned to atmosphere

Add Open MP parallelism
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Original Modified for OpenMP 

Modified for cache blocking 

DO ik = 1,  nseg

! Extract columns for this segment

CALL extract_segment(t3d,t1d)

CALL aero_step(t1d, nbox_seg,ae_nd)

! Mode_tracers returned to atmosphere code

CALL insert_segment(ae_nd, mode_tracers)

END DO

!$OMP PARALLEL DEFAULT(NONE) SHARED(…) PRIVATE(…)

<some preliminary work>

ALLOCATE(t1d,nbmax) ! Assume uniform

ALLOCATE(ae_nd,nbmax,nmode) !2D

!$OMP DO SCHEDULE(STATIC)

DO ik = 1,  nseg

nbs=nbox_seg(ik)

IF(nonuniform_seg) THEN

IF(ALLOCATED(ae_nd) THEN DEALLOCATE(ae_nd)

ALLOCATE(ae_nd,nbs,nmode)

END IF

! Extract columns for this segment

CALL extract_segment(t3d,t1d)

CALL aero_step(t1d, nbs,ae_nd)

! Mode_tracers returned to atmosphere code

CALL insert_segment(ae_nd, mode_tracers)

END DO

!$OMP END DO

<some work round up>

CALL DEALLOCATE(ae_nd)

!$OMP END PARALLEL

! Mode_tracers returned to atmosphere

Significant effort in code rewriting 
to make the gains described here.
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• 3% improvement over 2T
• 5% improvement possible

• There is active chemistry 
processing not yet 
withinOpenMP
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Improvement for UKCA compared to whole simulation

• The percentage of the runtime that is spent in UKCA has been reduced

• Reducing perceived “overhead”
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strattrop16x8 1Thread 2Thread 4Thread 8Thread
walltime whole run 144 1162.95 786.82 618.93 537.08
ukca top 20 194.49 116.33 75.36 56.58
ukca serial func 29.72 25.01 23.80 23.25
ukca parallel func 164.77 91.32 51.56 33.33
percent ukca20 0.17 0.15 0.12 0.11
percent ukca20 serial 0.03 0.03 0.04 0.04
percent ukca20 parallel 0.14 0.12 0.08 0.06
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Comparing OpenMP Schedules: Static and Dynamic

• Choosing uniform segments was important when no OpenMP
• First version in vn8.6 had a restriction to row length maximum segment size

• Moved on since (MAY) can now be flexible in segment size

• STATIC distributes rows evenly
• Noticed that even when 8 threads assigned the scheduler chose only 6

• Additional difficulty in prescribing 6 threads specifically without intervention

• DYNAMIC will allocate all threads some of the work (iterations)
• Remaining iterations are allocating as threads become available

• Only tested default chunk size (OMP chooses)

• Might see variation if we allocate groups of segments to different threads
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Summary

• Currently status
• Early development work within vn8.6 completed

• Restructured code to send smaller amount of data to GLOMAP

• Reduce the time spent in GLOMAP

• Overall runtime reduction by 3-10%

• Activated OpenMP around GLOMAP within a vn10.4 branch

• Added the segmentation method to vn10.5 – NOW COMMMITTED officially in 
vn10.6!

• Added OpenMP to another vn10.5  development branch

• Ongoing plan
• Migrate vn10.5 OpenMP development into a vn10.6 branch

• Start work on a case that has active chemistry
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Current role: Centre for Excellence in Modelling 
Atmosphere and Climate

• The Centre of Excellence for Modelling the Atmosphere and Climate (CEMAC) 
• is a major new initiative within the Institute for Climate and Atmospheric Science 

(ICAS) and School of Earth & Environment (SEE) at the University of Leeds. 
• CEMAC aims to be the UK’s leading centre of excellence in atmospheric & climate 

modelling and complex data exploitation. Its vision is to significantly enhance and 
accelerate our high impact research in weather, climate and atmospheric composition, 
and to train and educate a new generation of students and scientists in the latest 
techniques in scientific computing and data processing & visualisation.

• ICAS has nearly 200 researchers (Ph.D. Student to Professor levels)
• 20 Lead researchers
• 3 research areas

• Climate change
• Atmospheric and Cloud dynamics
• Atmospheric Chemistry and Aerosol processes
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