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Abstract

A numerical framework is developed for consistent integrations of soundproof and
the fully compressible nonhydrostatic equations of motion for all-scale atmospheric
flows; i.e., low Mach number, high-Reynolds number, rotating stratified flows un-
der gravity. The reduced anelastic and pseudo-incompressible soundproof equations
and the fully compressible Euler equations are combined into a common form of
conservation laws for mass, momentum and entropy that facilitates the design of a
sole principal algorithm for its integration, with minimal alterations for accommo-
dating each special case. The development extends a proven numerical framework
for integrating the soundproof equations. It relies on non-oscillatory forward-in-time
transport methods, applied consistently to all dependent variables of the system at
hand, and with buoyant and rotational modes of motion treated implicitly in the in-
tegration. When the fully compressible equations are solved, the framework admits
congruent schemes with explicit or implicit representation of acoustic modes, so the
former can provide a reference for the latter. The consistency of the framework min-
imises the numerical differences between the soundproof and compressible integra-
tors, thus admitting conclusive comparisons between compressible and soundproof
solutions, unobscured by algorithmic disparities. For the large-time-step implicit
schemes, technical differences between the soundproof and compressible integrators
reduce to the selection of either a prescribed or a numerically prognosed density,
and extension of the generalised Poisson solver to a bespoke Helmholtz solver. The
numerical advancements and merits of the approach are illustrated with canonical
simulations of planetary baroclinic instability, an archetype of global weather, and
the breaking of a deep stratospheric gravity waves, an example of nonhydrostatic
mesoscale dynamics.
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1 INTRODUCTION

The problems nowadays faced by numerical weather prediction (NWP) and
climate models are intimately connected with the equations used and their
numerical discretisation. Hydrostatic primitive equations (HPEs) have been
successfully applied in weather and climate prediction for the past 30 years.
However, with the rapid progress of high-performance computing, NWP mod-
els can already achieve globally spatial resolutions outside the domain of va-
lidity of HPEs because of their underlying hydrostatic balance assumption.
While the capability to capture nonhydrostatic effects opens new avenues for
all-scale simulations of atmospheric circulations [45,76], it also puts new de-
mands on the mathematical/physical theories and on the numerical methods
used. For example, the simulated vertical extent of the atmosphere is relatively
thin compared to its horizontal extent, and vertically propagating sound waves
admitted by the fully compressible Euler equations impose severe restrictions
on the numerical algorithms used. HPEs are advantageous in this respect as
they filter vertically propagating sound waves by virtue of the hydrostatic ap-
proximation, thus permitting large time steps in the numerical integration.
Moreover, HPEs imply the separability of horizontal and vertical discretisa-
tion, thus facilitating the design of effective semi-implicit flow solvers. Both
aspects have been central to the development and the success of weather and
climate prediction.

The advance of massively parallel computing in the nineteen-nineties has stim-
ulated broader interests of the atmospheric community in the development of
nonhydrostatic models. With downscaling grid intervals, operational NWP
codes naturally evolved towards extending their proven hydrostatic appara-
tus to the fully compressible Euler equations, from which the HPEs derive.
Although no current NWP model runs globally at nonhydrostatic resolutions
in operations, there is already substantial experience and the accumulated
literature on integrating the all-scale Euler equations for weather and cli-
mate, and many operational models include nonhydrostatic options either for
regional predictions or research [78,18,34,7,48,5,76]. Furthermore, as NWP
models evolved by increasing the grid resolution, cloud-scale and mesoscale
nonhydrostatic research models — originated more than three decades ago
[71,11,24] — were extending their functionality by increasing the spatial do-
main [58,45,49,50,15]. The two paths of development were advancing their
preferred integration methods for stiff PDEs — see [68] for an early review
— with marked examples including semi-Lagrangian semi-implicit time inte-
grators originated in NWP [78,18,34,7,48,76], and Eulerian split-explicit time
stepping methods [45,49,5,50], a heritage of small-scale limited-area mod-
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els [71,24]. The assortment of schemes was further enhanced with various
forms of spatial discretisation, including finite-differences [78,18,49,5], spectral
transforms [78,7,76], finite-volumes [45,50], and more recently element-based
Galerkin methods [15]. The technical literature devoted to the advancement of
nonhydrostatic atmospheric models is extensive, and the references provided
merely illustrate its diversity.

The imperative to drop the hydrostatic approximation with increasing reso-
lution has opened a debate on the theoretical formulation optimal for NWP
and climate models. The fully compressible Euler equations are universally
valid for atmospheric motions across the range of scales from cloud micro-
turbulence to planetary circulations. On the other hand, they admit acoustic
modes — arguably of relatively little physical significance due to their low
energy compared to other modes of motion — that provide serious computa-
tional drawbacks due to the large speed of sound in the stratified terrestrial
atmosphere [28]. Notwithstanding, most efforts in NWP have been directed so
far into solving the fully compressible equations, dismissing soundproof sys-
tems as unsuitable for modelling weather and climate based on scale or linear
analysis; cf. [17] and references therein. Historically however, the majority of
research in low Mach number flows under gravity, ranging from planetary at-
mospheres and oceans to mantle and solar convection, has relied on reduced
soundproof equations that retain thermal aspects of compressibility but are
free of acoustic modes. In particular, there is a body of literature attesting to
the efficiency, accuracy, versatility and robustness of soundproof models per-
mitting large time steps for a wide-ranging array of physical applications [64].
Accordingly, there is an interest to utilise the virtues of soundproof concepts
in global nonhydrostatic NWP and climate models [20,1,4,29,8]. The current
paper continues in this spirit, by combining the versatility and robustness of
soundproof numerics with the compressible equations.

Herein, we document the development of a consistent numerical framework for
conservative integrations of a suite of all-scale nonhydrostatic PDEs, including
the anelastic [35,36], the pseudo-incompressible [19] and the fully compressible
Euler equations of atmospheric dynamics. Philosophically akin to the recent
work [8], but technically different, the present development augments an estab-
lished multi-scale, multi-physics Eulerian/semi-Lagrangian, high-performance
soundproof research model [42] with large-time-step semi-implicit integrators
of the Euler equations. Moreover, a congruent acoustic scheme forms a spe-
cial case of the framework and is used here for reference; yet, it is applicable
to the study of gas dynamics at low and high Mach numbers in the context
of atmospheric (and engineering) flows [63]. For simplicity and conciseness,
the presentation is focused on the formulation of the conservative dynamical
core; i.e., it is restricted to inviscid, adiabatic dry motions and only briefly
alludes to the optional, congruent semi-Lagrangian integrators. For the nu-
merical experimentation on large scales, an idealised problem of planetary
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baroclinic instability [64] is adapted after [23]. For the simulation of non-
hydrostatic scales of motion we select the non-Boussinesq amplification and
breaking of stratospheric gravity waves, following calculations in [65]. These
two problems epitomise the dynamics of planetary-scale Rossby waves and
mesoscale gravity waves. Comparisons of the corresponding compressible and
soundproof results verify and complement linear [17] and scale [27] analyses,
corroborating the utility of the framework.

The paper is organised as follows. In the following section we first introduce
the three sets of nonhydrostatic governing equations written in a physically
intuitive Cartesian vector form, in abstraction from the model geometry and
the coordinate frame adopted. Then, we combine the three sets into a single set
recast in a form of the conservation laws consistent with the problem geometry
and the unified solution procedure. The thrust of the paper is in section 3,
where we build and document the common numerical algorithm for integrating
the generalised set of the governing PDEs put forward in section 2. In section 4,
we demonstrate the efficacy of this consistent numerical framework in the
comparison of soundproof and compressible solutions to the two idealised flow
problems relevant to weather and climate. Section 5 concludes the paper.

2 GOVERNING EQUATIONS

2.1 Anelastic Lipps-Hemler system

The most reduced analytically, and numerically the simplest, of the three
nonhydrostatic systems considered in this paper is the Lipps-Hemler [35,36]
anelastic set of equations, capable of simulating a broad range of atmospheric
flows [27,64]. For the dry inviscid adiabatic dynamics addressed, these equa-
tions govern the evolution of momentum and entropy, constrained by the in-
compressible form of the mass continuity equation. In a rotating Cartesian
reference frame, they can be compactly written as

du

dt
= −∇φ− g

θ − θb
θb

− f × u , (1)

dθ

dt
= 0 , (2)

∇ · (ρbu) = 0 . (3)

Here, vector u denotes the flow velocity, and θ is the potential temperature —
tantamount to specific entropy via ds = cpd ln θ, with cp denoting the specific
heat at constant pressure. Notably, throughout this paper, ”specific” refers to
dependent variables that are expressed per unit of mass; e.g., the velocity can
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be viewed as specific momentum. Furthermore, the differential operators of the
total derivative d/dt and the nabla∇ = (∂x, ∂y, ∂z) have their generic meaning;
so, d/dt = ∂/∂t + u · ∇. The Coriolis parameter is given as f ≡ 2Ω, where
Ω denotes a constant angular velocity of the rotating reference frame. On the
right-hand-side (rhs) of the momentum equation (1), φ ≡ cpθb(π − πb) with
π ≡ (p/p0)

Rd/cp denoting the Exner-function of pressure, where Rd is the gas
constant for dry air and p0 is a constant reference pressure.

1 The subscript “b”
indicates the basic (reference) hydrostatically-balanced state of the anelastic
asymptotic expansion. Here it assumes constant stratification S = d ln θb/dz =
N2/g ≥ 0, with N and g denoting, respectively, the Brunt-Väisälä (buoyancy)
frequency and the magnitude of the gravitational acceleration g = (0, 0,−g);
altogether, this defines the background density stratification ρb(z) [12].

To facilitate the presentation of numerical solution procedures, we introduce
an auxiliary ambient state (ue, φe, θe) assumed to be a known particular solu-
tion of the Lipps-Hemler system (1)-(3). By admitting alternative perturbation
forms of the governing equations, the primary role of ambient states is to sim-
plify the design of the initial and boundary conditions as well as to enhance
the accuracy of calculations in finite-precision arithmetics. Generally, ambient
states can be time-dependent; e.g., prescribing oceanic tidal motions [72]. In
this paper, only stationary ambient states are considered, e.g., geostrophically
and thermally balanced large-scale flows [58,62]. For illustration, consider sub-
tracting

0 = −∇φe − g
θe − θb
θb

− f × ue (4)

from the momentum equation (1), and writing the entropy equation (2) in
terms of perturbations about the geostrophic balance. This readily leads to
the modified anelastic system

du

dt
= −∇φ′ − g

θ′

θb
− f × u′ , (5)

dθ′

dt
= −u · ∇θe , (6)

∇ · (ρbu) = 0 , (7)

in which primes appearing in the momentum and entropy equations denote
perturbations with respect to the ambient state; so, φ′ = cpθb(π − πe), θ

′ =
θ − θe , and u′ = u− ue.

Noteworthy, including the reference density under the gradient operator in
the momentum equation (1), or (5), is a signature of the Lipps-Hemler system

1 Note two useful relations: ρ−1∇p = cpθ∇π; and π = T/θ, where T indicates the
temperature.
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[36]. While it benefits the conditioning of the elliptic pressure equation [65], it
also restricts baroclinic vorticity production to thermally driven circulations
in vertical planes [62].

2.2 Pseudo-incompressible Durran system

Analytically more general, yet more challenging numerically, is the pseudo-
incompressible soundproof system of Durran [19]. Compared to the anelastic
equations, the pseudo-incompressible system is a lesser abbreviation of the
compressible Euler equations, thus potentially capable to simulate a broader
range of atmospheric flows [17,27,3,64]. In analogous notation to the Lipps-
Hemler system (5)-(7), the pseudo-incompressible equations can be compactly
written as

du

dt
= −cpθ∇π′ − g

θ′

θe
− f ×

(
u− θ

θe
ue

)
, (8)

dθ′

dt
= −u · ∇θe , (9)

∇ ·
(
ρb
θb
θ0
u

)
= 0 , (10)

where θ0 marks a constant reference value of θ, and where we assume the same
constant-stability basic-state profile (denoted by subscript b) as in the Lipps-
Hemler system. This does not necessarily imply the same balanced ambient
state. In particular, a large-scale geostrophically-balanced thermal wind will
be different for the two systems, because it derives as a compatibility condition
from the governing equations. The geostrophic balance assumed in (8) satisfies

0 = −cpθe∇(πe − πb)− g
θe − θb
θb

− f × ue , (11)

as opposed to (4).

Noteworthy, in contrast to the Lipps-Hemler equations, the Durran system
retains the full, unapproximated form of the (specific) momentum equation,
with the complete baroclinic vorticity source. As far as the solutions are sought
for u and θ, the definition of the (diagnostic) pressure variable is flexible, be-
cause pressure in soundproof models adapts to the explicit part of the elliptic
boundary value problem (implied by the mass continuity) and boundary con-
ditions. Consequently, the pressure gradient force in (8) has two contributions
given as

−cpθ∇π′ = −∇φ′ + φ′∇ ln θ , (12)
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where the first term on the rhs is analogous to the Lipps-Hemler pressure
gradient. This, together with a more slowly decaying density of the pseudo-
incompressible system, ρb(θb/θ0), hints at the difference between the pseudo-
incompressible and the anelastic system, expected to amplify with increasing
stratification or increasing spatial scales of the simulated phenomena. Fur-
thermore, in the small-scale limit where basic profiles ρb, θb converge to con-
stant reference values ρ0, θ0, the pseudo-incompressible and anelastic systems
reduce, respectively, to the incompressible Euler and Boussinesq equations
[17,62,26,27,3].

2.3 Compressible Euler equations

The compressible Euler equations that encompass the reduced soundproof
systems can be written in a variety of analytically-equivalent forms. Because
the goal of this paper is to present consistent conservative integrators of all
three systems, the compressible equations are written in a particular form
emphasising the similarity of the three systems: 2

du

dt
= −cpθ∇π′ − g

θ′

θe
− f ×

(
u− θ

θe
ue

)
, (13)

dθ′

dt
= −u · ∇θe , (14)

dρ

dt
= −ρ∇ · u , (15)

π =

(
Rd

p0
ρθ

)Rd/cv

, (16)

where specific heat at constant volume is cv = cp − Rd. Here, the balanced
ambient state coincides with that of the pseudo-incompressible system, be-
cause the evolution of specific momentum is governed by analogous equations
in both systems; cf. (8) and (13).

Noteworthy, the Lipps-Hemler and the Durran equations, (5)-(7) and (8)-
(10), do not necessitate the provision of constitutive laws for their solution,
because their respective pressure perturbations are determined from the el-
liptic equations that follow from constraining the velocity solutions to satisfy
mass continuity, i.e. (7) and (10). In other words, their constitutive laws were
analytically accounted for while deriving the reduced equations, and after-
wards are not required unless there is a need to provide, say, temperature
perturbations for moist thermodynamics [31]. This is not the case with fully

2 In contrast to the soundproof systems, the Euler equations are free of any lineari-
sations that discard perturbational terms as negligibly small.
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compressible equations where the ideal gas law in (16) explicitly relates the
thermodynamic pressure perturbations to the distribution of temperature and
mass in the fluid.

2.4 A combined symbolic system

It is practical to view the three PDE systems of sections 2.1-2.3 as special
cases of a single generalised equation set, regardless of the profound physical
and mathematical implications of the soundproof mass continuity equations
(7) and (10) compared to the fully compressible case (15). The generalised
system can be compactly written as

du

dt
= −Θ∇ϕ− gΥB

θ′

θb
− f × (u−ΥCue) , (17)

dθ′

dt
= −u · ∇θe , (18)

d̺

dt
= −̺∇ · u . (19)

Here, the generalised density and pressure variables ̺ and ϕ are defined, re-
spectively, for the [anelastic, pseudo-incompressible, compressible] PDE sets
as

̺ := [ρb(z), ρb
θb(z)

θ0
, ρ(x, t)] , (20)

ϕ := [cpθbπ
′, cpθ0π

′, cpθ0π
′] , (21)

together with corresponding dimensionless coefficients

Θ :=

[
1,

θ(x, t)

θ0
,
θ(x, t)

θ0

]
, (22)

ΥB :=

[
1,

θb(z)

θe(x)
,
θb(z)

θe(x)

]
, (23)

ΥC :=

[
1,

θ(x, t)

θe(x)
,
θ(x, t))

θe(x)

]
. (24)

The generalised system (17)-(19) takes a form of compressible equations, which
can be misleading if taken out of context. Clearly, its interpretation depends on
the definition of the generalised density used in (19), as a prescribed problem
parameter for the anelastic and pseudo-incompressible systems (20), or as a
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dependent prognostic variable with the associated constitutive law

ϕ = cpθ0



(
Rd

p0
̺θ

)Rd/cv

− πe


 . (25)

2.5 Conservative formulation

The set of PDEs (17)-(19) can be further manipulated to generate abstract
forms useful for designing flux-form numerical integrators. For example, com-
bining ̺·(17) with u·(19), and ̺·(18) with θ′·(19), and combining the rhs of
(19) with the total derivative d̺/dt on the left-hand-side (lhs), leads to the
set of conservation laws

∂̺u

∂t
+∇ · (̺u⊗ u) = ̺RRRu , (26)

∂̺θ′

∂t
+∇ · (̺uθ′) = ̺Rθ , (27)

∂̺

∂t
+∇ · (̺u) = 0 , (28)

wherein RRRu and Rθ symbolise right-hand-sides of (17) and (18), respectively,
and ⊗ denotes the tensor product. The prognostic momentum (17) and en-
tropy (18) equations can be viewed as the generic Lagrangian form

dψ

dt
= R , (29)

whereas (26) and (27) can be viewed as the generic conservation law

∂̺ψ

∂t
+∇ · (̺uψ) = ̺R , (30)

with ψ symbolising the three components of the velocity vector and potential
temperature perturbation, while R denotes the associated right-hand-sides.

2.6 Generalised coordinate description

In NWP and climate models, continuous mappings using general curvilin-
ear coordinates are favoured, simplifying theories and models by reflecting
natural material structure of atmosphere and oceans [73]. All developments
in this paper are implemented in the established soundproof model EULAG
(Eulerian/semi-Lagrangian fluid solver, [42]), formulated in the generalised
time-dependent curvilinear coordinates to enable dynamic mesh adaptivity;
see [41,73,30,66] and the references therein. The current developments use the
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stationary subset of this capability, by assuming zero mesh velocity. Conse-
quently all relevant formulae in section 3.2 are valid for spatial coordinates
independent of time. Despite that, further discussions allude to the generalised
time-dependent coordinate description, because the advancements presented
in this paper were inspired by the generalised forms and geometric considera-
tions in the recent work [30] on soundproof modelling of atmospheric flows with
adaptive moving meshes. The results of [30] indicate that soundproof models
in time-dependent coordinates have much in common with compressible flow
solvers. Thus, combining the mathematical/numerical apparatus of sound-
proof equations cast in time-dependent coordinates with the numerics of akin
integrators for transonic and supersonic gas dynamics in stationary coordi-
nates [63], generalises into the consistent numerical framework for soundproof
and compressible equations presented in section 3.2.

In this generalised time-dependent curvilinear coordinate description, (28)
naturally takes the compressible form,

∂G̺
∂t

+∇ · (G̺v) = 0 , (31)

regardless of the definition of ̺ in (20). In (31), (x, t) refers already to the
coordinates of the generalised time-dependent frame, and G(x, t) denotes the
Jacobian. 3 As in section 2, ∇ · .. denotes the scalar product of spatial partial
derivatives with a vector, so d/dt = ∂/∂t+ v · ∇, with the velocity v = ẋ not
necessarily equal to u. Notably, the compressible form of (31) can result from
either variability of the coordinates in time, compressibility per se, or both. 4

The corresponding extension of (26) and (27) to a common symbolic form for
a specific variable ψ is

∂G̺ψ
∂t

+∇ · (G̺vψ) = G̺R , (32)

with some modifications of the right-hand-sides. 5 Importantly, the generalised
mass continuity equation (31) is a special case of (32), with predetermined
ψ≡ 1 and R≡ 0 for all (x, t) and equation sets. This makes the mass conti-
nuity distinct from conservation laws for specific dependent variables ψ, and

3 Mathematical details of differential geometry are unimportant for this motiva-
tional argument; for completeness, however, we recall that G2 is the determinant of
the metric tensor that defines the fundamental metric in a space of interest where
the problem is solved [41].
4 Vice versa, an incompressible form of the continuity equation may result in a
compressible system with suitable variability of coordinates in time; e.g. G̺ = const.,
as for mass-based coordinates commonly used in atmospheric models [32].
5 For instance, ∇ϕ in the momentum equation is replaced with the product of a
coefficient matrix and the vector of partial derivatives, G̃∇ϕ, and u on the rhs of
the perturbation form of the θ equation is replaced by G̃

T
u = v − v

g where v
g

denotes the mesh velocity, set to zero in sections 3.2.2 and 3.2.3.
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its primordial role for the design of the consistent integration framework of
soundproof and compressible systems of PDEs is shown in the next section.

3 INTEGRATION SCHEMES

3.1 Non-oscillatory forward-in-time differencing for fluids

The term “non-oscillatory forward-in-time” (hereafter NFT) labels a class
of second-order-accurate two-time-level algorithms built on nonlinear advec-
tion schemes that suppress/reduce/control numerical oscillations characteris-
tic of higher-order linear schemes. Forward-in-time techniques are standard
in computational meteorology, particularly in the context of semi-Lagrangian
schemes [78,18,7,76,77]. Their virtues, compared to second-order-accurate centred-
in-time three-time-level methods [11,34], include lower dispersion errors and
a lower storage requirement. On the other hand, whenever the intermediate
time-centred field values are required — e.g., for nonlinear non-dissipative
forces [18,66] — FT schemes lead to implicit problems often necessitating
iterative solutions [18,7,66]. Here we are primarily concerned with flux-form
NFT schemes, the conservativity of which is important for simulation of atmo-
spheric acoustics [63], chemical tracers [33,77], climate studies [1,2,77] and ac-
curate representation of slow oscillations in planetary and stellar atmospheres
[74,21]. Last but not least, the addressed flux-form NFT schemes, naturally
lend themselves to imposing flux boundary conditions and generalisation to
congruent finite-volume methods on unstructured meshes [60,63,70,65,67].

An instructive archetype problem to consider is the generalised transport equa-
tion for an arbitrary scalar variable Ψ,

∂GΨ

∂t
+∇ · (VΨ) = GR , (33)

where the vector field V and scalar coefficients G and R are assumed to be
known functions of time and space. Although (33) is reminiscent of (31) and
(32), it matches neither of them exactly; we shall return to this point shortly.
A forward-in-time (FT) discretisation of (33) with respect to Ψ is assumed as

Gn+1Ψn+1 −GnΨn

δt
+∇ · (Vn+1/2Ψn) =

(
GR

)n+1/2
, (34)

where n and n+ 1 index the levels of a uniform temporal grid tn+1 = tn + δt,
and n+1/2 refers to O(δt2) estimates at an intermediate time level. Standard
truncation-error analysis — i.e., expanding all terms in the second-order Tay-
lor series about tn and representing second-order temporal partial derivatives
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in terms of the spatial derivatives based on the structure of the governing
equation (33) [57,61] — leads to the modified equation that is approximated
by (34) to O(δt2):

∂GΨ

∂t
+∇ · (VΨ) = GR

−∇ ·
[
δt

2
G−1V(V · ∇Ψ) +

δt

2
G−1

(
∂G

∂t
+∇ ·V

)
VΨ

]
(35)

+∇ ·
(
δt

2
VR

)
+O(δt2) .

The modified equation (35) reveals the functional form of the O(δt) error due
to the uncentred-in-time differencing of Ψ in (34).

To derive a fully second-order-accurate FT algorithm, (34) is supplied on the
rhs with explicit, at least first-order accurate, discrete representations of the
negative of the error, thus compensating the error to at least O(δt2). The first
divergence expression on the rhs of (35) is intricate but does not depend on R.
Its compensation is within the realm of multidimensional FT flux-form advec-
tion schemes such the “multidimensional positive definite advection transport
algorithm” (MPDATA) [51,30] used throughout this work for the NFT ad-
vection. 6 The second divergence expression on the rhs of (35) is compact,
does not depend on Ψ, and it couples the advection and forcing. Many im-
plementations of FT algorithms treat advection separately from the forcings,
in analogy to centred-in-time-and-space methods. However, leaving this error
uncompensated amplifies oscillations and can lead to instability. Its compen-
sation is technically simple and merely requires a proper implementation of
the rhs forcing [56]. Consider a second-order accurate NFT advection scheme
for the homogeneous case (R ≡ 0) of (33):

Ψn+1
i

=
Gn

i

Gn+1
i

(
Ψn

i
− δt

Gn
i

∇ · (VΨ)
n+1/2

)
+O(δt3) (36)

≡Ai

(
Ψn,Vn+1/2, Gn, Gn+1

)
+O(δt3) ,

where a vector index i = (i1, i2, i3) marks the point xi of a co-located grid.
The expression on the rhs of (36) encapsulates the FT Taylor-series derivation
procedure by expressing its final product as an effectively centred-in-time inte-
gral of the homogeneous (33), symbolised with an overline atop the advective
flux. The identity that follows in the second line of (36) defines an advec-
tion transport operator in terms of its entries, with details of A provided in

6 The MPDATA has been developed over three decades and is widely documented
in the literature; see [57,61] for reviews. It is briefly summarised in the appendix A.
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the appendix A. Given (36), a second-order-accurate solution to (33) can be
generated as

Ψn+1
i

= Ai

(
Ψ̃n,Vn+1/2, Gn, Gn+1

)
+ 0.5δtRn+1

i
, (37)

where

Ψ̃n ≡ Ψn + 0.5δtRn . (38)

Transporting the auxiliary field Ψ̃n (as opposed to Ψn) — i.e. using in (34)
(GR)n+1/2 = 0.5(GR)n + 0.5(GR)n+1 + O(δt2), and incorporating 0.5(GR)n

in the advective operator A — compensates the third term on the rhs of (35)
[56].

Depending on the definitions of G, Ψ, V and R, the outlined archetype PDE
(33) and its NFT integrator (37) solve problems such as (32) formulated in
terms of specific dependent variables (expressed per unit of mass), or solve
problems formulated in terms of dependent variables expressed per unit of
volume, the simplest example of which is (31). In the former case, typical of
the soundproof models, the density ̺ is absorbed in G ≡ G̺, whereas Ψ ≡ ψ
and R ≡ R. In the latter case, typical of gas dynamics, the density is absorbed
in Ψ ≡ ̺ψ, whereas G ≡ G and R ≡ ̺R. In both cases V ≡ Gv, upon which
V ≡ G̺v or V ≡ Gv, respectively, for Ψ representing a specific or a density
type variable. This duality of the interpretation benefits the efficacy of FT
solvers, clearly by admitting computational research across a broad range of
scales and physical scenarios [72,42,63,70,21,66].

Notwithstanding the universality of the NFT integrators in (37), from the per-
spective of designing large-time-step semi-implicit compressible solvers, the
soundproof MPDATA based integrators offer substantial advantages. For ex-
ample, they automatically cancel first-order truncation errors depending on
the flow divergence, regardless of the complexity of the curvilinear framework.
Furthermore, in stationary frameworks, the soundproof integrators naturally
assure — given a sufficiently accurate solution of the elliptic pressure equa-
tion [66] — that flux-form advection does not generate spurious tendencies
of specific variables wherever these variables are locally constant [30]. Also,
limiting the transportive momenta G̺v [53]— as opposed to limiting the trans-
portive velocities Gv in compressible models [46,69,63] — controls extrema of
specific variables consistently with their (physically meaningful) Lagrangian
evolution [53,46,30]. The latter two advantages are important for simulating
atmospheric flows, where actual perturbations of potential temperature, den-
sity and pressure often represent a tiny fraction of the background values. The
most consequential however, is that the soundproof NFT integrator (37) nat-
urally lends itself to implicit representations of the rhs forcing [42]. 7 Taking

7 This is not necessarily the case with the compressible integrators in the spirit of
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into account all pros and cons, we chose to extend large-time-step soundproof
integrators to weakly compressible atmospheric flows, rather than extending
the capabilities of gas dynamics integrators to large-time-step simulations of
low Mach number flows.

3.2 Consistent NFT framework

The remainder of this section shows how to extend the soundproof NFT in-
tegrators to the fully compressible equations, and that this reduces to two
key modifications: (i) utilise the compressible mass continuity equation in
(31) together with its naturally associated compressible integrator in (36) to
prognose the density, while concomitantly defining the transportive momenta
for all specific variables; and (ii) extend the generalised Poisson solver of
the soundproof models to Helmholtz problems arising due to the constitutive
law (25), together with the numerical formulation of the soundproof inte-
grator in (37). The modification (i) is important for minimising numerical
departures between the soundproof and the compressible models, and it suf-
fices for compressible integrations with acoustic time steps; i.e., limited by
the CFL condition based on the speed of sound. The modification (ii) is es-
sential to enable integrating compressible equations with larger time steps.
The two modifications together lead to a class of conservative compressible
NFT schemes with the mass continuity equation integrated in the spirit of
gas dynamics [63], but with the entropy and momentum equations integrated
in the spirit of soundproof equations arising in time-dependent geometry [30].
In the following paragraph, we apply (i) in the context of the compressible
Euler equations under gravity and rotation. The resulting algorithm is ex-
plicit with respect to acoustic modes (hereafter an “acoustic scheme”), yet
implicit with respect to buoyant and rotational modes. This unusual scheme
is a derivative of the proven NFT integrator for the soundproof equations
[42] and prepares the grounds for large-time-step semi-implicit integrators.
Section 3.2.3 discusses (ii) and the incorporation into the acoustic scheme of
bespoke Helmholtz solvers.

3.2.1 Transportive momenta for specific variables in compressible flows

Advecting specific variables with mass fluxes has a long tradition in computa-
tional fluid dynamics. In flux-form anelastic models, it arises naturally [11,52]
as a byproduct of an exact-projection formulation of the elliptic pressure equa-
tion that follows the anelastic mass-continuity constraint. In elastic systems,
it assures compatibility of finite-volume advection with Lagrangian transport

gas dynamics [63], for which the inherent nonlinearity of the conservation laws may
lead to complex nonlinear elliptic problems.
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of the specific variables [33,10,26] and facilitates extensions of compressible
schemes to the soundproof regime [25,47,26]. Here it facilitates the extension
of soundproof schemes to the compressible regime, while still assuring the
compatibility of finite-volume advection with Lagrangian transport.

Standardly, the transportive momenta and advective velocities Vn+1/2 that
enter (36) and (37) are evaluated by linear extrapolation from n − 1 and n
time levels, which requires storing an additional vector field. This is preferred
for soundproof models, as it assures that the advective momenta satisfy mass
continuity by design. Alternatively, solving the full equation of motion to the
first order [57] circumvents the necessity of storing an extra vector field, and
benefits the stability of explicit solvers for elastic systems [56]. In calculations
reported in section 4, all soundproof integrations use the former. In accord
with the previous discussion (in the ending of section 3.1 and the opening
of section 3.2), here we consider another alternative, bespoke for the mixed
problem of the fully compressible case. Firstly, the prognostic mass continuity
equation (31) is evaluated with Vn+1/2 = (Gv)n+1/2 in (36) — for large-time-
step calculations the linear extrapolation is used, whereas for acoustic runs
the first order nonlinear predictor is employed. Secondly, all remaining PDEs
are viewed as (32) in terms of specific variables ψ, and employ the soundproof

variant of (37) with transportive momenta Vn+1/2 = (G̺v)n+1/2
defined as

cumulative (over MPDATA iterations) advective mass fluxes, evaluated in
(36) while transporting ̺; see appendix B for details.

3.2.2 A semi-implicit acoustic scheme

As a preamble to semi-implicit schemes for large-time-step integrations of the
compressible Euler equations, consider a semi-implicit algorithm for integrat-
ing the compressible equations with explicit representation of acoustic modes
in (17)-(19), cast in stationary curvilinear coordinates (e.g., to accommodate
surface orography):

∂G̺
∂t

+∇ · (G̺v) = 0 , (39)

∂G̺θ′
∂t

+∇ · (G̺θ′v) = −G̺G̃Tu · ∇θe ,
∂G̺u
∂t

+∇ · (G̺v ⊗ u) =

−G̺
(
ΘG̃∇ϕ + gΥB

θ′

θb
+ f × (u−ΥCue)−M′(u,u,ΥC)

)
.

Here, the notation combines those of sections 2.4 and 2.6, while incorporating
further symbolism of Riemannian geometry with v = G̃Tu and G̃ denoting
the matrix of known metric coefficients [41,66]. The term M′(u,u,ΥC) =
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M(u,u)−M(ue,ue) symbolises metric forcings in the spherical domain; see
Appendix A of [66].

In the system (39), only the mass continuity equation is homogeneous, whereas
the entropy and momentum equations have non-vanishing right-hand-sides,
dependent on the prognosed model variables. In consequence, the entire model
algorithm reduces to two conceptually distinct steps. In the first step the den-
sity becomes updated, while constructing the transportive momenta required
for the subsequent update of specific variables of potential temperature and
velocity components:

̺n+1
i

= Ai

(
̺n, (Gv)n+1/2,G,G

)
=⇒ Vn+1/2 = (G̺v)n+1/2

. (40)

In the second step, to account for the nonlinearity of the pressure gradient force
and the metric forces on the rhs of the momentum equations, the template
algorithm (37) is executed iteratively, lagging nonlinear terms behind:

θ′|ν
i
= θ̂′

i
− 0.5δt

(
G̃Tuν · ∇θe

)
i

(41)

uν
i
= ûi − 0.5δt

(
Θν−1G̃∇ϕν + gΥB

θ′ν

θb

)

i

−0.5δt
(
f × (uν −Υν−1

C ue)−M′(u,u,ΥC)
ν−1

)
i
.

Here, θ̂′
i
and ûi are the shorthands for the transport operator A applied to θ̃′

and ũ in (37)-(38), given as

θ̂′
i
= Ai

(
θ̃′,Vn+1/2, ̺∗n, ̺∗n+1

)
, (42)

ûi = Ai

(
ũ,Vn+1/2, ̺∗n, ̺∗n+1

)
,

withVn+1/2 provided by (40), and the effective densities ̺∗n and ̺∗n+1 defined,
respectively, as ̺∗

n

:= G̺n and ̺∗n+1 := G̺n+1. Furthermore,

ϕν
i
= cpθ0



(
Rd

p0
̺n+1θν−1

)Rd/cv

− πe



i

, (43)

θν
i
=
(
θ̂′ − 0.5δtG̃Tuν · ∇θe + θe

)
i
. (44)

Throughout (41)-(44), the index ν = 1, .., Nν numbers the iterations, with the
first guess θ0

i
= θ̂i generated by advecting full θ,

θ0
i
= Ai

(
θn,Vn+1/2, ̺∗n, ̺∗n+1

)
(45)
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and u0
i
obtained by solving the advective form of the momentum equation

to the first order [56]. With this design, the solution is fully second order
accurate even for Nν = 1, and Nν = 2 gives already close approximation to
the trapezoidal integral [63].

The scheme outlined in (41)-(44) contains fully implicit trapezoidal integrals
of buoyancy and Coriolis terms; whereas pressure perturbations (viz. acoustic
modes), metric forcings, and coefficients depending on full potential temper-
ature are integrated explicitly. To derive the closed-form expression for the
velocity update, we substitute the potential temperature perturbation in the
buoyancy term of the momentum equation with the rhs of the entropy scheme
and gather all terms depending on uν on the lhs of the momentum scheme,
while dropping the spatial grid index i everywhere, as all dependent variables,
coefficients and terms are co-located in (41)-(44). This results in

uν + 0.5δtf × uν − (0.5δt)2gΥB
1

θb
G̃Tuν · ∇θe = (46)

û− 0.5δt

(
gΥB

θ̂′

θb
− f ×Υν−1

C ue −M′(u,u,ΥC)
ν−1

)

−0.5δtΘν−1G̃∇ϕν ≡ ̂̂u− 0.5δtΘν−1G̃∇ϕν ,

which symbolises a system of three linear algebraic equations with three un-
known components of the velocity vector uν at each point of the co-located
grid. Viewing the lhs of (46) as a linear operator acting on the velocity vector,
Luν , the closed-form expression for the velocity update may be symbolised as

uν = ˇ̌u−C∇ϕν , (47)

where ˇ̌u = L−1 ̂̂u and C = L−10.5δtΘν−1G̃ denotes a 3 × 3 matrix of known
coefficients; cf. [41] and [65,67] for expanded expressions in tensorial and ex-
plicit component notations. In each iteration ν the velocity update in (47)
uses the thermodynamic pressure in (43), and the total potential tempera-
ture (required in the coefficients Θ and ΥC) gets updated according to (44).
The potential temperature perturbation θ′ is updated according to (41), upon
completion of the velocity update for ν = Nν .

The acoustic scheme given above originated from an adaptation of the sound-
proof pseudo-incompressible algorithm [62,65], as an extension of the anelastic
algorithm [42]. In essence, it replaces a soundproof density and elliptic pres-
sure (perturbation) with the prognosed thermodynamic density and pressure.
Thus it minimises numerical differences between soundproof and compressible
algorithms, and provides the reference solution for large-time-step compress-
ible schemes for atmospheric flows. Furthermore, it represents a minimal pro-
gramming effort to extend the existing soundproof modelling framework to
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compressible all-scale flows. Finally, this acoustic scheme forms the founda-
tion of the semi-implicit compressible models with large time steps, discussed
next.

3.2.3 Helmholtz solvers for semi-implicit compressible models

A common feature of the anelastic and pseudo-incompressible equations in
the generalised system of conservation laws (26)-(28), and thus in (31)-(32),
is that the density is prescribed. This obviates the solution of the prognostic
mass continuity equation and reduces the first step (40) of the consistent
framework to a soundproof predictor (e.g., the linear extrapolation from tn−1

and tn) of Vn+1/2 for the use in (37). Furthermore, with the density prescribed
(and assuming stationary coordinates), (31) takes a compact form

∇ · (̺∗v) = 0 . (48)

Because v = G̃Tu, acting with G̃T on both sides of (47), multiplying the
resulting equation by ̺∗, acting on it with ∇·, and multiplying the result by
−δt/̺∗, produces

0 = − δt
̺∗

∇ · (̺∗vν) = − δt
̺∗

∇ ·
[
̺∗
(
ˇ̌v − G̃TC∇ϕν

)]
, (49)

a (diagonally preconditioned) elliptic Poisson problem for pressure perturba-
tion ϕν , the solution of which depends on the explicit part

ˇ̌v = G̃T ˇ̌u (50)

and the boundary conditions imposed on the normal component n·vν [67,65,41].
In soundproof models, (49) replaces the thermodynamic pressure perturbation
of (43), with all other steps of the procedure (41)-(47) remaining the same.
Because the soundproof models do not support acoustic modes by design, the
stability of the semi-implicit scheme is controlled solely by the advective CFL.
The latter is a desirable feature in simulation of low Mach number flows.

Generally, soundproof models are mathematically reduced from the Euler
equations to assure that they possess conservation principles, energy invari-
ants in particular, and that their solutions converge asymptotically to re-
spective compressible solutions [35,36,19,20,4,16]. Consequently, their forms,
coefficients and reference profiles are theoretically predetermined, providing a
strict guidance for the numerical design. In particular, the soundproof form
of the mass continuity equation (48) directly implies the associated implicit
pressure equation (49). This contrasts with the design of large-time-step semi-
implicit schemes for integrating the Euler equations, where the primary guid-
ing principle is the utility of the resulting scheme. Consequently, there is a mul-
titude of numerically-motivated designs of the large-time-step semi-implicit
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solvers for the Euler equations, as exemplified by developments in various areas
of computational fluid dynamics [22,9,13,38] and computational meteorology
[14,6,18,44,77,37,8]. Building on the versatility and robustness of soundproof
models, in designing our variants of large-time-step compressible schemes, we
recognise that the enhanced stability of soundproof numerics ultimately re-
duces to constraining the divergence of the flow. A simple numerical experi-
ment can attest to this: proceeding with the semi-implicit acoustic scheme of
section 3.2.2, but replacing thermodynamic pressure with the one determined
from the incompressibility constraint, produces stable, even if inaccurate re-
sults. This suggests that the ultimate cause for acoustic schemes becoming
unstable, when violating their sound-speed based CFL, is an uncontrolled
growth of truncation errors in determining the pressure gradient force. Conse-
quently, we seek a procedure compensating for such errors while maintaining
the consistency between analytic equations and the numerical formulation.

Combining the Cartesian equations (16) and (15) while assuming adiabatic
inviscid flows, 8 results in

dπ

dt
= −ξπ∇ · u =⇒ ∂ρπ

∂t
+∇ · (ρπu) = −ξρπ∇ · u (51)

where ξ ≡ Rd/cv. In the adopted stationary curvilinear framework, (51) takes
the form

∂̺∗π

∂t
+∇ · (̺∗vπ) = −ξ̺∗π 1G∇ · (Gv) . (52)

This equation is already of the form (32), and we integrate it using a first-
order-accurate variant of the NFT template algorithm (37)

πn+1 = π̂ − δtξπn+1 1

G∇ ·
(
Gvn+1

)
+O(δt2) , (53)

π̂ = A
(
πn,Vn+1/2, ̺∗n, ̺∗n+1

)

Here, the grid position index i has been dropped as there is no ambiguity.
Except for πn all remaining arguments of the transport operator are the same
as defined in (42). Integrating (52) to the first order still maintains the second-
order accuracy of the entire model solution, because pressure perturbations
enter the momentum equations with the factor 0.5δt. Multiplying (53) by the
constant cpθ0, representing π

n+1 as a sum of the perturbation and the ambient
state, expanding vn+1 as a sum of the explicit part of the solution and the
pressure gradient force, cf. (49)-(50), and collecting all terms on the rhs, leads

8 Typically, diabatic and viscous effects in weather and climate models enter the
governing equations via parameterisations, and simply modify the explicit counter-
parts of the resulting elliptic problems.
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to the elliptic Helmholtz problem

0 = −δtG ∇ ·
[
G
(
ˇ̌v − G̃TC∇ϕν

)]
− β(ϕν − ϕ†) , (54)

where β ≡ [ξ(ϕν−1 + cpθ0πe)]
−1, ϕ† ≡ cpθ0(π̂ − πe) with π̂ denoting the first

term on the rhs of (53), and the first guess ϕ0 = ϕn taken for ϕν−1. Replacing
the explicit thermodynamic pressure perturbations of (43) with (54), while
retaining all other elements of the a semi-implicit acoustic scheme the same,
leads to a semi-implicit compressible solver stable for large time steps that
are comparable to those admitted in the soundproof models. Notably, (54)
requires only minor changes to adapt the variational Krylov subspace solver
[59,65] designed for the Poisson problem (49).

Numerical experimentation with the global baroclinic instability benchmark
revealed that the large-time-step semi-implicit model actually admits time
steps only half of the soundproof models. Closer examination of the derived
Helmholtz problem (hereafter referred to as “first kind”) unveils that advecting
the full Exner pressure in (53) adds an explicit term to the vertical velocity
update that is proportional to the vertical part of vn+1/2 · ∇πe, itself pro-
portional to ∼ g/θe, and arguably degrading the stability of the semi-implicit
representation of buoyant motions. To mitigate this aspect, and concomitantly
to explore the optional avenues, a variant of the Helmholtz problem can be
designed (hereafter “second kind”) by formulating (51) in the perturbational
form, in analogy to the entropy equation (14) that leads to the implicit treat-
ment of buoyancy forces in the soundproof case,

dπ′

dt
= −ξπ∇ · u− u · ∇πe =⇒ (55)

∂ρπ′

∂t
+∇ · (ρπ′u) = −ξρπ∇ · u− ρu · ∇πe

The resulting form (55) augments (51) with the convective derivative term
that is absent in the Poisson solver [59,65]. To facilitate the adaptation of
the Poisson solver for the resulting Helmholtz problem of the second kind,
we reformulate (55) in a mathematically equivalent conservation form, free of
the convective derivative. Rewriting the last term on the rhs of the second
equation in (55) as ρu · ∇πe = ∇ · (πeρu) − πe∇ · (ρu), expressing the result
in the curvilinear coordinates and manipulating terms, we arrive at

∂̺∗π′

∂t
+∇ · (̺∗vπ′) = (56)

−
[
ξ̺∗π

1

G∇ · (Gv) +∇ · (̺∗vπe)− πe∇ · (̺∗v)
]
,

which after integrating with the NFT scheme similarly to (53) and further
manipulating the terms becomes
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0 = − δt

[
1

G∇ · (Gv) + 1

ξ

πe
π

1

̺∗πe
∇ · (̺∗πev)−

1

ξ

πe
π

1

̺∗
∇ · (̺∗v)

]
(57)

− β(ϕ− ϕ̂) ,

where ϕ̂ denotes the action of the transport operator on ϕ. Recalling that
v = ˇ̌v − G̃TC∇ϕ, it can be seen that the operator in the square brackets
is composed of three Poisson operators like those in (49) and (54), thereby
forming the Helmholtz problem of the second kind.

Notably, the Helmholtz operator in (57) contains three different Laplacians,
each entering the problem with different weight. While the first two Laplacians
are negative definite and thus carry a promise of converging Krylov schemes,
the third Laplacian enters with the opposite sign. However, the second and the
third Laplacian combine into a convective derivative of the ambient pressure,
resulting in a benign term causing neither growth nor decay of the residual
error norms. Diagnosing all terms of the Helmholtz operator (57) in extensive
numerical experimentation shows that the total operator is dominated by the
first Laplacian and therefore definite.

4 RESULTS

In the following, we discuss results generated with the consistent numerical
framework presented in the preceding section, applied to address two distinct
classes of atmospheric flows. The first example demonstrates the relative per-
formance of soundproof and compressible models in archetype simulations of
planetary weather, whereas the second example addresses mesoscale gravity
wave dynamics at nonhydrostatic resolutions. Simulations of both problems
using soundproof NFT numerics were already thoroughly documented in the
literature [43,64,65]. Here we focus on substantiating the theoretical develop-
ment of the preceding sections, while providing only brief outlines of the two
problems’ physical significance and the model setups.

4.1 Global baroclinic instability

In [43], the authors adopted the global baroclinic instability benchmark of [23]
for the NFT integrations of the Lipps-Hemler anelastic nonhydrostatic equa-
tions (5)-(7). We refer the interested reader to the latter work for the details of
implementation, grid convergence study and a thorough discussion of the com-
parison with the hydrostatic primitive-equation results in [23]. Further results
using anelastic and pseudo-incompressible equations with explicit and im-
plicit representation of buoyant modes as well as flux-form Eulerian and semi-
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Lagrangian NFT integrators were presented in [64]; the semi-Lagrangian NFT
integrators for the consistent framework are highlighted in the appendix C.
The analytically prescribed ambient state consists of two mid-latitude zonal
jets symmetric about the equator, in (unstable) equilibrium with the corre-
sponding meridional distribution of the potential temperature. The applied
initial velocity perturbation localised at the northerly jet excites the devel-
opment of the instability, with fastest growing, eastward propagating Rossby
modes of the (zonal) wavenumber 6. As the instability progresses, the wave
steepens and forms sharp overturning fronts (in the horizontal) by day 8, char-
acteristic of natural weather systems at synoptic scales. By the day 10, the
northerly jet becomes turbulent. The calculations reported follow the setups
of [64], with second-order numerics on a proof-of-concept coarse 64×128 (2.8o)
latitude-longitude grid and 23 km deep atmosphere resolved with 47 uniform
δz intervals. The soundproof calculations and the semi-implicit compressible
solver of the second kind use 2880 time steps δt = 300 s, whereas the semi-
implicit compressible solver of the first kind uses 5760 of twice-smaller δt. The
compressible calculations with explicit representation of acoustic modes em-
ploy 432000 times steps δt = 2 s. The horizontal grid is distributed over the
8×16 processor array of the IBM “Power 7” machine. The resulting wallclock
times of the 10 day integrations for the anelastic, pseudo-incompressible, semi-
implicit compressible solvers of the first and the second kind, and the acoustic
calculations are 2.1, 2.3, 3.7, 2.0, and 178.9 min, respectively. The correspond-
ing wallclock times per time step are: 0.044, 0.048, 0.039, 0.041, and 0.025 s.

Figure 1 complements figure 4 in [64] with the display of instantaneous sur-
face potential temperature perturbations about the ambient equilibrium for
the conservative NFT solutions of fully compressible Euler equations, inte-
grated with the semi-implicit large-time-step solvers of the second and the
first kind, as well as the acoustic reference algorithm of section 3.2.2. The
differences between the three results are insignificant, which is not surprising
as the time scale of the global baroclinic instability development (days) is well
resolved with both large time steps (300 and 150 s) and acoustic (2 s) δt. To
assess the solution correspondence of the compressible and soundproof equa-
tions, Fig. 2 displays the large-time step δt = 300 s results for the compressible,
pseudo-incompressible, and anelastic PDEs. Juxtaposing Figs. 1 and 2, reveals
that the propagation of baroclinic eddies is the slowest in three compressible
runs, faster for the pseudo-incompressible case and the fastest (at about 1
m s−1 compared to the compressible solutions) for the anelastic case. While
the compressible and pseudo-incompressible solutions agree in amplitude well,
the anelastic result (displayed with half of the contour interval) evinces an
about twice smaller amplitude of the perturbations and of the maximal wind.
The corresponding semi-Lagrangian experiments (not shown) corroborate this
relative disparity between the anelastic and the pseudo-incompressible or com-
pressible simulations, even though the amplitude of all semi-Lagrangian results
is about 20% smaller than of the corresponding conservative Eulerian results.
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Fig. 1. Baroclinic instability, day 8: surface potential temperature perturbations on
the horizontal subdomain [90, 270] × [0, 90] degrees, for compressible Euler equa-
tions integrated with the semi-implicit large-time-step algorithms of the first and
second kind (top and centre, respectively) and the acoustic algorithm (bottom).
Positive/negative contour values are displayed with solid/dashed lines, and zero
contour lines are not shown; the contour interval is 4 K, and the corresponding
maximal horizontal wind vectors are 48.5, 47.0 and 44.2 m s−1.

Large-time-step calculations at twice finer resolution in each horizontal direc-
tion also corroborate this.

The suitability of soundproof models for weather and climate prediction has
been questioned on the grounds of normal-mode analysis [17,4]. The present re-
sults substantiate the latter, by documenting faster propagation of the sound-
proof solutions. The results also show that approximating some thermody-
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Fig. 2. As Fig. 1, but comparing the δt = 300 s large-time-step solutions for the
compressible (top), pseudo-incompressible (centre) and anelastic (bottom) nonhy-
drostatic models. The contour interval is 2 K for the anelastic run and 4 K otherwise.
The respective maximal horizontal wind vectors are 44.2, 49.8, and 28.9 m s−1

namic quantities by reference values cannot be universally accurate. In partic-
ular, the comparison of compressible and anelastic solutions emphasises the
importance of nonlinear effects; namely the inadequacy of the pressure gradi-
ent term linearisation. Figures 2 and 3 show significantly steeper fronts for the
pseudo-incompressible and compressible results, while the differences appear
relatively insignificant in earlier linear stages of the wave development [43,64].
Figure 3 displays the anelastic, pseudo-incompressible and compressible isen-
tropes in the vertical cross-sections along the meridian passing through the
strongest eddy in the centre of the horizontal domain of Figs. 1 and 2. Figure 3
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Fig. 3. Isentropes in the vertical cross section along the central meridian of Figs. 1
and 2 for the anelastic (left), pseudo-incompressible (centre) and acoustic compress-
ible (right) models; maximal θ is 736 K at the top of the domain decreasing with
contour interval ≈ 12 K to 240 K minima at the surface in polar regions.

confirms nearly vertical isentropes in mid-latitudes of the northern hemisphere
in the pseudo-incompressible and the compressible result. Furthermore, an
ad-hoc numerical experiment with the full θ coefficient imposed arbitrarily in
front of the pressure gradient of the anelastic model restores this compressible
behaviour. In contrast, replacing the pseudo-incompressible density with the
anelastic one has little influence on the pseudo-incompressible result. Similarly,
imposing in front of the anelastic pressure gradient either the base state θb or
the ambient state θe, in lieu of full θ, has no substantial effect. The discussed
effect is transient, as the anelastic solution also produces steep fronts by day
10 and ultimately all solutions transition to turbulent jets, indistinguishable
by day 30 (not shown). While such effects are significant for NWP, due to the
transiency they may have a lesser impact on numerical climate prediction, as
suggested by the comparability of the anelastic and compressible simulations
of the idealised Held-Suarez climate [75] or aquaplanet studies [1,2].

4.2 Amplification and breaking of stratospheric gravity wave

The example of the preceding section addressed 3D hydrostatic dynamics even
though simulated with nonhydrostatic equations. Here we consider an essen-
tially nonhydrostatic 2D problem. A small amplitude wave packet — excited,
say, by a squall line with the top impinging upon the tropopause [40] —
propagates into the stratosphere. Because density of the media decreases with
altitude, the amplitude of the wave increases with height in proportion to
ρ
−1/2
b . When the wave amplitude becomes comparable with the vertical wave-

25



length, the problem becomes inherently nonlinear. Then, the wave overturns
and breaks generating bursts of turbulence far from the excitation region.
The problem is numerically challenging, because it covers about nine density
height scales and vertical wavelengths, and a transition from the linear-wave
regime near the bottom of the domain to a vigorous turbulent flow with a
broad range of scales about 30 km aloft. It has been recently documented in
[65], where the soundproof NFT solutions generated on structured grids and
unstructured meshes were analysed in the context of asymptotic theory [3].

Following [65], the model setup assumes an isothermal stratosphere, with tem-
perature To = 222.65 K, and uniform potential temperature stratification
Sθ = d ln θb/dz = 4.4 · 10−5 m−1. The background density decreases exponen-
tially, such that Sρ = −d ln ρb/dz = 1.535 · 10−4 m−1, so the corresponding
density scale Hρ = 1/Sρ = 6515 m is 3.5 times smaller than the potential
temperature scale Hθ = 1/Sθ. The ambient wind ue = (ue, 0) is constant with
speed ue = U = 20 ms−1, and the ambient profile of potential temperature
θe(z) = θb. The 60 km deep and 120 km wide model domain is resolved (in
transformed computational domain using terrain-following curvilinear coordi-
nates) with 319 × 159 uniform grid intervals δx ≈ δz ≈ 380 m. The wave is
excited by a small deflection of the lower boundary with the height profile
h(x) = ho[1 + (x/L)2]−1 centred at the origin of the [−60L, 60L] × [0, 60L]
(x, z)-domain; the deflection’s height and half-width are, respectively, ho =
628.319 m and L = 1000 m. The problem is inherently nonhydrostatic be-
cause NL/U ≈ 1, or, in other words, the dominant horizontal wavenumber
of the problem, 1/L, equals the asymptotic wavenumber N/U of the induced
waves; where N =

√
gSθ denotes the buoyancy frequency. Furthermore, the

problem is only weakly nonlinear (the Froude number Fr = U/Nho ≈ 1.6)
with respect to linear Boussinesq theory. The onset of wave breaking in the
upper half of the model domain is observed after 90 min of the simulated time.

Figure 4 displays the isentropes (ln θ) at the onset of breaking, simulated with
the semi-implicit compressible solver (of the second kind) and the pseudo-
incompressible and anelastic soundproof solvers. All large-time-step calcu-
lations (including the semi-implicit compressible solver of the 1st kind; not
shown) employed the soundproof time step δt = 5 s. All calculations with
soundproof δt were conducted on 32 cores of the IBM “Power 7” machine
with insignificant (less than a minute) wall clock time. In agreement with
[26,65], the two soundproof systems produce virtually the same solution, also
closely matched by the large-time-step semi-implicit compressible solvers, and
all break at the same level and at the same time.

Figure 5 shows the equivalent solutions using the acoustic δt = 0.5 s, 10 times
smaller then the soundproof time step used in Fig.4; the actual acoustic so-
lution is not shown, as it closely matches the semi-implicit results in the top
panel. The three solutions reproduce the large-time-step solutions at gravity-
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Fig. 4. Isentropes (ln θ) at the onset of breaking simulated with the semi-implicit
compressible solver of the second kind (top), and the pseudo-incompressible and
anelastic soundproof solvers (centre and bottom, respectively).

wave scale and closely compare in their fine-scale details. However, they differ
in fine scales from the large-time-step solutions in Fig.4, by evincing turbu-
lence more advanced in time; cf. [40] for an extended study of the gravity
wave field evolution in a deep atmosphere. Further analysis reveals that all
solutions closely match each other in the linear phase (up to 72 min of the
simulated time when waves begin to steepen). Afterwards, the acoustic-time-
step solutions become visibly more advanced in time (by about 6 min at the
90 min time of Figs. 4 and 5). This contrasts with the baroclinic instability
problem, for which all scales of motion remain well resolved in time. Here,
at the onset of breaking, the horizontal and vertical velocities roughly dou-
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Fig. 5. As in Fig. 4 but for calculations with the acoustic δt.

ble the ambient flow, resulting in Courant numbers 0.8-0.9 for the large δt.
With convective motions marginally resolved in time, it is not surprising that
the soundproof and acoustic time-step solutions do not match at turbulent
scales. Importantly, the comparability of the solutions at either large or small
time steps demonstrates the consistent simulation of the soundproof and the
compressible equations throughout a range of Courant numbers.

5 REMARKS

In this paper, a class of non-oscillatory forward-in-time (NFT) methods for
integrating soundproof equations of atmospheric dynamics [30] has been syn-
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thesised with the corresponding NFT solvers for gas dynamics [63], to form a
consistent numerical framework for integrating conservation laws of low Mach
number, high Reynolds number, rotating stratified flows under gravity under-
lying all-scale atmospheric dynamics. The foundation of the synthesis lies in
assigning the dual, primordial role to the prognostic mass continuity equation:
first as a prognostic thermodynamic variable, standard in gas dynamics; and
second as a weighting factor shaping conservation laws for specific dependent
variables (i.e., expressed per unit of mass), standard in soundproof models.
In consequence of the latter, prognosis of the thermodynamic density also de-
fines transportive momenta for subsequent advection of specific variables as
cumulative directional mass fluxes. This offers several advantages for the effec-
tive prognosis of the specific variables. Given that both density and all specific
variables use the same transport algorithm, advection of specific variables pre-
serves their local constancy. Furthermore, flux-limiting of specific variables is
consistent with their Lagrangian properties and synchronised naturally with
the limiting of the density. Most importantly, even though conservative, the
solution is directly specified in terms of specific variables, and this facilitates
the design of semi-implicit solvers for compressible systems.

The presented framework stems from the earlier soundproof experience that
necessitates an effective solution to generalised Poisson problems like the one
in (49), which is elementary to any soundproof system. It turns out that
extending proven Krylov solvers to corresponding Helmholtz equations like
(54) or (57) is a research topic in itself. In contrast to soundproof models where
the elliptic mass-continuity constraints follow the theory of the soundproof
equations, constraining flow divergence for the sake of soundproof-time-step
integrations of compressible equations has a degree of freedom admitting many
forms. The two optional forms of the Helmholtz problem where derived with
a view to compensate for truncation errors causing the instability of acoustic
schemes at the larger soundproof time steps. The Helmholtz problem (54)
is straightforward to derive, reminiscent of similar problems discussed in the
literature, and nearly effortless to incorporate into the preexisting Poisson
solver for (49). Nonetheless, this led to a semi-implicit compressible model
algorithm with impaired stability properties compared to the corresponding
soundproof models. In contrast, the Helmholtz problem in (57) proves to be
superior and robust, but its derivation and implementation is more involved.

There is another noteworthy aspect, distinguishing implicit compressible solvers
from their corresponding soundproof analogues. Solving global soundproof
equations in a thin spherical shell of the terrestrial atmosphere, necessarily
requires direct matrix inversion in the thin direction, and thus necessitates
bespoke preconditioners [59]. In contrast, the semi-implicit compressible so-
lutions in section 4.1, can be obtained with elementary Krylov solvers using
no preconditioning, but at substantial expense. On the other hand, employing
block-tridiagonal preconditioners in the vertical [59] produces robust and sta-
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ble solutions even at the minimal expense of two evaluations of the Helmholtz
operator in (57) per solve. Executing the compressible solver with the same
stopping criterion as adopted for the soundproof models [66] gives two orders
of magnitude smaller norms of the residual error. However, the corresponding
results are virtually indistinguishable from the cheaper run with 2 as opposed
to 12 evaluations of the Helmholtz operator per solve. This elevates the role of
soundproof solvers as building blocks for corresponding, yet computationally
more efficient, semi-implicit compressible solvers for atmospheric flows.

In computational meteorology the soundproof and compressible models are of-
ten opposed against each other as exclusive schools of thought. Indeed, the re-
sults of the current study show substantial differences between the soundproof
and compressible solutions at planetary scales that verify and extend theoreti-
cal predictions of linear and scale analyses. On the other hand, this study also
shows that soundproof and compressible models compose complementary ele-
ments of a more general theoretical/numerical approach. In particular, the re-
spective PDEs can be integrated using essentially the same numerics, and this
offers new ways for extending soundproof models to fully compressible PDEs.
Quite likely, future global atmospheric models will hybridise the strengths
of various theoretical formulations (viz. equations), integration schemes and
discretisation methods. One idea is to augment the hydrostatic compressible
NWP legacy codes with expertise and skills of nonhydrostatic cloud-resolving
soundproof research codes [4,29]. A common framework capable of accommo-
dating compressible and soundproof fluid equations with spatial discretisation
on structured grids and unstructured meshes [67] is a consequent step towards
such a design.
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Appendix A. Highlights of MPDATA

The essence of the MPDATA approach is the iterative application of the first-
order accurate, sign-preserving generic upwind scheme, with the first iteration
providing a first-order-accurate solution, and subsequent iterations compen-
sating for errors of the preceding iterations. Using the notation of section 3.1,
the integral (36) of the homogeneous generalised transport equation (33) can
be represented [30] as
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Ψi = Ai

(
Ψn,Vn+1/2, Gn, Gn+1

)
=χ

n+1/2
i

Ao
i

(
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where χn+1/2 ≡ Gn/Gn+1, and Ao refers to the established MPDATA scheme,
originated in [51,52] for G independent of time and a nonnegative scalar field
Ψ ≥ 0. Specifically, Ao iterates for k = 1, IORD the discrete flux-form
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(
Ψ
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where eI represents the unit vector in the Ith of the N spatial directions, and
integer and half integer indices corresponding to the cell centres and edges of
regular computational grid. The superscripts in parentheses number the inner
MPDATA iterations, not the time levels. The upwind flux functions F in (59)
can be stated in a symbolic form as

F (ΨL,ΨR,V) ≡ max(0,V) ΨL +min(0,V) ΨR . (60)

The algorithm is initialised with Ψ(0) ≡ Ψn, VI,(1) ≡ (δt/δxI)(V I)n+1/2, where
δxI is spatial grid increments in the Ith coordinate direction. Assumed here is
the availability of a O(δt2) estimate for the generalised local Courant number
VI at the intermediate time level tn+1/2 discussed in the body of the paper. The
functional dependence of the error-compensating velocities (×δt/δxI) with
k > 1 in (59) can be written as

VI (k) = VI
(
VVV (k−1), Ψ̌(k−1),∇Ψ̌(k−1), Gn

)
, Ψ̌ := χn+1/2Ψ . (61)

The appearance of Ψ in (61) indicates the fundamental nonlinear character
of the scheme. The explicit expressions of the error-compensating velocities
(61) underlying MPDATA can be found in [51,52,56] for structured grids and
in [60,69] for unstructured meshes. For illustration of the basic second-order
scheme on structured grids, the symbolic expression (61) encapsulates discrete
representations of

Vk>1 =
1

2
|δx ·V|∇

ˇ|Ψ|
ˇ|Ψ|

− 1

2
δtG−1

[
V

(
V · ∇

ˇ|Ψ|
ˇ|Ψ|

)
+
(
∂G

∂t
+∇ ·V

)
V

]
(62)

The concept underlying the MPDATA transport of a nonnegative scalar field
can be summarised in a few lines: 1) combine the temporal truncation error as
in the second term on the rhs of (35) with the first order spatial discretisation
of (60), O(δx) = ∇· (0.5|δx ·V|∇Ψ); 2) express the cumulative leading error,
loosely, as a generalised Laplacian ∇ · (K∇Ψ) with K symbolising coefficient
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matrix; 3) represent the total error as a divergence of the convective flux
O(δt, δx) = −∇ · (VErrΨ) with VErr = −K(Ψ−1∇Ψ) ; 4) compensate for
the error of the preceding upwind iteration by following with another upwind
iteration but with an “anti-error velocity” Vk>1 := −VErr.

There are numerous options available that extend MPDATA to full mono-
tonicity preservation, third-order accuracy, and variable-sign fields [57,61]; all
calculations reported in this paper use the monotone “infinite-gauge” variant
of MPDATA, cf. section 5.1 in [60]. MPDATA schemes have numerous ad-
vantages, including nonlinear stability, robustness, physical realisability, and
massively-parallel scalability [42,39].

Appendix B. Transportive momenta for specific variables
in compressible flows: further details

The transportive momenta Vn+1/2 = (G̺v)n+1/2
introduced in section 3.2.1

are technically specified in terms of the generalised local Courant numbers VI

according to

∀I VI,(1)
i+1/2eI

=
IORD∑

k=1

F
(
̺
(k−1)
i

, ̺
(k−1)
i+eI

, eI · vvv(k)i+1/2eI

)
, (63)

as cumulative donor-cell mass fluxes over the number of MPDATA iterations
IORD in the integration of the mass continuity equation (40). In (63),

eI · vvv(1) =
δt

δxI
eI ·

(
Gv
)n+1/2

(64)

is the vector of local Courant numbers composed of transportive velocity Gv
for the advection of density ̺, whereas for k > 1

eI · vvv(k) = VI
(
vvv(k−1), ̺(k−1),∇̺(k−1),G

)
. (65)

according to the functional relation (61) with ̺(k−1) in lieu of Ψ(k−1).

Appendix C. Semi-Lagrangian congruence

The thrust and attraction of the consistent framework is its conservativity,
even though while solving for specific variables governed by the Lagrangian
form of the fluid equations. The flux-form NFT schemes have a congruent semi-
Lagrangian formulation [54,56,66]. In particular, the template (37) also applies
to trapezoidal trajectory integrations of the generalised set of PDEs (17)-(19),
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but with the flux-form transport operator A replaced by the remapping of
transported fields of specific variables to departure points of the trajectories
xo

(
(xi, t

n+1), tn
)
at tn that arrive at the grid points xi at t

n+1. The remapping

itself equally uses NFT advection schemes akin to MPDATA [54,55]. In the
semi-Lagrangian option, the evaluation of transportive momenta is replaced
with calculation of the departure point of the trajectories, so that step (40) is
obviated, whereas the compressible mass continuity equation (15) is integrated
with a second-order Runge-Kutta scheme

̺n+1
i

= ̺̂i − 0.5δt
(
̺

G∇ · (Gv̆)
)n+1

i

. (66)

Here, ̺̂i = [̺(1− 0.5δtG−1∇ · (Gv))]o ≡ ˜̺o is a field of values remapped to the
departure points of the trajectories, and v̆ is a O(δt2) estimate of v. In this
notation, the closed form of (66) becomes

̺n+1
i

= ̺̂i/(1 + 0.5δtG−1∇ · (Gv̆))n+1
i

, (67)

while the remaining integration proceeds analogously to the semi-implicit
scheme, either using the acoustic or large-time-step model algorithm, but with
all flux-form transport operations replaced by the remapping to the feet of tra-
jectories.
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